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Preface

Risk Assessment is a fundamental support for decisions related with design, construction, operation and 
maintenance of industrial products, systems and infrastructures. Risks are influenced by design decisions, 
by the process of construction of the systems and infrastructures and by the way in which they are oper-
ated and maintained. Different aspects are more important in the various phases and types of activities 
and different methods have been developed to deal with them.

Risk Analysis techniques have been used to study accidental situations, to assess their probability of 
occurrence and to indicate design measures and barriers that can prevent them or mitigate their effect. 
Structural reliability theory has been used to design structures and structural systems subjected to opera-
tional loads and to proper utilization and operation. Human reliability analysis has concentrated on the 
failures that can be induced by operators of systems, which create situations that have not been consid-
ered in the design process and which can lead to large scale accidents. Human errors can also occur in the 
design and building phase although it is in the operational phase that they tend to occur more often.

This overall description shows that these three types of methods concentrate on different aspects that 
complement each other and that in many cases can be considered separately. It is because of this and of 
the different characteristics of the techniques developed in each of the fields that the respective specialists 
have had little interaction and few efforts have been made to integrate the methods.

Most accidents are due to human actions either as initiating events or as failing to interrupt the series 
of accidental events that lead to catastrophic failure. However, many of them also involve structures and 
thus it becomes clear that a comprehensive picture is only obtained when these three aspects are dealt with 
in a complementary fashion.

This has been the emphasis of the SAFERELNET project and of this book that deals with safety and 
reliability of industrial products, systems and structures. It covers all aspects of safety issues related to: 
Risk Assessment Methodology; Human and Organisational Factors in Risk Assessments; Integration of 
Risk and Reliability Formulations; Reliability Based Design; Assessment of Existing Structures and Life 
Extension; Risk Based Inspection and Maintenance Planning. The focus is on safety-critical systems in all 
types of industrial plant, equipment, structural system, building and other civil engineering facilities.

The SAFERELNET project was an important initiative at European level, involving about 70 institu-
tions, and 200 participants, addressing the questions related with the assessment and management of 
safety and reliability of industrial products, systems and structures. It was a thematic network and thus 
it did not aim at doing research but at reviewing the state-of-the-art so as to identify emerging ideas and 
solutions which hold promise for practical implementation and also reviewing the current practice in dif-
ferent countries and different industrial sectors with a view to identify the “best” practices.

It intended to identify gaps in practice in different industrial sectors and countries considering the 
industrial problems for which there are no satisfactory technical solutions, the gaps between practice and 
research, the gaps in the level of technology used between countries, and the gaps in the level of technol-
ogy used between industrial sectors.

Most of the project members were from the Oil & Gas, Process, Power, Highways, Maritime and Build-
ing sectors, and this is reflected in the type of approaches dealt with and in the comparisons between 
industrial practices that were made. An initial effort was made to compare the practice of application of 
safety and reliability approaches in these sectors and this has identified some main directions (Guedes 
Soares et al., 2003) that were then followed in the project. It was identified that:

• There is a need to define a generic risk management framework which addresses all aspects which have 
an influence on safety. This framework can then be customised to individual sectors at a level which is 
appropriate.

• Integration of Quantitative Risk Analysis, Human and Organisational Factor Analysis and Structural 
Reliability Analysis is critical for the evaluation of total risk of an installation and for addressing all 
hazards on a consistent basis.
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• The approach for setting risk acceptance criteria need to be consistent with the above methodology for 
integrated risk analysis.

• The methodologies for risk and reliability based maintenance management need to recognise that there 
will be typically many hundreds of components within a plant and many thousands of assets within a 
transport network.

• Besides safety, the main drivers for maintenance management are cost, availability, reliability and sus-
tainability. For industrial plants in process, power and oil & gas sectors the maintenance spending 
is governed by active components and therefore every effort should be made to develop a consistent 
framework for the maintenance management of both active and passive (structural) systems.

• Decisions on reassessment and life extension need to take account of all systems in an installation and 
hence a consistent framework is needed to address both active and passive systems.

These conclusions have guided the work developed later, a good part of which is included in this book. 
An important aspect has been the development of an integrated methodology that addresses fundamental 
problems in risk and reliability analysis with the aim of consistently modelling and quantitatively treating 
the different types of uncertainties governing the decision problems of the modern “sustainable” society. 
The methodology is here presented in four framework documents addressing specific complementary top-
ics involved in the systematic and integrated treatment of risk applicable to any industry:

• Integrated Risk Assessment
• Risk Management
• Maintenance Planning
• Assessment and Life Extension.

This set of documents is complemented by various papers within each of those areas presenting in 
more detail a survey of available techniques, examples of application to specific problems or surveys of 
the state of affairs within industrial sectors.

It is hoped that this overview will be useful to provide the common features of the application safety 
and reliability of industrial products, systems and structures in different industrial sectors.

C. Guedes Soares
Technical University of Lisbon, Instituto Superior Técnico, Portugal
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General framework for safety and reliability of industrial 
products, systems and structures

C. Guedes Soares
Instituto Superior Técnico, Technical University of Lisbon, Lisbon, Portugal

ABSTRACT: This paper introduces the general framework for safety and reliability of industrial 
 products, systems and structures, by explaining the logic of its four main components and how each 
of the four specific documents relate to each other. A central idea is that an integrated risk assessment 
must be conducted as a support for decision making, in which techniques that sometimes have been dealt 
separately need to be considered in an integrated way, namely risk assessment, structural reliability and 
human and organizational factors. These principles are applied to risk assessment, risk management, 
maintenance planning and assessment and lifetime extension. The documents are of a general nature 
being applicable to any industrial sector.

A major issue to be properly addressed by the 
integrated methodology is the need to extend the 
lifetime of products, structures and  facilities and 
to monitor that this extension is done  without 
degrading their safety levels of operation. Within 
the integrated methodological approach  proposed, 
this entails the development of specific  strategies 
and procedures tailored to each industry. This 
is achieved by modelling the reliability of the 
 systems throughout their lifetime so as to be able 
to study the impact of new maintenance and repair 
schemes on system safety, life cycle costs, reliabil-
ity,  serviceability and quality. Proper methods for 
the assessment of existing structures and equip-
ment must be integrated with proper approaches 
and  criteria for extending their lifetime while 
 maintaining the required safety levels and providing 
competitive levels of reliability and availability.

The integrated methodology addresses funda-
mental problems in risk and reliability analysis 
with the aim of consistently modelling and 
quantitatively treating the different types of uncer-
tainties prevailing the decision problems of the 
modern “sustainable” society.

The methodology is here presented in four frame-
work documents addressing specific complemen-
tary topics involved in the systematic and integrated 
treatment of risk applicable to any industry:

• Integrated Risk Assessment
• Risk Management
• Maintenance Planning
• Assessment and Life Extension

The framework documents are aimed at 
 presenting an overview of the main aspects that 

1 AIMS AND SCOPE

The economic drivers behind modern human 
 activities raise pressures in all industries to be 
 efficient and competitive. On the other hand, safety 
of the people and protection of the environment 
are the critical values underpinning sustainable 
development and progress. Recent developments 
show an increasing need to consider social and 
 cultural aspects, as well. This leads to the challenge 
of providing safe and cost-effective solutions to 
products, systems, facilities and structures across 
different industries.

To meet the challenge, the safety, reliability 
and availability requirements, which are  critical to 
 efficiency and cost, need to be ensured not only in 
the design and manufacturing phases but also during 
the operational and ageing phases of the products 
and facilities. This requires an  integrated treatment 
of the technical and  organizational aspects involved 
in design, production and  operation, in the face of 
dynamically changing work organisations and includ-
ing the extended use of information technologies.

In light of this, the scope of the developed 
methodology is precisely the integrated treatment 
of the design, production and operation of safe, 
environmentally-friendly, socially acceptable, and 
cost-effective industrial products and systems. 
The main emphasis is on the use of risk- and 
reliability-based methods for the optimal design of 
 products, production facilities, industrial systems 
and  structures from the point of view of  balancing 
the economic aspects associated with providing 
 predefined safety levels with the associated costs of 
maintenance and profits from service availability.
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need to be taken into account for a rational, 
 integrated risk assessment and management, 
together with the proper frameworks, methods and 
approaches needed. Established best practices and 
generic, industry-independent issues are addressed 
and approaches are presented with no reference to 
particularities that are specific of each industry.

The documents are aimed at being used by the 
managers and specialists involved in the process 
of ensuring safety and reliability of industrial 
products, systems and structures. As such, they 
require basic knowledge of risk and reliability, but 
not necessarily a detailed expertise.

2 ORGANISATION OF THE DOCUMENTS

The first document presents the general method-
ology for integrated risk assessment, including the 
issue of risk acceptance criteria which is the key to 
interpret and rationally manage the results of risk 
assessments.

Risk is understood as the expected consequences 
from a given industrial activity and thus is the 
result of the probability of occurrence of undesired 
events and their consequences. Its assessment 
needs both adequate models and methods and 
appropriate data. Concerning the latter, relevant 
and informative data is sometimes difficult to 
find, particularly for low-probability events which 
may very well be critical because associated with 
accidental situations of large  consequences. In 
these cases, one may resort to expert judgment 
within a subjective interpretation of probability 
and decision making.

The formalised analysis and quantification 
of the influence that human and organisational 
 factors have on safety needs to be incorporated 
in the integrated risk assessment methodology. In 
this respect, the advances have been made in the 
discipline of human reliability lend themselves to 
integration in the overall risk assessment.

Structural reliability theory has been developed 
to deal with models of structural behaviour and to 
predict probabilities of failure based on the laws 
of mechanical behaviour of materials. Although 
 quantified risk assessments and structural reliability 
analyses are used as complementary techniques 
for an improved overall assessment of safety, 
 seldom there is enough integration of their results. 
In this respect, the aim is that of improving the 
integration of these techniques, including also the 
above  discussed human reliability formulations.

Risk assessment can be required at  different 
stages of planning and operation of the 
infrastructures and systems. They are important 
contributions to a risk management strategy which 
involves a series of actions that aims at keeping 

risk with predefined levels. Risk management, 
which is treated in the second document, needs to 
be conducted through the whole life-cycle and it 
addresses all elements that can contribute to risk.

Cost-effectiveness and safety cannot be obtained 
solely by design. Maintenance plays a fundamental 
role in counteracting degradation effects, which 
are present in all infrastructures and industrial 
products. Therefore, maintenance planning, which 
is dealt with in the third document, is a very 
critical aspect to consider both during the design 
and during the whole life span of operational use, 
within an integrated framework founded on risk- 
and reliability-based techniques.

A major current problem to be addressed is 
related to the use in many industries of  long-existing 
infrastructures which are being questioned on 
whether they can continue being fully utilised 
beyond their original design lifetime. This poses 
the problem of evaluating the state of health of 
the involved systems, structures and components, 
a task which entails proper modelling and the 
identification of the load history to which they 
were subjected. The integration of the knowledge 
of the health state with the design criteria set at the 
time the facility was constructed allows the assess-
ment of the available residual strength and safety. 
These need to be rationally weighed against appro-
priately established target safety levels, in order to 
consciously license life extension, which is created 
in the fourth referred document.

The results of the application of the integrated 
methodology are expected to contribute to the 
competitiveness of industries in Europe. Indeed, 
when correctly implemented integrated risk 
analysis and management support significant 
cost savings and provide enhanced control of 
the risks to personnel, public and environment. 
The economic gains for the industrial sectors will 
include increased productivity, reduced costs for 
design, construction and operation, minimised use 
of natural resources, improved competitiveness, 
and better exploitation of the products. Benefits for 
the consumers and end-users will include improved 
services, environmental quality, well-being and 
mobility. A significant impact is also expected in 
terms of reduction of work injuries and fatalities.

Figure 1 demonstrates the connection between 
the single framework documents within a simplified 
view to the life cycle of any structure, facility or 
product. However, depending on the considered 
object and its restraints not all items will be 
weighted equally with respect to importance. To 
ensure low costs during the lifetime, risk assessment, 
risk management, as well as maintenance plan-
ning have to be involved in early design phases. 
As soon as design and the construction are com-
pleted, the management of risk and maintenance 
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work will coordinate the further inspections and 
 corresponding restorations or replacements.

If  a special event (e.g., earthquake, dramatic 
deterioration) occurs or the end of (re)design 
lifetime is reached, the assessment process will be 
activated, where a detailed inspection of the object 
is foreseen. In case the doubts are confirmed, the 
object has to be assessed, redesigned, and repaired, 
or strengthened. Similar to the design phase, risk 
issues have to be considered. Consequently, an 
update of the maintenance and risk management 
plan is necessary. Assuming the risk is to high and 
cannot be managed or it is not possible or worthy to 
repair or strengthen the object it should be demol-
ished, which is indeed the final end of the lifetime 
of the facility, plant, structures, or product.

The framework documents presented in 
the references are meant to reflect the general 
level of understanding and are not meant to 
be bibliographic overview of the various fields. 
Therefore it was chosen not to include any refer-
ence in these documents to avoid having to present 
a very extensive list of references or being biased in 
the choice of a smaller number.

The presentation of references has been left 
for the accompanying papers in this book, which 
survey various subject areas.
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ABSTRACT: This framework for integrated risk assessment addresses decision makers and professionals 
responsible for or involved in establishing decision support. The purpose is to outline the basic premises for 
the utilization of risk assessment in establishing rational decisions for the benefit of and consistent with the 
preferences of society or other stakeholders. In this way the framework provides the general philosophy to 
be followed and points to a best practice in the treatment of the many aspects of this complex problem.

However, with the combined efforts of the project 
members it has been possible to identify the basic 
framework and the major constituents in a way 
which it is hoped will contribute to improving the 
quality of risk based decision making in the future.

2 DECISION, RISK AND UNCERTAINTY

Decisions must be based on risk in the meaning 
of expected benefit, i.e. expected income minus 
the expected losses. Expected losses must consider 
consequence in terms of potential fatalities, poten-
tial damage to the quality of the environment, as 
well as potential economic losses.

General decision problems subject to uncer-
tainty expressed in frequentistic and/or subjective 
terms may be adequately treated within the frame-
work of the Bayesian decision theory. In assessing 
the risk for a given system caution must be paid to 
a complete modelling of consequences and prob-
abilities. Consequences must include both direct 
and indirect consequences and should preferably 
be assessed in only one common unit, typically 
a monetary unit. Probabilities must include all 
uncertainties of relevance for the system and no 
differentiation in regard to these is relevant for 
decision making.

When risk assessments are performed for sup-
porting decisions on behalf  of society, the perception 
of risk of individuals is not  relevant. Transpar-
ency, robustness and  documentation of the risk 
assessment model are essential prerequisites for 
establishing a rational basis for decision making. 

1 INTRODUCTION

Risk assessment is a key element in the decision 
making process that leads to ensure safety and 
reliability of industrial products, systems and 
structures throughout their lifetime.

Risk assessments made in the initial phase of 
development of system concepts provide very 
important information to be used in decisions 
related with the design and construction process. 
Risk assessment provides essential information 
to risk management systems, which aim at ensur-
ing the necessary measures for risk to be properly 
managed during operation of industrial products, 
systems and structures. Finally risk assessment is 
also necessary for risk based maintenance plan-
ning and for the risk based reassessment and life 
extension, which are also essential elements in the 
operational phase of industrial products, systems 
and structures.

Therefore the treatment of risk assessment in 
this document recognizes these interactions and is 
compatible with the three other framework papers 
presented here.

The framework for integrated risk assessment 
is not subject to the boundaries of application 
areas and countries. The framework is presented 
with an emphasis on what is considered to be 
best practice within the group of members of the 
 SAFERELNET project and thus is broadly repre-
sentative for the member states of Europe.

The development of this framework has been a 
great challenge as before the project there was no 
clear basis for the integrated assessment of risks. 
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Modelling of risk aversion into the risk assessment 
should be avoided. Instead the assessment of risks 
should carefully consider all possible consequences 
whether they be direct or indirect.

Risk assessment is not considered as a goal in 
itself but as an intermediate step that contributes 
to the process of ensuring safety and reliability of 
industrial products, systems and structures through-
out their lifetime. Risk assessments made in the 
initial phase of development of concepts provide 
very important information to be used in decisions 
related with the design and construction process, as 
well as those related with the operation and mainte-
nance phase, and finally the decommissioning plan.

3 THE INTEGRATED APPROACH 
TO RISK ASSESSMENT

The term “integrated” in the present context refers 
to the explicit consideration of the interaction 
between all relevant agents i.e. technical and struc-
tural  elements, nature, humans and organizations 
in the assessment of the risks associated with 
the system considered. Only when an integrated 
approach is taken to risk assessment can it be ensured 
that the significant risk contributions originating 
from the interactions between the different agents 
are accounted for. In fact any risk assessment not 
accounting for this interaction must in general be 
seen as subject to crude simplifications whereby 
the transparency of the results of the assessment is 
severely limited. It is advocated to take a holistic per-
spective to risk assessments also with regard to time. 
Risk assessments of planned facilities or  structures 
should consider all phases of the future life of a 
system from the early concept phases to the end of 
the service life, and including decommissioning.

The integrated approach to risk assessment is 
furthermore a prerequisite for risk and safety man-
agement at all levels. Decision makers at high levels 
are often responsible for the risks associated with 
not only one system or activity but for several. If  
risk assessments are not performed consistently for 
the individual systems it is not possible to assess 
the risks originating as an effect of the portfolio 
of systems at hand. Furthermore and more impor-
tantly it is then also not possible to devise the 
rational actions of risk control and reduction.

Best current practice of risk assessment in most 
fields is only a partly integrated approach, how-
ever well suited to cover the designated purpose in 
each case. The methods and techniques used are in 
general described in the documents prepared in the 
SAFERELNET work packages 2, 3 and 5. These 
are also the bases upon which the recommended 
practice for integrated risk assessment is developed 
for this framework document. Risk assessment 

practitioners may therefore not immediately be 
able to recognize their own perfectly valid best 
practices in this framework, but will experience 
the wider perspective of risk assessments as a high 
level tool for decision support, for example to 
optimize the societal benefits of a new installation. 
Although this is an overall perspective of the 
document, it also advises how to use the same 
integrated approach for decisions at lower and 
more specific levels, for example to optimize the 
benefits of the owner/developer of a new installa-
tion, without compromising the tolerability of the 
society on risk to humans and environment.

The approach advocated in this framework is 
new in the sense that it emphasizes the need for 
a holistic perspective and furthermore describes 
how to do it. The approach is largely philosophical 
and methodical and does not depend on the latest 
development in for example numerical methods 
and specific techniques for technical investiga-
tions. Even though the framework does point to 
a selection of what is believed to be the best tools 
for various tasks in risk assessment at present, 
emphasis is placed on describing the purpose and 
scope of these tools rather than their procedural 
characteristics. In this way it is ensured that future 
inevitable technological improvement will not 
result in the framework becoming obsolete.

4 GENERAL METHODOLOGY 
FOR INTEGRATED RISK MODELING

When a risk assessment is required with the objec-
tive of decision making, the first important tasks 
are to define the system (the nature of the problem 
in focus) and then the risk model to be used for the 
assessment. An analysis of the decision problem 
may be used to reveal at which levels of detail the 
hazards and uncertainties of interest are visible, and 
at which levels the effects of the most relevant safety 
measures are contributing to risk reduction. It is 
also necessary to assess how complex the risk model 
needs to be in order to achieve a correct and robust 
decision. The higher complexity, the more need for 
an integrated risk model where the overall system is 
the issue and where the interaction between natural, 
technical, structural, human and organizational 
elements are important for assessing of the risk 
contributions from failure, error and uncertainty.

Whereas the term risk is used in a wide range 
of meanings including probability, consequences, 
chance and likelihood the correct and consistent 
definition of risk for use in decision problems is 
the expected utility (or harm, costs and benefit). 
Typically risk based decisions focus on the adverse 
effects and in such cases the following formulation 
is useful:
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The risk of a system is a functional measure of pre-
defined adverse effects of system malfunction and 
their corresponding probability of occurring in the 
time span considered.

In this definition all relevant causes, preven-
tive and mitigating measures, adverse effects and 
uncertainties are included.

Any activity possesses a certain risk potential 
and the way this risk potential is managed in terms 
of procedural and technical measures will deter-
mine the risk which is associated with the activity. 
If  all risks are understood, treated correctly, and 
controlled they have been reduced to a level which 
is considered tolerable. However, in practice a very 
large part of the risk potential may get out of con-
trol due to various types of human and procedural 
factors and therefore these equally need to be taken 
into account and encompassed by risk treatment 
measures. The underlying reasons may be lack of 
knowledge, organizational failure, procedural fail-
ure, operational error and typically at the last place 
technical or structural failure.

The general purpose of  an integrated risk 
 assessment is thus:

• to analyse the system itself  and its interaction 
with the surroundings, including humans and 
organisations, to decide whether or not the risk 
is tolerable

• to optimise the robustness and the benefit 
achieved from the system over the lifetime.

In this light the following outlines the basic 
modelling and procedural aspects of risk assess-
ment (Fig. 1).

4.1 Modelling aspects of risk assessment

In different application areas of risk assessment 
many rather specific methodologies have been 

developed and this has had the effect that risk 
assessments across the boundaries of application 
areas are difficult to compare and even more dif-
ficult to integrate. Numerous procedural schemes 
for risk based decision making are available but 
these focus on the process flow of risk assessments 
rather than on the framework for risk assess-
ment itself. Moreover, one of the most significant 
drawbacks of existing frameworks for risk assess-
ment is that they do not sufficiently facilitate and 
enhance the potential for utilizing evidence and/or 
indications of evidence in the assessment of risks. 
Here it is advocated to utilize a generic and Baye-
sian framework for risk assessment facilitating a 
full utilization of risk indicators. This will make the 
assessment a dynamic tool supporting a rational 
treatment of risks throughout the life of the facil-
ity or structure.

The hazards to the system are represented as dif-
ferent adverse events acting on the elements of the 
system. The elements of the system can be consid-
ered as the first defence of the system in regard to 
the exposures. The damage to the system caused by 
failure or malfunction of the elements is considered 
to be associated with direct consequences. Direct 
consequences may comprise different attributes of 
the system such as monetary losses, loss of lives, 
damage to the quality of the environment or just 
changed characteristics of the elements. Certain 
combinations of failure or malfunction and their 
corresponding consequences may cause escalation 
or consequential losses to occur. These consequen-
tial adverse effects may be significant and should 
be included in the risk model.

The vulnerability of a system is related to the 
direct consequences caused by the damage to the 
elements of a system for a given hazard event. 
The damage to the elements of a system repre-
sents the damage state of the system. In probabil-
istic terms the vulnerability of a system is defined 
through the conditional probability of all possible 
direct consequences given an exposure event.

The robustness of a system is inter alia related to 
the ability to sustain a given damage state subject to 
the prevailing exposure conditions and thereby limit 
the effects to the direct consequences. It is of impor-
tance to note that the indirect consequences for a 
system not only depend on the damage state but 
also on the exposure of the damaged system. When 
the robustness of a system is assessed it is therefore 
necessary to assess the probability of indirect conse-
quences as an expected value over all possible damage 
states and exposure events. A conditional robustness 
may be defined through the robustness conditional 
on a given exposure and/or a given damage state. 
In a Bayesian framework for risk based decision 
making such indicators play an important role. 
Considering the risk assessment of a load bearing 
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risk treatment
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Hazards due to
human errors

Objective hazard potential
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W
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Figure 1. Risk treatment will only cover part of the 
potential hazards.
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structure where risk indicators are, for example, 
any observable quantity which can be related to the 
loading of the structure (exposure), the strength of 
the components of the structure (vulnerability) and 
the redundancy, ductility, effectiveness of condition 
control and maintenance (robustness).

This framework may be applied to elements, 
sub-systems and the system as a whole; thereby the 
framework also facilitates a hierarchical approach 
to risk assessment. The definition of the system in 
this context is very significant and linked to the 
definition of exposure, vulnerability and robust-
ness. The risk assessment framework allows for uti-
lization of any type of quantifiable indicators with 
regard to the exposure, vulnerability and robustness 
of the considered system. Due to the hierarchical 
structure of the risk assessment, the framework is 
greatly supported, in terms of conditional events, 
by modern risk assessment tools such as Bayesian 
Probabilistic Nets and Influence Diagrams.

If  the risk modelling has been performed appro-
priately, risk indicators will in general be available 
for what concerns the exposure to the system, the 
vulnerability of the system and the robustness of 
the system.

4.2 Procedural aspects of risk assessment

The process for conducting risk assessments is here 
represented in a generic format, which is largely 
independent from the application, for example, 
independent of whether the risk assessment is per-
formed in order to document that the risks associ-
ated with a given activity are acceptable or to serve 
as a basis for a management decision.

A risk assessment will include the following 
steps (Fig. 2):

1. Definition of context
2. Identification of risks and hazard scenarios
3. Analysis of effects and consequences
4. Analysis of causes and causal relations
5. Assessment phase
6. Evaluation and risk reduction

which are briefly described in the following.

5 DEFINITION OF CONTEXT

If the risk of a system under consideration is well 
known in all relevant aspects, then it is possible to 
set requirements that shall be fulfilled for the sys-
tem to be considered safe or reliable. This means 
that all significant uncertainties have been taken 
into account. If  this has been done, and compli-
ance is demonstrated, then there will be no need 
for a risk assessment.

If  the risk of a system under consideration is 
well known in all relevant aspects, but no specific 
requirements have been set, it will be possible to 
define a tolerable risk level. A risk assessment shall 
then demonstrate that the risk is below this level. 
Setting the risk level may be an issue for discus-
sion, but after that issue has been solved, the risk 
assessment may be used for deciding which addi-
tional risk reducing measures and/or safety barri-
ers shall be applied until the risk is tolerable.

In many real life situations, the risk of a sys-
tem under consideration is not well known in all 
relevant aspects. The causes of possible event 
sequences leading to different adverse effects may 
be interconnected in complicated ways. They may 
be difficult to identify and quantify, because both 
failures in technical systems, for example process 
equipment, and errors by persons may be affected 

Figure 2. The steps of a risk assessment and the link to risk assessment.
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by organizational and environmental factors, which 
are not easy to model.

It is for these latter situations that the real chal-
lenge of the risk analyst lies. The risk assessment 
must give a total picture of the risks and the 
associated uncertainties related to knowledge, 
modelling and failure data.

It is therefore imperative to realize what type 
of decision the risk assessment is supposed to 
support:

• Who are the stakeholders and decision makers, 
their background and tolerability levels

• How well are the risks known
• How do risk contributors interfere with each 

other
• How well can the risk be modelled (both prob-

abilities and effects)
• Are relevant data available, or must many of 

them be judged by experts
• Which aspects of the risk assessment must be 

communicated to the decision maker?

Some degree of consensus on these topics 
should be reached before the risk assessment con-
text is defined as described below.

5.1 Definition of system and scope

The physical boundaries of the system shall be 
defined, together with the operational limitations 
and the time span to be considered, for example 
from perception to decommissioning, or just dur-
ing normal operation and maintenance. Some 
check of how situations outside the scope of the 
risk assessment are considered should be made, in 
order to be able to include from the start what is 
really relevant.

It is important to define the system with due 
consideration of all relevant interrelations between 
human, organizational and technical aspects. The 
system modelling will have an important impact on 
the level of detail in the risk analysis and this aspect 
should be addressed in the system description.

The risks of an industrial activity can be assessed 
by only considering the relevant technical instal-
lations, whereas the system analysis is the main 
scope of the integrated risk assessment process. As 
a system is also characterized by its organization, 
it is necessary to include the organizational factors 
within its definition boundaries, and consequently 
in the model used in order to analyze the system.

5.2 Definition of effects of concern

Relevant effects may include loss of lives, adverse 
exposure, contamination, costs, delays, collapse, 
collisions etc. where one effect may depend on the 
outcome of another. Often it is relevant to consider 

more than one type of effect. If possible the effects of 
relevance should be combined into a common utility 
measure (e.g. cost) and, thus, providing the basis for 
rational decision making. The risk model must be 
developed to give a clear picture of the probability 
of each effect and the way they are interrelated.

In principle both positive and adverse effects 
may be the scope of a risk assessment, thereby 
optimizing the utility of the system; adverse effects 
are counted as negative.

5.3 Decision criteria

It is important to set the decision criteria. This 
includes the specification of the tolerable level 
with regard to economic risks, the risk to person-
nel and the risk to the environment. In setting the 
criteria—which might be considered a decision 
problem itself—due account should be taken of 
both international and national regulations in the 
considered application area.

These criteria will enable the analysis team to 
include recommendations of risk reducing meas-
ures and describe their effects and uncertainties.

Decision criteria may also define the limits of 
concern for the risk assessment, i.e. how low must 
the probability be to be considered negligible 
(or broadly acceptable), and what probability is 
considered intolerable. These limits may be differ-
ent for each effect considered.

6 IDENTIFICATION OF RISKS 
AND HAZARD SCENARIOS

This phase is the most important part of any risk 
assessment and the result is the basis of the risk 
model. The system is analyzed with regard to how 
direct and indirect damage may occur as a conse-
quence of the different exposures. Three steps are 
generally used:

• Decomposition of the system into a number 
of causally or otherwise logically connected 
elements representing technical and structural 
objects, human actions, operations, interfaces 
between organizations, etc. This decomposition 
will form the basis for the risk model, the analy-
ses of consequences, the numerical assessments 
and the further treatment and management of 
risks.

• Identification of all relevant exposures -and 
their uncertainties- acting on the elements and 
the corresponding damage and failure. This step 
shall wherever possible be based on experiences 
from similar systems and information from 
records of failures or near-misses of similar 
kinds of system elements.
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• Identification of how the damage and failure 
identified may induce direct consequences, and 
how it may cause escalation, domino effects in 
the system or have subsequent consequences.

A lot of experience is built into the various 
methods for risk/hazard identification, and the key 
factors for quality are:

• The preparation of the process
• The knowledge and experience of the team doing 

the job
• The systematic approach, including follow-up 

of unsolved questions.

7 ANALYSIS OF EFFECTS 
AND CONSEQUENCES

The result of the identification phase is a list of 
more or less complex situations, which may have 
a potential for one or more of the adverse effects 
defined to be of concern. This could for exam-
ple be loss of containment, causing a release of 
a hazardous substance. The analysis in this phase 
then includes the modelling of the potential 
consequences to persons or the environment, 
which may be exposed to the toxicity, or to the fire 
in case of ignition. It also includes the conditional 
probability of the adverse scenario developments, 
such as toxic or flammable gas dispersion in a 
certain direction and to a certain distance, that an 
ignition source is present, if  a person is present, 
the effects of a fire on exposed persons and equip-
ment (vulnerability), and any possible progressive 
effects etc. In addition the effects of contingency 
measures applied shall be included in the analysis, 
as well as the effects of the human and organi-
zational factors on the probability of successful 
mitigation. Those scenarios where the risk poten-
tial is considered to be significant should then be 
subject to the further analyses of causes and causal 
relations in the next phase.

8 ANALYSES OF CAUSES AND CAUSAL 
RELATIONS

Depending on the scope of the risk assessment, the 
availability of relevant data, the complexity of the 
risk or hazard scenarios, and the potential for sig-
nificant consequences, the causes of the scenarios 
shall be analysed in more or less detail. When this 
has been done, all details for the risk model have 
been determined.

Back to basics, all causes are natural, as man is 
part of nature, as all systems are designed, made, 
operated and maintained by persons, and as organ-
izations, which fail, are made up by persons as well. 
It is therefore essential that the analysis of causes 
tracks back from any apparent technical issues to 
the underlying human influences. (Fig. 3).

In the analysis of causes, such human factors 
are however categorized in manageable groups, for 
which some experience or failure data exist or may 
be deduced by expert judgment. How to model the 
interrelationship between the groups is a major 
challenge in an integrated risk assessment. Bayesian 
probabilistic nets are well suited for a consistent 
treatment of complex systems, but also barrier dia-
grams may be used, if  a semi-quantitative approach 
is sufficient. Techniques for risk analyses are intro-
duced in other papers of this book.

Lessons learnt from past accidents in very 
complex systems, for example in process plants, 
have shown that there are always organizational 
dynamics. It is therefore important to analyze 
in a systematic way such dynamisms in order to 
promote and encourage some useful organiza-
tional changes that might prevent the occurrence 
of disasters. A further step should be a possible 
assessment for such aspects that strongly interact 
with the technological and design features that are 
normally considered in a risk assessment.

Human errors in organizations are mistakes 
“socially organized and systematically produced”. 
Accidents, in very complex organizations, are not 

External factors:

Largely outside the
control of the
organization

− Legislation

− Regulation

− Market/competition

− Public/the press

− Owners

− Suppliers

Organizational

factors:

Largely controlled
by the organization

− Safety culture

− Procedures

− Training/recruitment

− Learning

− Task allocation

− Equipment/HMI

Individual and

team factors:
− Knowledge

− Skills

− Motivation

− Compliance/violations

− Safety commitment

− Teamwork

Risk and actual

safety outcomes:

− Unsafe acts

− Near misses

− Incidents

− Accidents

Figure 3. Categorization of factors with risk influence.
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likely to occur for one cause only, but often find 
their origins in unpredictable interactions of many 
events; none of which alone, could possibly deter-
mine the occurrence of an accident.

The phases in integrating these factors in the 
risk assessment consist of: (a) identifying human 
error potentials and assessing their strength and 
effects for the system (this will involve so-called 
active errors committed typically by frontline 
staff); and (b) identifying the impact of organi-
zational (or performance shaping) factors on the 
likelihood that active errors will occur.

8.1 Analysis of human errors

Determining human risk contribution to a system 
involves identification of the tasks that may fail 
with respect to given work goals.

Task analytical techniques seek to analyze a 
given overall task by decomposing this (in a highly 
structured, and possibly hierarchical, format) 
into the steps that must be carried out for a 
certain activity to be successfully completed. The 
probability of failure of the individual steps is 
determined by the nature of the task (e.g. monitoring 
a level indicator, inspecting a rail track for foreign 
objects) in the given work context and by the con-
ditions—organizational factors, often referred to 
as Performance Shaping Factors (PSF)—under 
the direct or indirect control of the organization 
responsible for the system under analysis.

8.2 Analysis of organizational factors

Organizational factors are largely under the control 
of the individual organization responsible for oper-
ations (or for the phases of the life-cycle of the sys-
tem currently targeted). They may be divided into 
structural factors and safety culture (safety climate) 
factors. Structural factors are rules and routines 
that govern the strategic and day-to-day operations: 
Recruitment and training of staff;  definition and 
maintenance of operating procedures and guide-
lines; learning from experience including reporting 
and feedback after all risk relevant events; equip-
ment; definition and implementation of HMI 
(Human-Machine Interface) guidelines; distribu-
tion of tasks, shifts, manning levels. In contrast, 
safety culture and climate concerns the manner in 
which the procedures, guidelines and routines are 
implemented, the interpretation and understand-
ing of these and the commitment with which they 
are enforced and followed. Safety culture concerns 
the mostly tacit and slow-to-change norms and 
beliefs that are shared among members of an 
organization, and safety climate refers to the more 
explicit, more changeable attitudes and perceptions. 
Safety culture and safety climate may be assessed 

via interviews and dedicated questionnaire-based 
surveys and structural factors may be assessed in 
terms of safety audits that use a range of safety 
management survey (audit) techniques.

9 ASSESSMENT PHASE

The comprehensive risk model now established 
shall be used for assessing the risks, and if  neces-
sary for identification of additional risk reducing 
measures.

9.1 Qualitative categorization

Assessing the significance of risk contributions 
may be a qualitative process using one, two or three 
dimensional categorization: A utility  measure 
(combining all effects) such as cost may be one-
 dimensional, a probability/consequence matrix 
is two dimensional, and the differentiation on 
effect types of the probability and the magnitude/ 
severance of effect will be three dimensional.

9.2 Quantification of risk contributions

Even if the defined criteria for the risk assessment are 
not quantitative, a certain amount of quantification 
will normally be necessary in order to check if there 
is a risk at all, to illustrate the order of magnitude 
and/or for comparison purpose. This could for exam-
ple be the calculation of distance to a certain damage 
effect (e.g. death with a probability of 1% or 50%), 
the estimation of frequency of a certain failure type, 
or the reliability of a certain safety measure.

If  the criteria are strictly quantitative all rel-
evant risk contributions should be assessed by 
the severance of the effect and the corresponding 
probability over the time span considered. The 
quantification should be well defined, transparent 
and all data used should be traceable.

The assessment of the probabilities may be based 
on different approaches depending on the type of 
component/sub-system and the information avail-
able on its performance. For electrical systems or 
process equipment where significant amounts of 
information are available, the failure probabilities 
may be assessed on the basis of observed failure 
rates. If  there is no available information on fail-
ure rates, methods of structural reliability theory 
and of estimating the effect of human and organi-
zational factors are suggested for the assessment 
of failure probabilities. As a last resort an expert 
judgment may be used.

A consistent treatment of uncertainties shall 
be aimed at, which may also be more or less 
quantified. The purpose is to give the decision 
maker and the stakeholders a realistic picture of the 
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risk contributions and the amount of confidence 
to place on the numeric values.

9.3 Sensitivity

The scope of the risk assessment may define some 
limits of basic parameters of the system, or the risk 
analyst may use the variation of certain of the param-
eters to describe the robustness of the risk  picture 
arrived at. By varying critical parameters within 
their ranges, the risk contributions will change, and 
this will show the sensitivity to these parameters.

Critical parameters may be some of the more 
uncertain data used in the assessment, but it may 
also be different modes of using the system during 
the time span considered, e.g. the manning level of 
an offshore installation or the land use around a 
refinery.

The sensitivity analysis may include studies 
of “what if” situations for the evaluation of the 
importance of various system simplifications per-
formed under the definition of the risk model. This 
may extend to consideration of changes in external 
influences on businesses which impact on different 
aspects of the organization with knock-on effects 
for human practices and performance. In this way 
the robustness of the analysis may be assessed but 
also possible ways of reducing the risks by modifi-
cation of the model or the system itself, or the per-
formance of its components may be investigated.

10 EVALUATION AND RISK REDUCTION

10.1 RAC and ALARP

The result of the risk assessment is compared with 
the criteria defined for the system, see the section 
on risk acceptance later in this paper. Risk Assess-
ment Criteria (RAC) may be qualitative or quan-
titative, giving the level of risk tolerability and the 
level of acceptable risk, between which the ALARP 
criterion will often apply. If  the risk is shown to 
be higher than tolerable, the system may only be 
acceptable, if  risk reduction is applied to bring it 
below the criterion.

The ALARP criterion expresses, that the risk 
shall be As Low As Reasonably Practicable. This 
means that risk reduction shall be applied unless 
the inconveniences or the costs involved are grossly 
disproportionate to the beneficial effect to be 
achieved.

10.2 Risk reduction measures

If  the risks level cannot be accepted in accordance 
with the specified risk acceptance criteria there are 
principally four different ways to proceed:

Risk reduction: Risk reduction may be 
implemented by reduction of both the consequences 
and their probability, or of either of these alone—in 
practice risk reduction is normally performed by a 
physical modification of the considered system, for 
example by improvement of the behavior of equip-
ment and structures during accidental events.

First priority should be given to the prevention 
of  hazard scenarios. If  total prevention is not fea-
sible, detection and control measures should have 
priority over mitigation and emergency response 
measures.

If  the ALARP criterion is applicable a sys-
tematic approach should be used to identify and 
assess the feasibility and cost/benefit of  risk 
reducing measures. Basically the same team as for 
the risk identification phase should be involved in 
this phase of  the risk assessment.

Risk mitigation: In essence risk mitigation is 
implemented by reducing the probability of the 
occurrence of the hazard scenario, in practice 
by modification of the system. The risk of cor-
rosion damage in concrete structures may, for 
example, be mitigated by the use of non-corrosive 
reinforcement.

Risk transfer: Risk transfer may be performed 
by, for example, insurance or other financial 
arrangements where a third party takes over the 
risk. Therefore risk transfer is normally associated 
with a cost. Risks not related to cost consequences 
are normally not transferable.

Risk acceptance: As a last option if  the risks 
do not comply with the risk acceptance criteria 
and if  other approaches for risk treatment are not 
effective, risk acceptance may be an option. This 
may, for example, be the case when considering 
unacceptable economic risks and where the costs of 
risk reduction and/or risk mitigation or transfer are 
higher than the desired risk reduction. Continued 
operation of ageing facilities with a high societal 
utility is an example. Risk acceptance may nor-
mally not be pursued when risks to humans are not 
tolerable without fulfilling specific requirements 
of regulations, and if  so, then usually only for a 
limited period of time.

11 USE OF THE RISK ASSESSMENT

11.1 Monitoring and review

During the process of risk assessment many assump-
tions are normally made. These assumptions may 
be of technical, operational or analytical nature. 
It is necessary to ensure that these assumptions are 
fulfilled over the time span considered, i.e. some 
kind of inspection, review and monitoring is 
needed. This is typically an element of the safety 
(or risk) management system applied.
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The risk assessment is a living process involving 
constant feedback of information from the 
considered system.

11.2  Total picture for decision support 
and risk management

The risk assessment is documented in a report 
with the purpose of communicating the total risk 
picture of the system in a way that is understood 
by the decision makers and by those responsible for 
implementation of the risk management system. 
If  necessary a non-technical summary should be 
made in order to communicate the result to other 
stakeholders.

Important key qualifications of a proper risk 
assessment and the resulting report are as follows:

The risk assessment will have to be systematic, con-
sistent and transparent, and well-experienced per-
sonnel of the operator/owner organisation need to be 
involved in the process. Furthermore the assessment 
must be update-able, and risk reduction measures 
and safety barriers will have to be visible. Finally an 
independent review of the risk assessment will have 
to be made.

12  TECHNIQUES FOR INTEGRATED 
RISK ANALYSIS

A large number of techniques for risk analysis have 
been developed in different application areas and 
industries. Many of these have been developed 
since the 1960s due to increased focus on safety, 
environment and optimal decision making in 
economics, however, some of the techniques have 
a far older origin.

The techniques can be categorized in the classes 
(Fig. 4):

• System definition
• Hazard identification
• Overall system modelling
• Component/element analysis
• Analyses of effects and impacts.

In the following sections risk analysis techniques 
appropriate for the different risk assessment needs 
and steps are discussed.

12.1  Techniques for system definition 
and hazard identification

Before any identification and subsequent analy-
sis and assessment of the risks to a system can be 
defined, the system ad its states must be defined. 
By system not only is the technical system meant, 
but also the relevant part of the world interacting 

with the system in some way and which must be 
taken into consideration in the various parts of the 
risk analysis. Generally the definition of systems 
including exposures, system constituents, logical or 
causal interrelations between constituents, damage 
and failure states of constituents and finally con-
sequences is best carried out by multi-discipline 
teams. The system definition can best be seen as 
a preliminary hazard identification and analysis 
which serves the purpose of defining the relevant 
system and its boundary. The basic requirement 
for doing this is physical understanding of the 
system. This understanding can—over and above 
general and overall hazard identification tech-
niques—be built on overall statistical modelling, 
with hypothesis testing, as well as on data-min-
ing. For the identification of relevant exposures, 
constituents, logical interrelations between con-
stituents and consequences, it is important that 
experienced personnel are available covering all 
relevant aspects of the problem.

Then the detailed and systematic hazard identi-
fication studies are carried out by multi-discipline 
teams, where all the team members’ observations 
and comments are recorded to form a basis for 
the risk assessment, or in a less structured way by 
groups in brainstorm type sessions. Dependent on 
industry the techniques may make use of certain 
sets of guide words or other means of ensuring a 
more or less systematic identification of all haz-
ards. The key point of hazard identification is the 
systematic approach.

12.2 Techniques for overall system modelling

The techniques for risk assessment of the overall 
system vary in complexity and range from purely 
qualitative techniques to fully quantified techniques 
including uncertainties. Some techniques provide 
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Figure 4. Phasing of risk analysis techniques.
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for an integrated assessment of probabilities/
frequencies and consequences whereas other 
have the focus of one or the other. Approaches 
also differ in the extent to which technical and 
human performance factors are considered and 
combined.

The most frequently used quantitative tech-
niques for risk assessment, including assessment of 
consequences and probabilities, are fault and event 
tree analyses or some variety of these techniques 
such as the barrier diagrams. These techniques, 
however, all imply a deterministic relation between 
events/faults/causes and are therefore not able to 
reflect the uncertainty in the relations (the strength 
of relations). Therefore, these are not ideal as basis 
for decision making subject to uncertainty.

Bayesian Probabilistic Nets are considered the 
most capable all round tools for integrated risk 
assessment purposes. The Bayesian net provides a 
probabilistic approach combining the causal struc-
ture of the fault trees with uncertain causal rela-
tions resulting in a joint probability distribution of 
the entire system of causes and consequences. The 
probability distribution can be updated based on 
collected evidence. Furthermore, the Bayesian nets 
can be extended to influence diagrams calculating 
the expected utility of alternative actions.

12.3  Techniques for detailed/dedicated risk 
assessment of subsystems and components

The techniques for detailed or dedicated assess-
ment of the probability/frequency of specific 
components are many and the techniques are gen-
erally related to specific types of components. The 
assessed reliabilities generally form the basis for a 
specific entry in the overall system model and thus 
can be used where data is not directly obtainable or 
where new information need to be combined with 
the a priori information available. Often dedicated 
assessments are made with respect to human and 
organizational factors, structural reliability etc. 
However, subsystems and individual constituents 
can in some cases depending on their nature, also 
be analyzed using the techniques applicable for the 
overall system.

12.4  Techniques for analyses of effects 
and impacts

Models for estimating the possible consequences 
to humans, the environment and assets following 
an accident, for example loss of containment of 
hazardous materials, are very well developed for 
specific applications. Although this part of the 
risk analysis is of utmost importance for systems 
with handling of materials that are hazardous to 
persons and the environment, reference is made to 

the literature on consequence calculations related 
to process safety. Of these, only effects of fire and 
explosion were the subject of a specific task in the 
SAFERELNET project.

In the risk assessment the results are used of the 
suite of calculations and probability estimations 
related to, for example, the release rate and compo-
sition, the dispersion of gas and toxic components, 
the toxic effects, the ignition probability, the fire 
types, the heat radiation, the explosion pressure, 
the explosion effects, and the probabilities of colli-
sion and collapse.

These techniques should be used also for risk 
reduction by improving the behaviour of equipment 
and structures during accidental events (and/or the 
utilization of their already built-in robustness), 
thereby preventing accidents and escalation of 
accidents.

13  RISK ACCEPTANCE 
AND OPTIMIZATION

13.1 Risk criteria for decisions

Risk assessment may be used for ranking of 
optional decisions and activities in a consistent 
manner according to the expected utility (harm, 
costs or benefits). Based on this the preferred deci-
sions can be recommended from an overall point 
of view. However, it is just as important that the 
risk assessments are used to check whether a given 
activity is tolerable or if  it may be justified to take 
further measures to reduce the risk. The anchor 
points for such a method are risk criteria.

Different decisions will imply different risks and 
benefits. The representation of risk in terms of 
expected utility facilitates decisions corresponding 
to the preferences of the decision maker. Decisions 
which do not yield a positive expected utility should 
not be taken. Optimally the decision yielding the 
largest expected utility/benefit is selected but there 
could be constraints on the optional decisions 
which are not explicitly included in the formulation 
of the utility function. In these cases not all feasible 
decisions may be acceptable or even tolerable.

In normative decision making, for example, on 
behalf of a society, the issue of interest is to be 
able to identify the decisions which to the greatest 
extent fulfil the preferences of society. In such situ-
ations the opinion of individuals or groups of indi-
viduals is not of immediate interest. What is often 
seen is that societal decisions divert from rational 
principles of normative ones in order to fulfill per-
sonal or political incentives. Whereas such behavior 
is often observed in society it may implicitly lead 
to a distribution of the resources of society which 
is suboptimal and non-ethical. It is believed that this 
fact is not correctly  appreciated by decision makers 
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at all levels in society and  further  information and 
training is required.

Risk criteria can be considered as a special form 
of general decision criteria which can be classified 
under three “pure” types:

1. Utility based criteria—which involve decisions that 
are based on the valuation of outcomes, i.e. on the 
comparison in monetary terms of the benefits 
obtained by adopting a particular risk prevention 
measure and the cost of introducing it.

2. Rights-based criteria—are not primarily con-
cerned with outcomes. Their concern is with 
process and allowed action or activities. An 
extreme example of  this type is the “zero risk” 
criterion which says: independent of  the bene-
fits and costs, and of how big the risks are, elim-
inate, or do not allow the introduction of the 
risk. This type is typical for risk to humans.

3. Technology-based criteria—require the use of 
the “best available technology” (or the best cur-
rent practice) for the acceptable risk reduction 
or prevention. This type is widely used in envi-
ronmental regulations.

Utility based criteria can involve a balancing of 
benefits and cost (in deterministic or probabilis-
tic cost-benefit analysis), or cost effectiveness can 
be taken into account when the value of benefits 
cannot be estimated (Fig. 5). The bounded cost 
criterion deals with allocating the given resources 
to achieve the maximum risk reduction, while the 
multi-attribute utility criterion involve choices 
between options with different attributes which in 
general may not be scalable (i.e. on some occasions 
it may be possible to convert each attribute to an 
equivalent monetary value).

13.2 Utility based risk optimization

Technology based criteria may require qualifica-
tion of terms “current” and “best available” due 

to rapid changes in technology, and therefore 
“at affordable cost” is often added bringing this 
type of criterion closer to utility based criteria.

It may be interesting to note that all the deci-
sion criteria are intended to be used for quantita-
tive comparisons of decision alternatives. Once the 
risk quantifications are performed, any compari-
son with decision making criteria is, in principle, 
straightforward.

According to the decision theory it is a prereq-
uisite that the risk assessments include and treat 
all types of uncertainties in the same manner. Oth-
erwise, the decision analysis will be informal and 
might lead to bad decisions.

It is sometimes argued that existing risk criteria 
as listed in the foregoing are overly technocratic; 
putting focus on the process of performing compli-
cated numerical evaluations of risk and neglecting 
or suppressing the philosophical aspects of the deci-
sion situation. However, it will always be desirable 
to establish a correct and rational basis for decision 
making and this should always be the aim.

It is not the task of the decision maker to estab-
lish or understand the details of such a basis for 
decision making on his own but rather to appreci-
ate the significance of any underlying assumptions 
and the robustness of the decisions.

13.3 Risk criteria for human safety

In terms of the philosophical framework, most of 
the safety risk criteria are a mix of the “bounded 
or constrained risk” model and the “deterministic 
cost-benefit” model, with the As Low As Reasona-
bly Practicable (ALARP) principle representing the 
latter element, and the tolerability limit the former 
(Fig. 6). It should be noted that the demonstration 
of ALARP is the basis of safety legislation in the 
UK, however there is tendency in the EU to mimic 
this approach by requiring risk reduction based on 
cost-benefit analysis.

Feasible decisions

Optimal decision

Utility/Benefits

Decision alternatives
increasing safety

Tolerable decisions
Acceptable decisions

Figure 5. Utility based risk optimization.

Unacceptable region Risk cannot be justified save in
extraordinary circumstances

Tolerable only if risk reduction
is impractical or if its cost is
grossly disproportionate to the
improvements gained

Tolerable if cost of reduction
would significantly exceed
the improvements gained

Negligible risk

Broadly acceptable region
(No need for detailed working

to demonstrate ALARP)

Necessary to maintain assurance
that risk remains at this level

The ALARP or Tolerability
region (risk is undertaken

only if a benefit is desired)

Figure 6. The ALARP principle.
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13.4 The ALARP principle

In general it seems logical to assume that there is a 
level of risk so high that in normal circumstances 
activity is not pursued, i.e. the risk is not tolerated. 
It can also be assumed that there is a level of risk 
regarded as insignificant which is readily accepted 
by people and regulators without searching for fur-
ther reduction. The region between these two levels 
of risk is often called “tolerability region” and this 
is the focus of most of the criteria. It is in this region 
that ALARP has to be demonstrated in the UK.

‘Tolerability’ does not mean ‘acceptability’. 
It refers to a willingness to live with a risk so as to 
secure certain benefits and in the confidence that it 
is being properly controlled. To tolerate a risk means 
that we do not regard it as negligible or something 
we might ignore, but rather as something we need 
to keep under review and reduce still further if  and 
as we can. For a risk to be ‘acceptable’ on the other 
hand means that for purposes of life or work, we 
are prepared to take it pretty well as it is.

13.5  Societal preferences for investments 
into life saving

In a society with limited resources there is an 
urgent need to establish a basis for deciding how 
and how much of the available resources should be 
allocated for life saving activities.

Within the last decade a philosophically founded 
mathematical framework has been formulated and 
empirically verified which allows for the assessment 
of the preferences of a given society into investments 
of life saving. The idea underlying the framework is 
the use of a Life Quality Index encompassing the 
behavior of all individuals on an average scale, in 
terms of suitable societal indicators such as the 
gross domestic product per capita, the life expect-
ancy and the time spent earning a living. The LQI in 
this way is comparable to the UN Human Develop-
ment Index. The LQI implicitly describes the large 
scale preferences of the individuals in society and as 
it also relates the economic capability of a society 
with life expectancy, it is possible to derive from the 
LQI how much a given society implicitly values life. 
Due to the character of the LQI it is obvious that 
its use results in different optimal investments into 
life saving activities for different societies. Based on 
the concept of the LQI it is possible to include the 
monetary consequence of loss of human lives for 
a society directly into engineering decision mak-
ing such as, for example, optimal life-cycle benefit 
based design and maintenance.

13.6 Tolerability limits

Determination of tolerability limits is based on 
risk perception and the adopted approach to risk 

management (goal setting or prescriptive). The 
following approaches can be distinguished:

• In the UK tolerability limits have been derived 
from observations of the way people instinctively 
react to different levels of risk in the absence of 
any understanding of quantity. This approach 
implicitly mixes up the premises for normative 
decision making with the personal preferences of 
the decision maker, involving human reactions 
and choice. The tolerability region in the UK is 
three order of magnitude wide and most of the 
industrial activities are positioned somewhere 
in the middle. This means that the tolerability 
limits in the UK are not used as instruments 
of primary control, but the ALARP dynamic 
is relied upon to bring down the risk. Besides 
forcing reasonable measures for risk reduction, 
ALARP is associated with cost-benefit calcula-
tions based on the cost of averting a fatality, the 
Value of Statistical Life (VOSL) or Social Value 
of a Statistical Life (SVSL) which may all be 
derived from the Life Quality Index principle.

• Imposing risk reduction by means of tolerabil-
ity limits which also represent a risk “target”. 
This also means allowing increase in risk up to 
the tolerability limit which is obviously set fairly 
low. This is the situation in the Netherlands.

• There are proposals to evaluate “necessary, 
affordable and efficient” tolerability limits 
based on the country’s Gross Domestic Prod-
uct (GDP), the life working time, the life quality 
index, etc. The lower limit in this case corre-
sponds to “absolute liability” and is applicable to 
the owner or the duty holder and includes com-
pensation to the bereaved families of the victims 
of an accident. The upper limit corresponds to 
the value of a statistical life balancing the spend-
ing on risk reduction with the overall economic 
performance taking account of the Life Quality 
Index. This approach facilitates calculation of 
the optimal cost for risk reduction (i.e. that is 
affordable and efficient) and is applicable to the 
high level (e.g. government) decision making.

14 CONCLUDING RECOMMENDATIONS

This framework document contains a number of 
important recommendations:

• The need is emphasized for a theoretically sound 
basis for risk based decision making where all 
uncertainties influencing the risks are accounted 
for, consistent with available information and 
knowledge. The suggested detail of a given 
risk assessment may be adjusted to the needs 
in a given situation but, in general, it may be 
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observed that if  a risk assessment is needed at 
all, it should also be correct.

• Risk based decisions should be based on 
expected benefits or risks. The introduction of 
confidence on risk estimates is not compatible 
with rational decision making.

• It is underlined that risk assessments should 
include a complete assessment of consequences. 
To this end it is suggested that in addition to the 
direct consequences of damage and failure also 
the possible subsequent consequences which 
may occur due to the combination of direct con-
sequences should also be considered explicitly. 
This approach eliminates the need for any con-
cepts of risk aversion in normative risk based 
decision making.

• Generic and indicator based approaches for the 
representation of systems in risk assessment may 
greatly enhance the integrated consideration of 
risks due to human, organizational, technical, 
structural or natural failures and uncertainties. 
It is strongly recommended that risk assess-
ments be formulated within a Bayesian proba-
bilistic framework whereby any information 
about the system may be taken into account at 
any time and thus used to update the risk model 
consistently.

• The number of different techniques available 
for risk analysis is considerable but many tech-
niques are developed for relatively narrow fields 
of application and are thus of limited value 
in the context of integrated risk assessments. 
Whatever technique is selected for a specific task 
in a risk assessment, the important aspect is to 
understand its capabilities as well as the limita-
tions. Modern techniques based on probabilistic 
nets of different sorts appear to provide a good 
platform for integrated analysis.

• Decision making based on risk assessments may 
be readily performed through optimization or 

what is often referred to as cost-benefit  analysis. 
The criterion which is currently considered best 
practice across the industries and EU member 
states for the assessment of acceptability and 
tolerability of risks is the ALARP principle. 
However, at present there is a large degree of arbi-
trariness in how this criterion is implemented and 
this is seen as a hindrance for rational decision 
making. New concepts based on the Life Quality 
Index are available to provide a consistent and 
rational basis for the assessment of acceptability 
and tolerability. The implementation of this 
concept on a broad scale would enhance deci-
sion making for the benefit of the societies and 
the industries of the EU member states.

• The precautionary principle is often misinter-
preted as being an obstacle for the development 
of new technologies and products. On the con-
trary, the precautionary principle should rather 
be considered as a way to establish a well docu-
mented decision basis, which reflects all available 
information and knowledge relevant, whenever 
decisions could imply high consequences.
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ABSTRACT: The management of risks is regarded as a key element of good business practice 
and governance. Whilst many aspects of business activities entail degrees of risk often left to the discretion of 
the enterprise, the safety, environmental and governance issues are increasingly scrutinised and regulated.

A systematic regime for management of  risks across many diverse disciplines by necessity requires 
a rational, structured and adaptive approach since the application requirements would differ in 
each sector/industry, depending on the specifics of  the technology, the environment and resources 
employed.

This paper is aimed at reviewing best practice and developing a generic risk management framework 
founded on a number of  systemic principles. A candidate framework founded on seven key principles 
is derived and proposed for adoption. The framework offers a strategic yet consistent and scaleable 
approach to risk management which can be mapped to the specific requirements of  a team, section, 
organization or industry sector as appropriate. The proposed framework is principally focused on safety, 
security and environmental protection/sustainability dimension of  products, infrastructures, systems 
and services.

1.1 Background

Products, processes and systems exhibit a number 
of emergent facets in their performance which are 
either inherent or perceived by the relevant stake-
holders. These generally comprise:

• technical and functional;
• commercial;
• safety;
• security and vulnerability;
• environmental;
• reliability, availability and maintainability;
• quality;
• perceived value.

Amongst these often inter-related aspects 
of performance only safety and environmental 
dimensions of products, processes and systems are 
subject to regulation. Safety is a major societal con-
cern and amongst the few aspects of business and 
social activities which are subject to regulatory and 
legal constraints. Understanding the key factors 
influencing the overall safety, security and envi-
ronmental performance of various industrial and 
infrastructure systems will lead to the development 
of policy initiatives to promote higher integrity, 
more cost-effective and environmentally acceptable 
solutions at the EU level. It will also simplify regu-
lation while providing transfer of knowledge and 

1 INTRODUCTION

The rapid development of technology generates 
new products, systems and process knowledge 
often with significant potential to improve techni-
cal, commercial and environmental performance 
and enhance the overall quality of life. However, the 
innovations especially those with embedded intelli-
gence and adaptability are plagued by uncertainty 
about their overall characteristics including the 
concern about the risks arising from their adop-
tion. To this end, a systemic assurance process and 
associated methodologies are required to underpin 
verification, validation and enhanced confidence 
in the desired performance of commercial, indus-
trial and technological systems and innovations.

The regulatory regime is the key instrument in 
the overall certification (approval) and deployment 
(acceptance) of innovations. Many developments 
including the safety case regime mandated within 
nuclear, offshore and rail transportation in the UK 
are intended to pave the way to enhanced confi-
dence as well as rapid deployment of modern inno-
vations. In this context a systematic and adaptive 
approach to identification, control and manage-
ment of risks is fundamental to the achievement, 
maintenance and improvement of the overall 
performance of products, processes, systems and 
undertakings.
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expertise from more successful domains and states 
to those which have evolved at a slower pace.

A European Union Council Directive 2002/22/
EC on Safety on the Community’s Railways has 
been issued in April 2003. The thrust of the so 
called Safety Directive is aimed at harmonising the 
principles, approach and sub-cultures in member 
states which would otherwise pose technical barri-
ers to integration and interoperability. In this spirit, 
it typifies the need for a systematic framework to 
ensure the approach and outcome of efforts spent 
on management of risks which may arise from 
any one of seven different aspects of performance 
(technical, commercial, etc.) are consistent, effec-
tive and preferably harmonised across many indus-
trial and service sectors within the EU.

This paper develops a generic framework which 
can be adapted and applied to any product, proc-
ess, system, environment, undertaking and indus-
try with risk, safety, security and environmental 
implications. In this spirit, the framework is a goal 
setting environment for effective, scaleable and har -
monised management of safety, environmental 
and potentially other (technical, commercial) risks 
at product, project, team, organisation, infrastruc-
ture, industry or state level as appropriate. Given 
the adaptive and scaleable nature of the proposed 
framework and its heavy reliance on creative haz-
ard identification and risk assessment activities, it is 
prudent to relate this to a systematic and consistent 
framework for identification, assessment and eval-
uation of risks. The development of a synergistic 
risk assessment framework is beyond the scope of 
this paper however, a candidate framework is refer-
enced (Engineering Safety Management Issue 3).

2 RISK MANAGEMENT & ASSURANCE

2.1 Current practice

A review of the current practices across many 
industrial and service sector organisations was 
undertaken at the outset to establish the baseline 
and existence of any systematic frameworks in 
use. This was partly constrained by the limited 
published account of how the responsible organi-
sations addressed their safety and security risks. 
In this context, most of the surveyed literature 
related to safety management systems adopted by 
the relevant organisations. For brevity, a graphical 
notation known as the Weighted Factors Analy-
sis (WeFA) schema was adopted for the capture 
and representation of the safety management sys-
tems reviewed. Whilst the detailed description of 
the methodology is given in the literature, a brief  
account is given here to facilitate comprehension of 
the review outcomes presented in WeFA notation.

WeFA is a hierarchical, creative and graphical 
knowledge capture and representation methodol-
ogy comprising three fundamental objects referred 
to as the aim, goals and influences. The aim of a 
WeFA schema is the focal point of the study and is 
depicted by a description captured within an ellipse 
and annotated by A0. The goals are principally 
in two classes referred to as drivers and inhibitors. 
The driver goals are those factors (physical or intan-
gible) which are known or perceived to contribute 
to the attainment of the aim. The inhibitor goals to 
the contrary are factors, again physical or intangible 
which militate against the attainment of the aim. 
The influences are simply arrows acting as connec-
tors between the objects. A typical WeFA schema 
comprises an aim, a limited number of driver and 
inhibitor goals. The driver goals are represented by 
a description captured within an ellipse with bright 
background colour connected to the aim by a for-
ward green arrow. The inhibitor goals are repre-
sented by a description captured in an ellipse with a 
grey background, connected to the aim via a reverse 
red coloured arrow. The driver goals are numbered 
in a clockwise direction from top-centre as G1, G2, 
etc. and those of the inhibitors numbered in an anti-
clockwise direction starting with G1, G2 but with 
a bar on or below the number etc. The driver and 
inhibitor goals in a WeFA schema can in turn be 
analysed and hierarchically decomposed into lower 
level driver/inhibitor goals. The decomposition is 
pursued until sufficient clarity is arrived at for the 
purpose of the study. The level of detail in the analy-
sis is thus determined by the value judgements exer-
cised by the stakeholders.

The outcome of the reviews into cross-sectoral 
international approach to risk and safety manage-
ment undertaken is principally presented in the 
WeFA schema form with an outline explanatory 
account for brevity.

2.1.1 Safety platform—UIC
The working group referred to as the safety plat-
form within the international union of railways 
(UIC), have devised a safety management frame-
work (UIC Safety Platform). This is depicted in 
the WeFA schema of Figure 1 below.

The nine driver goals within the above 
schema are:

• Remedial action;
• Safety policy;
• Responsibilities and competencies;
• Involvement of resources;
• Definition of safety targets;
• Definition of risks;
• Training and competency;
• Internal SMS monitoring;
• Internal SMS audit.
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2.1.2 Safety management in the process industry
Earlier research in the structure and culture of 
safety management in the chemical and nuclear 
industries conducted as part of  the funded 
European project SAMRail has identified the 
key elements and attributes of  such a system. 
These are depicted in the WeFA schema of 
Figure 2.

The eight level 1 goals within the above 
schema are:

• Business processes;
• Risk inventory;
• Risk barriers and controls;
• Risk management system;
• Inspection and monitoring;
• Auditing and management review;
• Incident and accident registration & analysis;
• Societal and regulatory criteria.

2.1.3 Safety management in Canadian railways
The published safety management regime within 
the Canadian railways comprises 11 key elements 
as depicted in the WeFA schema of Figure 3.

The eleven level 1 goals in the above schema are 
as follows:

• Safety policy;
• Authority, responsibility & accountability;
• Employee involvement;
• Compliance with regulations;
• Risk management process;
• Risk control strategies;
• Accident and incident reporting;
• Skill, training & supervision;
• Safety performance data collection;
• Safety audit and evaluation;
• Corrective action development.

2.1.4 Safety management in the FAA, USA
The Federal Aviation Administration (FAA) in 
the USA employs a streamlined approach to the 
safety management in the industry as depicted in 
Figure 4.

The five main level one goals in the FAA system 
comprise:

• Plan;
• Hazard identification;
• Analysis;
• Risk assessment;
• Decision.
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Figure 1. The safety management system according to 
the safety platform working group at the UIC.
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the academic research in the process industry.
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Figure 3. The safety management system according to 
the Canadian railways.

Figure 4. The safety management system according to 
the US Federal Aviation Authority.
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2.1.5 Safety management according to HSE, UK
The UK health and safety regulator (HSE) has 
published guidelines on the best practice approach 
to the successful management of health and safety. 
This is depicted in the WeFA schema of Figure 5.

The five goals in the HSE best practice safety 
management framework comprise:

• Policy;
• Organization;
• Planning & implementation;
• Measuring performance;
• Review;
• Audit.

2.2 A critique of existing approaches

The examples of current practice cited above 
within a diverse range of industries and applica-
tions invariably share some aspects and collectively 
have a number of discernable attributes namely:

• Mainly empirical in nature;
• Focused on the needs of a particular industry or 

sector;
• Not scalable for application at various levels of 

project or organizational perspective;
• Failing to address the entire spectrum of risks 

from causative factors to response to accidents 
and eventual recovery strategies;

• Some being fairly generic and lack specific qual-
ities which make them instantly recognizable as 
a risk management solution for safety;

• Often lack of adequate attention to security 
issues;

• Lack of sufficient attention to environmental 
and sustainability issues;

• Lack of relevance or sufficient emphasis on 
human, behavioural, cultural and organizational 
factors underpinning success;

• Almost complete absence of a numerate 
approach to assessment and management of 
risks with a view to arrive at an objective recog-
nition of risks;

• Insufficient focus on benchmarking, goal setting 
and the need for a continuous improvement in 
performance;

• Lack of systemic relationship between elements.

Taking these dysfunctional aspects in the cur-
rent practice into account, the need for a system-
atic and credible framework based on a systems 
perspective is strongly felt.

2.3 Derivation of the principles

A principle is regarded as a fundamental truth or 
proposition on which many others depend. It is 
also regarded as a fundamental assumption form-
ing the basis of a chain of reasoning. It is argued 
that a management regime founded on a suite of 
principles will be superior in terms of its stability, 
integrity, effectiveness and its capacity to be adapt-
able and scaleable for multiplicity of circumstances 
and stakeholders since it is constructed using a set 
of fundamental & universal truths. A framework 
for management of risks should inherently address 
all life-cycle phases and issues comprising:

• Identification/recognition of fundamental faults 
and failures (causes of hazards, threats and 
vulnerabilities);

• Allowing for epistemic and aleatory uncer-
tainties taking a precautionary approach as 
appropriate;

• Prediction of realisation/occurrence of hazard-
ous states arising from random and deliberate 
causes;

• Identification of potential escalation of hazard-
ous states into accidents;

• Coverage of post accident scenarios, actions and 
recovery processes;

• Human organisation, culture, capabilities, res-
ourcing, procedures and requisite competencies;

• An inherent monitoring and measurement sys-
tem underpinning a feedback and enhancement 
regime based on a suite of lagging and leading 
predictors and indicators.

On the other hand, assurance is synonymous 
with gaining increasing confidence about the per-
formance of an often complex product, process or 
system so that;

• It delivers an optimal level of essential and desir-
able properties/performance;

• It is free form an unacceptable level of undesir-
able properties/performance.

A systems framework based on a complete 
and inter-related set of principles for perform-
ance assurance would enhance the degree of con-
fidence that apart from the delivery of required 
functionality, the product, process or system is free 
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Figure 5. The safety management system according to 
the UK Health and Safety Executive.
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from vulnerabilities/potentially harmful properties 
and behaviours hence assurance. The review of 
risk management practice as depicted above pro-
vides a basis for classification of the key objectives 
and clustering of a number of requisite systemic 
principles.

2.4 Risk management system—principles

Compliance with the generic requirements cited 
above requires a systematic scrutiny of fault-failure-
accident scenarios to ensure a comprehensive risk 
perspective. In reality, adopting a hazard/threat 
based approach to risk assessment and manage-
ment generates a more systematic framework for 
coping with varieties of risks. A fault-error-failure 
sequence is proposed to address the processes 
leading to the realisation of a hazardous state or 
event in a product, process or system. Considera-
tion of the post hazard horizon in this approach 
involves identifying the potential escalation sce-
narios, the defences against accidents, the range of 
accidents that arise due to the failure of defences 
and response and recovery regimes for each major 
accident scenarios. Therefore the systematic frame-
work for risk management comprises the following 
seven principles:

1. Prediction & Proactivity;
2. Prevention;
3. Containment & Protection;
4. Preparedness & Response;
5. Recovery & Restoration;
6. Organisation & Learning;
7. Continual Enhancement.

These principles collectively address the total 
risk landscape and are inter-related in a systemic 
fashion rendering a holistic system and an inclu-
sive and comprehensive approach to risk man-
agement. A diagrammatic representation of  the 
framework is depicted in the WeFA schema of 
Figure 6.

The principles cited here also relate to the 
SafeRelNet framework for risk assessment in a 
consistent and demonstrable way. The principles 
are detailed below.

2.4.1 I—Prediction & proactivity principle
The primary principle in systematic assurance 
is that of Prediction which involves analysis and 
identification of credible system modes and haz-
ardous states, anticipation of escalation scenarios, 
assessment of the baseline risks and taking hard 
and soft risk control measures in advance of fore-
seeable accidents. This is akin to advanced prog-
nosis and by necessity involves developing and 
implementing methods and procedures to assess 
the risks and establish the baseline performance in 
order to support the case for further risk reduction 
or mitigation as appropriate.

The principle is the focal point for the identi-
fication (Prediction or forecasting) of foreseeable 
activities, modes and states within a system which 
adversely affect performance (safety, security, envi-
ronmental, reliability etc.) comprising normal, 
degraded, failure and emergencies and the triggers 
and transitions for these.

The administrative, strategic and implementa-
tion facets of performance are addressed through 
proactivity principle comprising policy, planning, 
resourcing and determination of strategy and 
plan for compliance with existing, emerging and 
modified directives, regulations, rules and manda-
tory standards. Proactivity also implies setting the 
ground rules/norms and the scene for Prevention, 
Protection, Response and Recovery policies (BS 
EN ISO 9001:2000, BS EN ISO 14001:1996).

Establishing communications channels between 
internal and external stakeholders including the 
production of a safety or security or environmental 
case for the organisation or undertaking, a portfo-
lio of relevant management manuals, a document 
management system and a configuration manage-
ment and change control system also fall within 
the scope of Proactivity.

2.4.2 II—Prevention principle
Once the baseline performance is established 
through Prediction and the need for risk reduc-
tion is identified, the Prevention strategy provides 
the most logical and prudent approach to the 
realisation of this objective. Prevention principle 
addresses the analysis of the known and predicted 
hazards/vulnerabilities, understanding of their 
causation chain and identification of the measures 
capable of eliminating or reducing the likelihood 
of hazardous states.

Prevention strategies are best attempts at 
reducing the causative factors (faults, errors 
and failures) and comprise a broad range of Figure 6. The risk management system framework.
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technical, procedural and human competence 
related measures. This is the cornerstone of most 
industries’ traditional approach to ensuring safe 
states through design and implementation of fail 
safe systems, inspections, preventative mainte-
nance, selection, training and briefing of staff. 
However, whilst prudent, these measures fail to 
completely eliminate or control the hazardous 
states thus assurance of desirable performance of 
the overall system cannot be relied upon the suc-
cess of preventative strategies alone.

The Prevention focus ensures all causations and 
escalation routes to hazardous states are identified, 
analysed and all credible and reasonably practica-
ble elimination and control measures are evaluated 
and implemented. This includes advanced design 
techniques and architectures, scheduled and pre-
ventive maintenance activities, design reviews and 
consideration of appropriate technologies aimed 
at avoiding hazardous states and maintaining the 
functionality and integrity of the system.

2.4.3 III—Containment & protection principle
The thrust of the classical approach to performance 
assurance of systems and operations is embodied 
in the designs, architectures, rules, processes, sys-
tems and behaviours which are mainly based on 
the Prevention philosophy as cited before.

Whilst allocating resources and focusing atten-
tion on Prevention is rational and prudent, it 
should not be at the expense of the mitigating 
residual risks, once undesirable hazardous events 
occur. The aim here is to determine the escalation 
mechanisms/scenarios for hazardous conditions 
and establish strategies, responsibilities, solutions 
and programme of action aimed at Containing the 
energy or potential of hazardous states in such a 
manner that they would not readily escalate into 
accidents potentially causing commercial, environ-
mental and human harm/loss.

Having failed or discounted prevention, the 
preference here is to set up effective barriers to 
escalation and where possible, turn hazardous 
occurrences into incidents or lower severity acci-
dents. The second aspect to this is to attempt to 
“protect” the people, property or environment at 
risk against potential injuries, fatalities and dam-
age should accidents occur or attempt to reduce 
the severity of such harm/damage.

The Containment and Protection principle is 
developed and proposed in recognition of the fact 
that in spite of major efforts by duty holders, haz-
ardous states do occur in many systems and envi-
ronments often driven by complexity and change 
or adoption of unproven yet promising innova-
tive technologies. It is prudent therefore to have 
strategies, plans and measures in place to reduce 
the harm which would otherwise be caused by 

the escalation of these states if  not detected and 
controlled in a timely and effective manner.

The Protection focus ensures that the escalation 
paths for credible hazardous states are recognised 
and reasonably practicable hard and soft measures 
(barriers) are identified, assessed and adopted or 
strengthened to detect and rectify the hazard esca-
lation and where not possible mitigate the conse-
quences post accident.

2.4.4 IV—Preparedness & response principle
The essence of risk management lies in the success 
of the Proactivity, Prevention and the Protection 
strategies and risk control initiatives. However, in 
view of the complexities inherent in many indus-
trial, infrastructure and service sector operations 
nowadays, accidents do occur from time to time. In 
the same spirit, a high degree of anticipation and 
preparedness for responding to emergencies and 
degraded modes of operation is an integral facet 
of ensuring the impact is kept to a minimum (Civil 
Contingencies Secretariat).

The Preparedness is an aspect of organisational 
and resource planning and provision which entails 
anticipating, planning, resourcing, training and 
clarifying roles, responsibilities, communications, 
command structure and exercises to address criti-
cal classes of degraded, failure and emergency 
states occurring within the operational environ-
ment. This by necessity requires a degree of learn-
ing from past experience as well as anticipating 
new scenarios when changes are enforced to the 
organisation, composition, structure or the opera-
tion of the systems being managed.

The Response dimension of the principle is 
mainly concerned with the implementation of the 
Preparedness plans comprising:

• mobilising resources for presence on the scene 
and in pre-planned support roles in a timely 
manner;

• protecting the site of an accident;
• evacuating the affected parties and the public;
• determining a command structure to manage 

each event;
• informing civil authorities, emergency services 

and other relevant stakeholders with a view to 
protect and rescue those exposed or involved in 
the circumstances and minimise the degree of 
harm which would otherwise be sustained;

• implementing the preparedness and response 
plan;

• minimising overall harm and loss arising from 
an accident.

The Preparedness and Response principle 
also addresses contingency scenarios i.e. new/
unexpected degraded, failure and emergency 
aspects and circumstances for which, a general class 
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of reaction is required as a safety net against all 
unforeseen cases. The Preparedness and Response 
focus ensures optimal reaction to accidents and 
catastrophes is recognised and attained with a view 
to minimise safety, property and environmental 
losses in such circumstances.

2.4.5 V—Recovery & restoration principle
The timely and appropriate response to incidents 
and accidents ensures those affected or exposed to 
hazardous states receive optimal help and support 
with a view to minimise any harm/damage which 
would otherwise be incurred in the circumstances. 
However, depending on the severity and nature of 
the degraded, failure or emergency state, a degree 
of anticipation, advance planning and resourcing 
is required to initiate timely and efficient Recovery 
activities on the affected system or infrastructure.

Recovery after incidents and accidents essen-
tially begins after Response process has resulted 
in ensuring the safety/security of the affected 
or exposed people and is mainly concerned with 
the requisite processes and resources to repair 
the damage incurred in a safe, timely and effi-
cient manner working towards the resumption of 
service and Restoration of the system to the nor-
mal state. It may also arise from disturbances to 
the system including preventive or reactive main-
tenance when the system is being brought back to 
normal operational state. Depending on the nature 
of the degraded, failure or emergency, the Recov-
ery activities may additionally impose various risk 
control restrictions on the functionality, infrastruc-
ture or the operation of the system.

The Restoration addresses the rules, processes, 
roles, tests, competencies and authorities required 
to ensure the state of the infrastructure or opera-
tions after the Recovery activities are technically 
sound and acceptably safe and secure for return to 
restricted or normal service. In this spirit, Recov-
ery and Restoration are assurance related activi-
ties. Restoration may be achieved in a number of 
phases culminating in the full resumption of the 
normal operational state.

The Recovery and Restoration focus ensures 
the repairs to the infrastructure and production 
system post disturbances (including maintenance) 
and accidents is carried out in a safe and efficient 
manner and the subsequent deployment is subject 
to a systematic test, verification and validation 
process.

2.4.6 VI—Organisation & learning principle
The achievement, maintenance and improvement 
of the overall performance of any system or opera-
tion is contingent on timely appropriate actions 
assured through a learned and competent human 
organisation focused on the assurance tasks.

The Organisation principle addresses the entire 
spectrum of human resource issues pertinent to 
the maintenance and improvement of perform-
ance including recruitment, induction, deploy-
ment, training, briefing and communication of 
critical issues, qualifications, fitness, certification 
and regular verification and validation of the capa-
bilities and competencies.

Traditionally, assurance is treated as a specialist 
discipline and relegated to a particular group of 
staff  solely concerned with this objective. How-
ever, whilst performance assurance like other dis-
ciplines has its specialist niches, its recognition, 
understanding of the underlying concepts, care 
for other people’s health, safety, security and wel-
fare constitute a broad suite of beliefs, values and 
practices referred to as organisational culture. The 
recognition, promotion and nurturing of this cul-
ture is a crucial factor in the success of policies 
and initiatives within an organisation. Assurance 
culture promotes the notion that apart from spe-
cialist activities, knowledge, practices, beliefs and 
values in accident prevention should be common 
to all who have a role in the provision of service 
or systems with a potential to cause harm to the 
customers, employees and the general public or 
damage to property.

The organisation does not necessarily imply a 
dedicated arrangement for risk management, fun-
damentally separate from other functions of the 
business or service, infrastructure management or 
other stakeholders. Apart from specialist activi-
ties, a supportive and pervasive assurance culture 
must be developed and promoted throughout the 
organisation including education, briefing and 
establishment of a confidential channel for com-
munication of observations, suggestions and feed-
back on all performance related matters. In this 
spirit, the principle underpins all other aspects of 
the framework since it provides the human motive 
force for realisation of all other principles inherent 
in safety/security management.

The other facet of the Organisation principle is 
the ability to learn and capitalise on the new and 
emerging knowledge for improving performance. 
A key instrument supporting the learning process 
is development, implementation and maintenance 
of a corporate memory to underpin the record-
ing, retrieval and processing of relevant knowledge 
and resultant learning. The corporate repository 
of performance information must include an up-
to-date directory of infrastructure, systems and 
operational hazards which needs to be initiated at 
system level whilst being updated for local condi-
tions. This repository must be made accessible to 
all stakeholders to inform them about all pertinent 
issues which may relate to their roles, tasks and 
undertakings within the system.
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The repository of performance information 
should additionally include records of reported 
failures, incidents and accidents and any analy-
sis establishing causation, escalation mechanisms 
and the degree of harm or damage caused. Whilst 
such analysis is carried out under the Continual 
Enhancement principle, it is crucial that these are 
captured, shared openly and employed actively 
to enhance systems and processes with a view to 
prevent future occurrences (Prevention principle). 
This is a costly but essential aspect of learning 
from what amounts to the failures of the manage-
ment system.

Finally, the Organisation principle must cater for 
the relationships, reporting structure, licensing and 
responsibilities of various stakeholders involved 
in the design, installation, operation, maintenance 
and disposal of the infrastructure, production sys-
tem and its constituents.

The focus on Organisation and Learning ensures 
that competent people are recruited, trained and 
tasked with assurance related activities and lessons 
are learnt from faults, failures, incidents and acci-
dents with a view to eliminate or minimise future 
occurrences or associated losses.

2.4.7 VII—Continual enhancement principle
The principles and their inherent activities cited 
earlier can underpin achieving and sustaining a 
desirable performance in the context of a product, 
process, system or organisation. However, improv-
ing quality of life, advancing social values and con-
sequent emerging legislation, rules and standards 
tend to demand more stringent targets, more 
responsive behaviours and improving overall per-
formance. The other key driver is the rising con-
sciousness in the society about duty of care and 
negligence by people and organisations delivering 
services and products and the consequent crimi-
nal, civil claims and fines in the event of accidents 
causing harm to victims or the environment.

The inherent complexities of the infrastruc-
ture, production systems and operations in indus-
trial and service sectors as well as the increasing 
demand for incorporation of novel technologies 
pose a challenge to the maintenance of perform-
ance levels during the transition. A rational, sys-
tematic and scientific approach to the traditionally 
empirical treatment of assurance matters is called 
for. Identification of key performance predictors 
and indicators, measurement and proactive control 
of risks are key instruments in the new approach.

The Continual Enhancement of various facets 
of performance necessitates an objective appre-
ciation of the existing drivers, actors, faults, fail-
ures, hazards, targets and existing performance 
levels before reasonably practicable options are 
identified and assessed for improvement. To this 

end, a comprehensive approach to identification, 
monitoring and measurement of precursors to 
accidents, agreement on relevant performance 
criteria and normalising factors, audit of safety/
security processes and culture, review of targets 
and making a case for performance improvements 
constitute the essence of this principle.

The enhancement of performance may arise 
from the identification and strengthening of the 
barriers to causation or escalation of the hazardous 
states or complete elimination of hazards/
vulnerabilities through adoption of novel or emerg-
ing methods and technologies. The extent and scope 
of the performance improvements may be driven 
by revised targets, new standards or emerging lower 
cost technologies making risk reduction reasonable 
when contrasted against the likely gains.

The corporate repository of performance 
information cited under the Organisation Princi-
ple should also be actively reviewed for detecting 
trends in the underlying causes, precursors to acci-
dents and near hits (strangely referred to as near 
misses). This information should be communicated 
with all stakeholders and employed as a potent tool 
to eliminate the unacceptable levels of faults, fail-
ures and errors arising from human or automation 
sources, thus preventing accidents.

The focus on Continual Enhancement ensures 
attainment of tolerable levels of overall perform-
ance is treated as a dynamic and evolving objective 
subject to a systematic measurement and assess-
ment regime and cost benefit justification . The 
attainment and demonstration of compliance with 
regulatory and industry benchmarks should addi-
tionally underpin the need and quest for perform-
ance enhancement.

2.5 Risk management system—the framework

2.5.1 Risk management framework
The seven principles inherent in the safety, secu-
rity and environmental performance assurance of 
products, processes, systems and organisations fall 
into three broad categories.

The first principle, Prediction and Proactivity, 
is mainly concerned with establishing an envi-
ronment and a baseline for the product, process, 
system or organisation in terms of  its desirable 
properties and performance. It represents an 
antithesis to reactivity in facing the potential of 
accidents. In this spirit, Proactivity is fundamental 
to the achievement and improvement of  perform-
ance since it emphasises that plans and resources 
must be devised, secured and applied in advance 
of  incidents and accidents to enable the duty hold-
ers to eliminate or mitigate the risks in preference 
to learning from accidents. This principle is there-
fore akin to prognosis.
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The second group comprising Prevention, 
Protection, Response and Recovery are mainly 
associated with the understanding and tackling 
the causation and escalation of accidents and the 
preparedness in responding to emergencies with a 
view to minimise harm and losses.

The third and final group of two principles 
relate to the significant role that the human organ-
isation, communications, responsibilities, beliefs 
and culture, competencies, certification, regulation 
and corporate memory/learning play in the attain-
ment and improvement of overall performance. 
This includes a drive for continual enhancement 
based on a measurement, audit and feedback loop 
to ensure a set of common indicators are continu-
ally monitored, measured and assessed to empower 
the duty holders to take effective remedial and 
improvement actions as appropriate.

The seven fundamental principles collectively 
constitute a structured, systemic and holistic 
framework for assurance of overall performance.

The framework depicted in Table 1 represents a 
constellation of complementary and inter-related 
principles which when applied collectively, can sys-
tematically underpin the attainment, maintenance 
(principles I-VI) and improvement (principle VII) 
of overall desired performance. A framework 
founded on systemic principles is more fundamen-
tally credible, stable and universally applicable than 
specific context related suite of actions, processes 
or methodologies.

2.5.2 Systemic characteristics of the framework
Whilst holistic and comprehensive, the frame-
work for safety, security and environmental risk 
management possesses essential properties such 
as simplicity, rationality and a level of abstraction 
which lends it adaptable to any context, scale and 
organisation. These are crucial to the stakeholders 
understanding, adapting and applying it to opti-
mal effect.

The framework transforms the traditional focus 
on accidents to understanding, control and man-
agement of hazards and vulnerabilities. This fun-
damental shift of emphasis yields a more profound 
knowledge on the root causes of faults, errors and 
failures thus resulting in a more effective manage-
ment of safety, security and sustainability.

The framework sets out all the building blocks 
for systematic risk management starting with 
establishing the environment and baseline per-
formance (principle I) leading to four focal points 
(principles II-V) for actualising plans and policy. 
A major emphasis is also placed on the organisa-
tional facets from performance focused structure, 
roles, responsibilities, accountabilities, competen-
cies and communications to the more subtle cul-
tural aspects (principle VI). The intangible human 

Table 1. The Systemic Assurance Framework of seven 
principles.

Principle Scope & intent

I.  Prediction &
Proactivity

Setting Policy and Strategy,
 Identifying all stakeholders
 and interfaces, Hazard /
 Vulnerability Identification,
 planning, resourcing and 
 data collection. Modelling, 
 assessing baseline risks, 
 identifying key
 performance indicators and
 implementing policy. 
 Developing Safety Case and
 Safety Management Manual.

II. Prevention All measures, processes, activities
 and actions from design
 reviews to maintenance aimed 
 at eliminating or reducing the
 likelihood/frequency of 
 hazardous states with a
 potential to cause harm and
 loss.

III.  Containment &
Protection

All measures, processes, activities
 and actions aimed at reducing
 the likelihood/frequency or
 severity of potential accidents
 arising from the hazardous
 states.

IV.  Preparedness &
Response

All plans, measures, processes,
 activities and resources relevant
 to managing degraded and
 failure modes and emergencies,
 collection, maintenance & 
 sharing of records.

V.  Recovery &
Restoration

All plans, measures, processes,
 activities and resources relevant
 to recovery from planned and
 unplanned disturbances,
 degraded and failure modes
 and emergencies towards full 
 resumption of production/
 service including the criteria
 and organisation for
 authorising the system back
 into service post disruptions
 and emergencies.

VI.  Organisation &
Learning

Structuring, reporting,
 communicating, training,
 certification, competencies,
 roles & responsibilities and
 validation for human
 organisation as well as 
 ensuring lessons
 are learnt from incidents and
 accidents and key points 
 recorded, shared and
 implemented.

(Continued)
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dimension related to buy-in, motivation, conflict 
resolution and taking people and property into 
account in everything we do is often ignored or 
not given sufficient prominence in existing safety 
and security frameworks and standards. Finally an 
active learning ethos and actualisation of learning 
in improvement of overall performance is empha-
sised in principles VI & VII.

The derived principles are not things to do 
per se. They constitute a complete roadmap and 
essential focal points for the requisite activities and 
processes inherent in the systematic assurance of 
performance in products, processes, systems and 
undertakings. In this spirit, each principle also 
constitutes a focal point for measurement, bench-
marking and determination of the status, success 
or shortcomings of the specific aspects of the risk 
management system.

The principles within the framework are goal-
oriented and apart from guidance on the purpose 
and nature of essential activities, are designed to 
allow specific stakeholders to adapt these to their 
roles and circumstances and innovate to improve 
performance. This is particularly relevant to the 
historically diverse nature of the EU member 
states with different cultural and structural under-
pinnings to their industrial and service sectors.

The four key focal points (principles II-V) on the 
actualisation of the safety plans and policies empower 
duty holders to collaboratively contribute to the over-
all performance of their operations. These principles 
would naturally involve a different set of activities 
for an each stakeholder organisation but none-the-
less remain equally applicable at the framework level 
hence the need for scalability and adaptability.

The proposed principles are valid at any stage 
of the life-cycle therefore, they are equally appli-
cable to any group or organisation involved in the 
provision of service, products or management of 
infrastructure, production and operations. These 
can provide proactive indicators to assist the duty 
holders with their tasks as well as those responsible 

for the supervision and regulation of the relevant 
industry.

It would therefore be feasible to audit, assess and 
score an organisation’s processes, capabilities and 
maturity in Proactivity, Prevention, Protection, 
Response, Recovery, Organisation and Continual 
Enhancement as appropriate to the nature of the 
undertaking. These scores and proactive criteria 
when benchmarked, will signify the status, strengths 
and shortcomings of an organisation in their sys-
temic approach to the management of risks.

Apart from audit, assessment and scoring of the 
individual principles, it is also possible to generate 
an overall index of merit for the performance of 
the whole framework, thus giving a holistic leading 
indication for the capabilities and maturity for an 
organisation in its risk management endeavours. 
This provides an objective and constructive frame-
work for intra-industry benchmarking, compari-
sons and enhancements.

The framework founded on seven systemic prin-
ciples can underpin performance assurance when 
applied in aggregate. In this spirit, the architecture 
of the proposed framework is entirely scaleable 
and can be adopted to manage risks at the level 
of a product, process, team, project, department, 
organisation, an alliance of organisations and an 
industry as a whole. At every level of the applica-
tion, the essential invariant aspects of the frame-
work i.e. the seven inter-related principles, require 
mapping and adaptation to the nature, scale, con-
text, tasks and the application.

2.5.3 Relationship with SafeRelNet integrated 
risk assessment framework

The framework for integrated risk assessment 
developed within SafeRelNet comprises six key 
stages in the identification, analysis and assess-
ment of risks as follows:

1. Definition phase;
2. Identification of risk or hazard scenarios;
3. Analysis of effects;
4. Analysis of causes;
5. Assessment phase;
6. Evaluation and risk reduction.

The relationship between the assessment frame-
work elements and the corresponding management 
framework principles is described in Table 2.

In principle, risk management covers a much 
broader set of issues and activities which do not 
readily map across the assessment tasks as evidenced 
in Table 2. In this spirit, assessment of risks is a pre-
requisite and essential to the management tasks.

The risk management framework addresses 
a spectrum of activities and principles such as 
Preparedness & Response, Recovery & Restora-
tion and Organisation & Learning which are not 

Table 1. (Continued)

Principle Scope & intent

TabVII.  Continual 
enhance-
ment

All processes associated with
 setting and reviewing targets,
 measuring/assessing, process-
 ing, auditing, reviewing,
 monitoring, regulating and 
 sustaining/improving
 performance including decision
 aids and criteria. This includes
 investigation of the causes of
 poor performance and
 accidents.
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3 CONCLUSIONS

The approach to the management of risks is 
best served through a structured and systemic 
framework comprising principles that hold true 
in different sectors, levels of hierarchy, contexts 
and circumstances. The principle based approach 
generates consistency, integrity and a familiar 
harmonised process to underpin the principal 
assurance activities. However, the principles in a 
framework only constitute focal points for alloca-
tion of resource and energy and require mapping 
to the specific characteristics and demands of an 
environment, sector, system or undertaking.

A framework of seven principles has been 
developed and proposed for risk management and 
overall safety, security and environmental assur-
ance. Apart from random mishaps, the framework 
is equally applicable to the malicious intents and 
can provide one consistent and systemic environ-
ment for successful management of safety, security 
and environmental/sustainability risks pertinent to 
products, processes, systems and undertakings.

Because of its high-level and principle focused 
constitution, the framework is scalable and can 
be applied at any level and within any industrial, 
infrastructure and service sector context. Its adop-
tion as a common framework for management 
of safety and risks across all sectors and partner 
organisations is recommended.
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Figure 7. The systematic framework for risk manage-
ment, its interfaces and interactions.

Table 2. The relationship between the risk assessment & 
management framework principles.

Assessment stage Management principle

– Definition phase Prediction & Proactivity
–  Identification of risk or 

hazard scenarios

–  Analysis of causes Prevention
–  Evaluation and risk 

reduction

– Analysis of effects Containment &
 Protection

–  Evaluation and risk 
reduction

No counterpart Preparedness & Response

No counterpart Recovery & Restoration

No counterpart Organisation & Learning

– Assessment phase Continual Enhancement

traditionally considered within the scope of assess-
ment. This is principally driven by the traditional 
attitude to assessment which is concerned with 
scoping, identification of hazards and estimation 
of probability/frequency and severity of the likely 
accidents. The assessment task is an integral aspect 
of the overall successful management of risks how-
ever since it sets out the basis on which critical risks 
are identified, prioritised, controlled and managed 
to maintain a degree of tolerability acceptable to 
all stakeholders.
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ABSTRACT: The present document presents a framework for maintenance planning. Maintenance 
plays a fundamental role in counteracting degradation effects, which are present in all infrastructure and 
industrial products. Therefore, maintenance planning is a very critical aspect to consider both during the 
design and during the whole life span of operational use, within an integrated framework founded on risk 
and reliability based techniques. The document addresses designers, decision makers and  professionals 
responsible for or involved in establishing maintenance plans. The purpose of this document is to present 
maintenance as an integrated approach that needs to be planned, designed, engineered, and controlled by 
proper qualitative and quantitative techniques. This document outlines the basic premises for  maintenance 
planning and provides the general philosophies that can be followed and points to a best practice in the 
treatment of the many aspects of this complex problem.

the  system and other economical consequences. 
In other words, inspections and maintenance must 
be planned so that a balance is achieved between 
the expected benefits and the corresponding eco-
nomical consequences.

To be able to determine expected benefits and 
costs it is necessary to deal properly with uncertain-
ties and probability theory has been widely used for 
that purpose. This allows to employ decision the-
ory to minimize overall service life costs  including 
direct and implied costs of failures, repairs, inspec-
tions and maintenance. These approaches have 
reached the maturity of practical procedures and 
are indeed applied in various industries.

The purpose of this document is to present 
maintenance as an integrated approach that needs 
to be planned, designed, engineered, and controlled 
by proper qualitative and quantitative techniques.

Generically, it is possible to state that mainte-
nance is ‘the set of actions that ensure the ability to 
maintain equipment or structures in, and restore it 
to, the functional state required by the purpose for 
which it was conceived ’.

In all generality, two different categories of 
engineering problems can be identified with 
respect to maintenance issues: those for which 
the priority is to guarantee safety and reliability 
and those for which the priority is to guarantee 
availability.

1 INTRODUCTION

The complex modern engineering systems, such as 
offshore structures, bridges, ship hulls, pipelines, 
wind turbines and process systems, are ideally 
designed to ensure economical operation  throughout 
the anticipated service life in compliance with given 
requirements and acceptance criteria typically 
related to the safety of the personnel and the risk 
posed to the public and the environment.

Inevitably, deterioration processes, such as 
fatigue crack growth and corrosion, are always 
present to some degree and if  not controlled 
and limited they may reduce the performance 
of systems beyond what is acceptable. Hence, to 
ensure that a given acceptance criteria are fulfilled 
throughout the service life of  the engineering sys-
tems, it is necessary to control the development 
of deterioration and install proper maintenance 
measures.

The control of the health status of a system is 
achieved by appropriate planning and  performing 
of inspections and maintenance actions. This 
requires decisions on what to inspect and  maintain, 
how to inspect and maintain, and how often to 
inspect and maintain. These decisions need to 
be taken so as to achieve the maximum  benefit 
from the control of the degradation  process 
while  minimizing the impact on the operation of 

SAFERELNET.indb   33SAFERELNET.indb   33 10/30/2010   4:28:53 PM10/30/2010   4:28:53 PM



34

Correspondingly, for the first category, inspections 
and maintenance are planned in order to keep the 
equipment or structure in a healthy state, avoiding 
failures whereas for the second category the prior-
ity is to define a maintenance plan that ensures 
availability, taking into account the life cycle costs, 
by properly balancing the costs of  failure and 
times between failures with time to repair and their 
costs.

2 UNCERTAINTY MODELLING

Maintenance is required for equipment and 
 structures whose performance degrades with 
time and it aims at counteracting those effects. 
The performance of engineering facilities i.e. the 
degradation over time is subject to a number of 
uncertainties. These include operational condi-
tions, material characteristics and environmen-
tal exposure. The uncertainties have origin in 
 inherent physical randomness and in uncertain-
ties  associated with the models used to assess the 
performance of the systems. If, furthermore, the 
statistical basis for the assessment of the uncer-
tainties is limited, then also statistical uncertain-
ties may be important.

The deterioration processes are only partly 
understood and their evolution in time is associ-
ated with significant uncertainty as depicted in 
Figure 1, where d(t) is the damage at time t, and 
dinit models the initial damage. Statistical or proba-
bilistic models can be formulated for the predic-
tion of future deterioration. The probabilistic 
models are usually based on a mixture of physi-
cal understanding, observations and experience. 
Observations of the actually occurring deteriora-
tion, as can be obtained by inspections, may be 
introduced into the models and greatly enhance 
the precision of their predictions. In general alea-
toric  uncertainty (physical uncertainty) cannot 
be reduced by inspections, whereas epistemic 

uncertainty (model and statistical uncertainty) can 
be reduced using information from inspection.

The statistical characteristics of the deteriora-
tion in the future are decisive for the estimation of 
the future performance of a component and thus 
for its safety.

Monitoring or inspections may be used as a tool 
to reduce the uncertainty in the predicted deterio-
ration and/or as a means of identifying deteriora-
tion before it becomes critical.

Figure 1 shows how the predicted future dete-
rioration will significantly change if  the observed 
deterioration state is used to update the probabi-
listic deterioration model at the time of the first 
inspection t1. At that occasion the updated distri-
bution du(t) will start from a lower value and will 
lead to another expected damage at the time t2 of 
the following inspection.

If  dcrit is assumed to be a critical “size” of the 
expected value of the predicted deterioration state, 
inspections may be planned such that this deterio-
ration state is not exceeded.

It is also important to realise that the degree of 
control of the engineering systems achieved by the 
inspections is strongly influenced by the reliability 
of the monitoring or inspection monitoring and 
i.e. their ability to detect and size degradation. 
The reliability and thus the information achieved 
by inspection is strongly dependent on the quality 
of the monitoring system or the planned inspec-
tion, their coverage and the times at which they are 
performed. The reliability of data collection them-
selves may be subject to very significant uncer-
tainty and this must be taken into account in the 
planning of inspections and when the results of 
inspections are interpreted and used to update the 
predicted performance of the considered engineer-
ing facility.

Inspections and maintenance actions are also 
subject to substantial uncertainties. The quality 
of inspections is normally quantified in terms of 
their ability to detect (modelled by Probability 
Of Detection—POD-curves) and size the defects 
of consideration. Further, also the possibility of 
false detections should be taking into account in 
the probabilistic modelling. Different inspection 
methods may thus be adequate for the inspec-
tion of different deterioration processes. Inspec-
tion strategies are specified in terms of inspection 
method, time intervals between inspections and 
coverage.

Assuming that observed deterioration states 
will be subject to remedial actions if  they are consid-
ered serious it is easily realised that there is a strong 
relationship between inspection quality, inspection 
intervals, inspection coverage and the safety which 
is achieved as a result of the inspection. However, it 
should be emphasised that safety is only increased 

d(t) du(t)d(t)

t1
t2 t

dInitial

dInspection

Criticald

0

Figure 1. Illustration of predicted future deterioration.
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by remedial actions. Inspections themselves do not 
increase actual safety but may reduce uncertainty 
in the assessment of the actual condition.

Different deterioration processes will follow 
different patterns both time wise and in terms of 
location in the facility depending on the choice of 
materials, detailing of the structures and process 
systems, production characteristics, loading and 
exposure to aggressive environments. Even though 
design strategies may attempt to mitigate or mini-
mise the effect of deterioration processes by choice 
of material or dimensions, deterioration processes 
will still occur due to errors or flaws during manu-
facturing and executions.

The consequence of component failure e.g. 
in terms of potential loss of lives or of costs will 
depend on the component and its importance for 
the operation of the facility.

The risk associated with the component is the 
product of the probability of component failure 
and the consequence of failure. The risk based 
approach in maintenance takes basis in a quanti-
fication of risk not only on a component basis but 
for all components on the installation as a whole. 
Different inspection and maintenance strategies 
with different effort, quality and costs will have 
different effect on the risk. By comparing the risk 
associated with different strategies the inspection 
and maintenance strategy implying the smallest 
risk can be identified.

In this frame the importance of statistical and 
probabilistic models is now clear. The main proba-
bilistic concepts that govern models and decisions 
related with maintenance planning are:

• Reliability of a component or system at time t is 
the probability that the component survives up 
to time t. The reliability of a system, or the abil-
ity of a system to perform successfully a certain 
function, depends mainly on:
 the quality and reliability of its components;
 the implementation and accomplishment of a 

suitable preventive maintenance and inspec-
tion program in the case of deteriorating 
components.

• Availability of a component or system at time t 
is the probability that the component or system 
is operating at time t. Availability is a function 
of the operating time (reliability) and the down-
time (maintainability). Availability is a decreas-
ing function of failure rate and is an increasing 
function of repair rate.

Availability is also a function of the preven-
tive maintenance program and shows the pos-
sible effects on system availability of such a 
program.

• Maintainability of a component or system 
within a given period of time is the probability 

that the component or system will be restored 
to specified conditions within the given period 
of time when maintenance action is performed 
in accordance with prescribed procedures 
and resources.

Maintainability, like reliability, is an  inherent 
characteristic of system or product design. 
It concerns to the ease, accuracy, safety, and 
 economy in the performance of maintenance 
actions. Maintainability is the ability of a sys-
tem to be maintained.

3 MAINTENANCE MANAGEMENT 
SYSTEM

From the point of view of the owner of an asset 
that needs to be managed during its lifetime, the 
underlying objective of maintenance is to  provide 
reliability and production with the long- and 
short-term availability requirements (the planned 
production) at a minimum resource cost. The 
cornerstone of effective maintenance planning 
is minimizing unplanned downtime. In practice, 
taking into consideration the financial aspects of 
system operation, the maintenance philosophy of 
a system basically boils down to performing the 
optimal maintenance plan that is consistent with 
the optimisation of system availability, while not 
compromising safety. This general formulation 
is applicable to either a plant, which is based on 
active components and which has to reach a certain 
level of production or a structure which is made 
of mainly passive components, as for  example a 
bridge that has to be available for a certain level 
of traffic flow.

To achieve these goals, Maintenance Manage-
ment Systems are put in place. A Maintenance 
Management System is characterized by the fol-
lowing elements:

• Strategic planning—This planning generally 
covers a horizon of several years in the future 
and its basic objective consists in provid-
ing improvements to operational processes; 
 examples of applications in this area are the 
allocation of resources to processes, the adop-
tion of  measures of development and the expan-
sion of the  production capacity.

• Demand management—An optimal main-
tenance strategy needs to be founded on an 
accurate estimation and prediction of the main-
tenance and operation loads.

• Maintenance planning—This process comprises 
all the functions related to the preparation of 
the work order, material billing, labour plan-
ning sheet, job standards, necessary drawings, 
 purchase requisition, and all the data needed 
prior to scheduling and releasing the work order.
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• Maintenance execution, monitoring and 
 control—The aim is the scheduling, perform-
ance and control of the actual maintenance 
action.

• Basic records management—This task aims at 
providing he basic data in support to the other 
tasks, e.g. in terms of work orders.

• Supporting and reporting systems—These 
systems allow the access of the users to the avail-
able information.

The above elements constituting a Mainte-
nance Management System are also typical for 
production planning and control, although some 
people claim that there are significant differences 
between planning and programming of  produc-
tion and of  maintenance. These differences would 
justify a differentiated treatment of  the two 
issues.

The two key elements of Maintenance Manage-
ment can be summarized as:

• Maintenance is a vital core business activity 
crucial for business survival and success, and as 
such it must be managed strategically.

• Effective maintenance management needs to be 
based on quantitative business models that inte-
grate maintenance with other decisions such as 
production, safety etc.

Maintenance is viewed as a multidisciplinary 
activity that involves:
• scientific understanding of  degradation 

mechanisms and linking it with data collec-
tion and data analysis to assess the state of 
equipment;

• building quantitative models to predict the 
impact of different actions (maintenance and 
operations) on equipment degradation; and

• managing maintenance from a strategic 
perspective.

Finally, control is the activity that allows the 
evaluation of the performance of the strategic 
maintenance system implemented and it  provides 
feedback for the update and revision of its 
constituents.

The definition of priorities to the distinct main-
tenance tasks so that the most critical ones are 
 carried through first, is a fundamental component 
of a strategic maintenance plan. The priorities 
are to be assigned taking into account the urgency 
of the maintenance tasks with respect to the effects 
in the production lines and to safety.

There are several proposals of classification of 
priority levels. Table 1 attempts to somewhat merge 
such classifications.

With a Maintenance Management System, it is 
possible to manage efficiently the flow of materi-
als, to co-ordinate the internal activities with the 
ones of the suppliers and to dialogue with the pro-
ductive sector about the necessities of equipment 
availability.

This entails handling a great volume of data in 
reasonable time, to properly support the manage-
ment tasks and operational activities. Thus, an 
effective Maintenance Management System must 
inevitably be supported by an efficient informatic 
system of data processing. It needs to be stressed 
that equipment is understood with great general-
ity with goes from active components like rotating 
machinery to fixed structures, such as pressure ves-
sels, bridges, buildings, offshore platforms among 
others.

The goal of any company is to produce goods 
or services. In this view, forecasting of produc-
tion or service demand is an important element to 
integrated production or service and maintenance 
planning and control. The forecasts of items, spare 
parts and other independent demands are the key 
to plan production or service and maintenance for 
production or service.

Table 1. Priorities of maintenance work.

Priority

Code Name Type of work Time frame work should start

1 Emergency Work that has an immediate effect on safety, 
environment, quality, or will shut down the operation.

Work should start immediately

2 Urgent Work that is likely to have an impact on safety,
environment, quality, or will shut down the operation.

Work should start within 24 hours

3 Normal Work that is likely to impact the production 
within a week.

Work should start within 48 hours

4 Scheduled Preventive maintenance and routine; all 
programmed work.

As scheduled

5 Postponable Work that does not have an immediate impact
on safety, health, environment, or the 
production operations.

Work should start when resources 
are available or at shutdown 
period
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4 STRATEGIC MAINTENANCE 
PLANNING

The boundaries that will determine the level at 
which strategic maintenance must be planned are 
mainly decided at the design stage. Design deci-
sions will govern the initial quality, cost and  layout 
of the installations or structures and this will have 
an impact on the level of maintenance that is 
required during operation.

Basically, the owners of the assets will aim to 
minimize their total life-cycle cost and thus after 
the design, construction and dismantling costs 
being fixed, the strategic aims of maintenance 
are to minimize the costs of operations and 
maintenance.

In the cases where failure of the equipment or 
structure will cause so high costs of operation 
resulting from downtime and repair, or even from 
human lives lost, maintenance will aim to keep 
equipment and structures in healthy conditions 
so as to never fail. In other cases, failures can be 
tolerated if  the repair can be done without nega-
tive impact on production or availability of the 
system.

Independently of the primary target of main-
tenance being to keep the reliability or the avail-
ability of the system, maintenance activities always 
interface with the operability of the system or 

the structure. Therefore, in the strategic planning 
of maintenance the strategy of operation of the 
installation or structure must be considered and a 
minimization of the expected costs or a maximiza-
tion of the benefits must be sough under the exist-
ing uncertainties.

Life-Cycle Cost (LCC) involves all costs asso-
ciated with the system life cycle (Figure 2) to 
include:

1. Benefits.
• all incomes in the system life cycle.

2. Development and Design cost.
• The cost of feasibility studies.
• System analysis.
• Detail design and development, fabrication, 

assembly, and test of engineering models.
• Initial system test and evaluation.

3. Construction cost.
• The cost of fabrication, assembly and test of 

operational systems.
• Associated initial logistic requirements (test 

and support equipment development, spares/
repair parts provisioning, training, facility 
construction).

4. Operation and maintenance cost.
• The cost of sustaining operation, personnel 

and maintenance support;
• Spare/repair parts and related inventories;

DetailedDesignDetailedDesign

Requirement
stage

Feasibility

Data

Revised
targets

RAMS
targets 

Maintenance
strategy

Modifications

Reliability
up date

Operation and
maintenance 

Acceptance

Construct/install

Testing

Construction of Prototypes

Design of modifications
Detailed Design

Conceptual Design

Figure 2. Life-cycle model.
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• Test and support equipment maintenance, 
transportation and handling, facilities, modi-
fications and technical data changes.

5. Cost of failure.
• The costs associated with partial or total fail-

ure of the facility.
6. System retirement and phase out cost.

• The cost of phasing the system out of the 
inventory due to obsolescence or wear out, 
and subsequent equipment item recycling 
and reclamation as appropriate.

Life-Cycle Cost is a function of these five 
items:

LCC =  f (Design cost + Construction cost
+ Operation and maintenance cost 
+ Failure costs + System retirement 
and phase out cost)

In making strategic decisions it is necessary to 
balance all costs in order to maximize the expected 
benefits minus life-cycle costs. Because operation 
and maintenance costs are distributed in the life-
time, the comparison of various possible courses 
of action requires that the costs associated with the 
alternatives in question be related on an equivalent 
basis. The benefits and costs need to account for 
the time element, and they need to be discounted 
to the present value. The discounting refers to the 
application of a selected interest rate to reflect at 
the present time the relative effect of the antici-
pated units of money in the future. The procedure 
for discounting is simple but the selection of the 
proper discount rate can be difficult.

In the past, total system cost has not often been 
too visible, particularly those costs associated with 
system operation and support. The cost visibil-
ity problem can be related to the “iceberg effect” 
where only the acquisition costs are visible above 
water. However, hidden under water are the costs 
of operation, product distribution, training, main-
tenance, test and support equipment, supply sup-
port, technical data, software and retirement and 
disposal.

In a production perspective, supposing that 
there are no social or market constraints, e.g. if  eve-
rything that is produced is consumed, and if there 
are no impositions of fulfilment of rest periods, then 
the objective will be to produce with satisfactory 
quality. Productive process cadence is only inter-
rupted because it is necessary to make  maintenance 
actions to re-establish the original functioning con-
ditions. These interruptions will be a result of breaks 
and faults (corrective maintenance), of the necessity 
to intervene to prevent them (preventive mainte-
nance), or because it is necessary to validate the 
functional conditions (inspection). Therefore, it is 
intended to have an availability to produce, as big 

as possible. Nevertheless, the enclosure of the factor 
costs transforms the problem, compelling to equate 
stopping, maintenance and loss of production 
costs, etc. In this point of view the biggest efficiency 
of production is obtained with equipment that has 
life cycle costs as small as possible.

A similar formulation can be made for struc-
tures or infrastructures that need to be available 
for services to be supplied, like bridges and roads 
that should be available for traffic, railway infra-
structures that should allow trains to operate and 
buildings that need to allow offices and industrial 
activities to develop.

Generally, life cycle cost-benefit maximization 
leads to the modularity of system components, 
in order to allow a fast replacement of blocks of 
components or systems, for imperatives of dam-
ages or programmed preventive maintenance. The 
objective is to recover operational conditions as 
fast as possible. In this perspective it will be in the 
design phase that the life cycle cost evaluation must 
be done. The needs of production or service avail-
ability and the established constraints lead to make 
the most adequate constructive options. Basically, 
these options will state the strategies of Production 
and Maintenance.

The trade-off  between design plus construc-
tion investment and maintenance plus operation 
expected costs determines at a strategic level the 
amount of maintenance effort required. The trade-
off  between maintenance costs and operation 
benefits determines the planning of maintenance 
actions at a more tactical level or at a shorter time 
frame.

Recently, there has been tremendous pressure 
on manufacturing and service organizations to be 
competitive and provide timely delivery of quality 
products. In many industries, heavily automated 
and capital intensive, any loss of production due 
to equipment unavailability strongly impairs the 
company profit. This new environment has forced 
managers and engineers to optimise all sectors 
involved in their organizations.

Maintenance, as a system, plays a key role in 
achieving organizational goals and objectives. It 
contributes to reducing costs, minimizing equip-
ment downtime, improving quality, increasing 
productivity, and providing reliable equipment 
that are safe and well configured to achieve timely 
delivery of  orders to costumers. In addition, a 
maintenance system plays an important role in 
minimizing equipment life cycle cost. To achieve 
the target rate of  return on investment, plant 
availability and equipment effectiveness have to be 
maximized.

Production and maintenance are fundamental 
aspects of any industrial process. To properly address 
the associated problems, an adequate accounting of 
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their interrelationships and  dependencies is required. 
Indeed, thus far,  production and maintenance have 
been managed separately, following the well known 
philosophy: “I produce, you repair”. Now, it seems 
clear that they should be integrated in order that 
both concur effectively to the global performance 
of the  productive system.

The problem of integrating production and 
maintenance may generally be approached in two 
different ways: by determining the optimal mainte-
nance policy in the production system or by  taking 
maintenance as a constraint to the production 
schedule.

A new paradigm for the joint management of 
production operations and maintenance tasks has 
been proposed recently: taking into account the 
features of both production planning and control 
and maintenance management systems, mainte-
nance operations are made part of the productive 
system. Accordingly, a planning and control model 
of “productive services” can be developed.

This needs to be effective from the early devel-
opment stages of any new product, process or 
system. Figure 2 shows a life-cycle model and pro-
vides a visual link between Reliability, Availability, 
Maintainability and Safety (RAMS) activities and 
a typical design-cycle.

When someone buys equipment or an instal-
lation he is in fact acquiring a set of reliability, 
maintainability, availability and safety character-
istics that is prior data for the effectiveness of the 
intended productive process and that can only par-
tially be modified.

From this phase on, to promote the best level 
of availability and effectiveness, quantified by the 
lowest life cycle cost of the equipments, they will 
have to be used as much as possible and so main-
tenance actions will have to be done in the periods 
with minor occupation.

Consequently, maintenance should fit pro-
duction plan, supposing that in the design phase 
maintainability conditions have been guaran-
teed, without creating constraints to the use of 
the installations. The efficiency of the installation 
will be achieved by maximizing the linkage and 
the compatibility between production and main-
tenance plans. At the same time the execution 
of eventual changes eliminate weak points and 
improves the maintainability of the systems, there-
fore diminishing the influence of the maintenance 
on production.

It is this linkage that is responsible for the 
real availability of  the component system and 
thus for the productivity of  the system. The 
 indicator LCC—Life Cycle Cost will reflect this 
 reliability and includes terms resulting from 
intrinsic  characteristics of  the equipment (the so-
called intrinsic reliability), defined in the design 

phase and includes also terms resulting from 
operation: both define equipment real reliability. 
It is not enough to have reliable equipment to get 
high indexes of  availability, since, if  equipment 
maintainability is not convenient or if  the logistic 
is not correctively adjusted, the final results will be 
strongly affected.

To obtain an increase in availability and produc-
tion effectiveness an effective relationship between 
the operators and the maintenance crew has to 
be guaranteed, to influence the minimization of 
equipment life cycle cost. This connection is possi-
ble if  information is really shared. But in almost all 
plants the basic options that have originated main-
tenance plans considered by the manufacturers are 
not known, which results in incapacity to know 
how to act. As a result, an information system to 
get that basic information has to be developed. 
This information system will have to get informa-
tion that after analysis allows the determination of 
weak points and the definition of the actions to be 
performed in order to eliminate them. However the 
effort and the time necessary to obtain this infor-
mation make this work successful only for a small 
number of cases.

On the other hand, to guarantee plant and 
equipment availability the application of RCM 
techniques, RAMS methodology, etc., are 
required. Consequently, the use of the equipment 
and installations necessarily has to go through a 
rationalizing strategy of inspections and main-
tenance tasks, based on reliable methodologies 
and tested criteria, which allows the evaluation of 
safety and availability.

The application of RAMS methodologies for 
the, joint analysis of risk, reliability, availability 
and maintainability allows supporting decisions of 
inspection and intervention to guarantee reliability 
and risk levels. The implementation of these meth-
odologies demands some accuracy in the treatment 
of the information and, overall it requires a stand-
ard normalization base that allows a common 
approach. The profits of this approach are very 
significant, both in the design phase and in the 
phase of equipment use and plant operation.

5 MAINTENANCE APPROACHES

Components and systems are designed for an oper-
ative life, during which they are expected to have a 
relatively constant failure rate. However in the ini-
tial period of life a higher rate of failure normally 
exists associated with the early failures of the com-
ponent or system. This often results from errors or 
deficiencies in the quality control process. Towards 
the end of the operational life deterioration phe-
nomena start to have their effect and the failure 
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rate tends to increase. This typical behaviour is 
shown in Figure 3 as the bath tub shape.

The planning of maintenance actions depends 
where in this curve a component is:

• Constant failure rate functions (no inspections): 
corrective maintenance

• Constant-strongly increasing failure rate func-
tions: preventive maintenance

• Moderately increasing failure rate functions 
(deterioration cal be observed before failure): 
scheduled maintenance and condition-based/ 
risk-based maintenance

Basic maintenance approaches can be clas-
sified as:

• Unplanned (corrective): this amounts to the 
replacement or repair of failed units;

• Planned (preventive):
 Scheduled: this amounts to performing 

inspections, and possibly repair, following a 
predefined schedule;

 Conditioned: this amounts to monitor the 
health of the system and to decide on repair 
actions based on the degradation level 
assessed.

5.1 Corrective maintenance

In the unplanned, corrective strategy, no mainte-
nance action is carried out until the component or 
structure breaks down. Upon failure, the associated 
repair time is typically relatively large, thus lead-
ing to large downtimes. In this approach, efforts 
are undertaken to achieve small Mean Times To 
Repair (MTTRs).

5.2 Preventive maintenance

To avoid failures at occasions that have high cost 
consequences preventive maintenance is normally 
chosen. This allows that inspections and upgrad-
ing can be planned for periods which have the 

lowest impact on production or availability of the 
systems.

Condition-based maintenance is a dynamic 
planned maintenance strategy which collects infor-
mation on the health of the system during opera-
tions and based on this, determines the preventive 
maintenance plans.

5.3 Scheduled maintenance

Managing the operation and maintenance of 
an industrial plant, a structure or infrastructure 
entails evaluating and trading off  the conflicting 
objectives of economic benefit and safe operation.

Scheduled preventive maintenance is carried out 
on a schedule derived from running time, MTBF, 
calendar time, etc. It is a time-based procedure 
of components repair or replacement. The idea 
is that wear components have a fixed number of 
cycles to failure, which is converted to an operating 
time. This approach generates maintenance tasks 
after a specific time interval which, due to safety 
reasons, can result in a too early replacement of 
components, which is unprofitable. Another rea-
son to avoid too frequent maintenance is that 
maintenance tasks can in itself  generate faults with 
serious consequences. On the other hand, too late 
replacement leads to a risk of detected and unde-
tected failures, with consequences such as produc-
tion losses and safety risks.

Various so-called periodic or scheduled mainte-
nance optimization models have been introduced 
for modelling scheduled maintenance in which 
both costs and benefits of periodic maintenance 
are quantified and an optimum compromise 
between the two is sought. Well known models are, 
for example, the so-called age and block replace-
ment models.

Certainly, the increasing need for realism in the 
model of the degradation, ageing and repair proc-
esses (imperfect repairs, limited number of repair 
teams, spare parts logistics and so on) entail a 
continuous increase of the use of simulation for 
the quantification of the models. The resulting 
simulation models can then be embedded in effi-
cient maximization tools for optimization of the 
inspection and maintenance time schedule. Here 
the concern is that of computing time since the 
simulation model must be run for every proposed 
maintenance schedule examined by the optimiza-
tion algorithm during its search for the optimum. 
In this regard, the combination of evolutionary 
optimization techniques, such as the genetic algo-
rithms, with Monte Carlo simulation has proven 
rather efficient in several example problems and 
need to be further tested in the practical field.

From the practical point of view, preventive 
maintenance is strongly advocated as a means to 

Figure 3. Bath-tub model for failure rate for typical 
component.

SAFERELNET.indb   40SAFERELNET.indb   40 10/30/2010   4:28:54 PM10/30/2010   4:28:54 PM



41

reduce failures, for safety reasons, and unplanned 
downtime, for economic reasons. In many compa-
nies, large time-based preventive maintenance pro-
grams have been set up.

5.4 Condition-Based Maintenance (CBM)

The problems in connection with scheduled pre-
ventive maintenance are to a great extent avoided 
using monitoring techniques to indicate the status 
of the components in operation, followed by con-
dition-based maintenance.

In Medicine, a clinical picture and diagnosis can 
be made with the values of some measured param-
eters related to the health condition of a human 
being. For any kind of equipment or structure it 
is also possible to have an idea about its functional 
condition from the knowledge of the evolution of 
its significant parameters.

The basic principle of the condition-based main-
tenance strategy is that equipment or components 
are inspected periodically by manual or automatic 
systems to monitor their condition and to identify 
their level of degradation. A decision is then taken 
regarding replacement or maintenance, and this is 
based upon an analysis of the monitored data.

Thus, in this approach maintenance is carried 
out when a measurable condition shows the need 
for repair or replacement. This strategy aims at 
identifying problems in equipment or structures 
at the early stage so that necessary downtime can 
be scheduled for the most convenient and inexpen-
sive time. This allows a machine or structure to 
operate as long as it is healthy: repairs or replace-
ments are only performed when needed as opposed 
to routine disassembly and servicing. This aims 
at achieving maximum availability, minimizing 
unscheduled shutdowns of production, scheduling 
maintenance actions as economically as possible.

Usually, the condition of the system concerned 
is monitored at regular intervals and once the 
reading of the monitored signal exceeds a thresh-
old level a warning is triggered and maintenance 
actions may be planned. Obviously, the monitor-
ing interval influences the operating cost and over-
all performance of the plant: a shorter interval may 
increase the cost of monitoring, whereas a longer 
one increases the risk of failure.

Some descriptive parameters of the functional 
characteristics of generic equipments that are used 
are: displacement, velocity, acceleration, viscosity, 
water content, power, vibrations, temperature and 
pressure.

When the measured values of some monitored 
parameters are shifting away from the predefined 
tolerable values, maintenance actions are taken 
or planned to restore the equipment in its normal 
functional state.

A central question for the implementation of 
this type of maintenance is the definition of the 
thresholds of reference of the monitored param-
eters for alarm and intervention.

Condition monitoring should be reliable in 
order to avoid false alarms. A decision must be 
taken every time an alarm is indicated. To ignore 
an alarm may give rise to serious consequences. 
The first option is to make further investigation 
of the alarm, without stopping the operation; 
the second option is to stop the operation for an 
overhaul of the suspected part or component. In 
the first option, a false alarm would result in extra 
cost due to the time and manpower necessary to 
make the diagnosis. The second option could result 
in greater losses, where lost production and man-
power costs occur simultaneously. The greatest 
losses will occur when ignoring the alarm.

Finally, condition based maintenance implies 
that maintenance activities be scheduled in a 
dynamic way, since the execution times of certain 
activities will be continually updated as condition 
information become available. Such scheduling is 
significantly more difficult than scheduling the 
static policies implied by block replacement and 
routine preventive maintenance.

Indeed, the dynamic scheduling of condition-
based maintenance represents a challenging task 
which requires the integrated simulation of the sys-
tem state transitions and of the monitored physical 
variables which represent the evolving components 
condition. Hence, it is important to develop reliable 
models of components degradation mechanisms.

Given the complexity of the processes underly-
ing mechanical and structural degradation and the 
ambiguous and uncertain character of the experi-
mental data available, one may have to resort to 
empirical models based on collected evidence, some 
of which may very well be of qualitative, linguistic 
nature. In this direction, soft computing techniques, 
such as neural networks and fuzzy logic, represent 
powerful tools for their capability of representing 
highly non-linear relations, of self-learning from 
data and of handling qualitative information.

Embedding these models within the simulation 
of the stochastic processes governing the system 
life could represent a significant step forward for 
the evaluation of the safety and reliability of a sys-
tem under condition-based maintenance and, thus, 
for the definition of the optimal thresholds of the 
monitored variables which determine the dynamic 
scheduling of maintenance intervention.

A condition monitoring system will be efficient 
only if  the information obtained from the equip-
ment monitoring is filed, processed and used by 
the management in the shortest interval of time, 
so that the decisions can have effectiveness and 
result in an increase of productivity or of service 
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availability. The capability of acquisition and 
handling of system and process information in 
real time is therefore a necessary condition for 
performing on condition maintenance to optimise 
the performance of the machines and to maximize 
their use and productivity.

While condition is sometimes monitored almost 
continuously and automatically, in several situa-
tions this is done only at certain discrete points in 
time, i.e. at inspections.

5.5 Risk Based Inspection (RBI) planning

Traditional inspection planning approaches takes 
basis in prescriptive rules and leaves little possibility 
to adapt the inspection effort to the actual condi-
tion of the components nor the importance of the 
component for the operation of the installation.

Risk based inspection planning takes basis in 
the formulation of acceptance criteria specifying 
the acceptable risk in relation to safety to person-
nel, environmental risk and costs consequences. 
The inspection and maintenance activities are then 
planned such that the acceptance criteria are ful-
filled throughout the service life of the considered 
engineering facility.

Inspection planning should be based on a 
rational and cost efficient decision framework for 
determining

• where to inspect
• what to inspect
• how to inspect
• when to inspect

and at the same time ensuring and documenting 
that requirements to the safety of personnel and 
environment are fulfilled.

Given that inspections reveal a state of degra-
dation, which is unacceptable, various methods 
of repairs may be implemented and the future 

performance of the engineering facility will thus 
depend on the choice of repair method as well as 
the quality of the implemented repair.

Furthermore the RBI approach readily provides 
guidance on actions to be taken depending on the 
inspection results.

The RBI approach is a condition based 
approach and provides a rational basis for adapt-
ing the inspection effort to the condition of the 
component and for prioritising inspection efforts 
in accordance with the importance of the indi-
vidual components and the different deterioration 
mechanisms.

In comparison to traditional inspection plan-
ning methods only the RBI approach

• targets inspection efforts to high risk 
components

• quantifies the effect of inspections
• include the effect of maintenance/repair after 

inspections
• documents the safety of the engineering facility.

The RBI approaches are based on Bayesian deci-
sion theory where the total expected cost-benefits are 
optimized. Figure 4 illustrates the decisions in RBI. 
The total expected benefits minus costs to design, 
inspections, maintenance, repair and  possible fail-
ure are maximized, often with a code-based con-
straint on the maximum acceptable failure rate and 
constraints related to practical conditions.

In the general case the parameters defining the 
inspection plan are

• the possible repair actions i.e. the repair decision 
rule d

• the number of inspections N in the service 
life TL

• the time intervals between inspections 
t = (t1, t2, …, tN)

• the inspection qualities q = (q1, q2, …, qN).

Figure 4. Decision tree in RBI.
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These inspection parameters are written as 
e = (N,t,q). If  the total expected costs are divided 
into inspection, repair, strengthening and fail-
ure costs and a constraint related to a maximum 
yearly (or accumulated) failure probability ΔPFPPmax 
is added, then the optimal inspection plan can be 
determined from the optimization problem

min )

s.t.    
e

)
,

) ( , ) ( , )
d T I( , )) N R( , )II EP F

F,t

C d(T ( ,, IN ( ,eIC d( e( , C d( ,eF))C d(e,e +

Δ ΔF tPF ≤ PP t TF LP  PPP t TTmax 1 2

where CT (e,d) is the total expected cost in the serv-
ice life TL, CIN is the expected inspection cost, CREP 
is the expected cost of repair and CF is the expected 
failure cost. The annual probability of failure in 
year t is ΔPF,t.

The N inspections are assumed to be performed 
at times 0 ≤ T1 ≤ T2 ≤ … ≤ TN ≤ TL. 

For example, if  the repair actions are 1) to do 
nothing, 2) to repair by welding for large cracks, 
and 3) to repair by grinding by small cracks, then 
the number of branches becomes 3N. It is noted that 
generally the total number of branches can be dif-
ferent from 3N if  the possibility of individual inspec-
tion times for each branch is taken into account.

Following the approach outlined above it is pos-
sible to determine the optimal inspection plan by 
solving the optimization problem. However, this 
can be quite complicated and time-consuming. 
Therefore it can be very helpful in practical appli-
cations to use so-called generic inspection plans. 
The idea is to pre-fabricate inspection plans for 
different joint types designed for different fatigue 
lives. Continuing with the example of a fatigue 
prone component, for given

− Type of fatigue sensitive detail—and thereby 
code-based SN-curve

− Fatigue strength measured by FDF (Fatigue 
Design Factor)

− Importance of the considered detail for the ulti-
mate capacity of the structure, measured by e.g. 
RIF (Residual Influence Factor)

− Member geometry (thickness)
− Inspection, repair and failure costs

the optimal inspection plan i.e. the inspection 
times, the inspection qualities and the repair cri-
teria, can be determined. This inspection plan is 
generic in the sense that it is representative for 
the given characteristics of the considered detail, 
i.e. SN-curve, FDF, RSR and the inspection, repair 
and failure costs.

In the design phase it is possible to decide on 
a balance between construction costs and future 
costs to inspections, maintenance and repair. In 
the operational phase only decisions related to 
inspection, maintenance and repair are possible.

6 MAINTENANCE STRATEGIES

Any industrial system of infrastructure is made up of 
various components, equipment and structures which 
have different reliability, different degradation laws 
and different impact on the cost of operation and on 
the safety of equipment, operators and public is gen-
eral. Therefore, each component or equipment needs 
to have a maintenance approach that is  appropriate 
to its characteristics and to the consequences of its 
failure. The different maintenance strategies define 
the approaches that are adopted to choose the best 
maintenance approach to each equipment or struc-
ture depending on its characteristics, the operational 
needs and the maintenance capabilities.

A maintenance strategy will define the com-
ponents of a system that will have a corrective, 
scheduled or condition based maintenance and 
will further specify the details of each of this type 
of approaches.

Maintaining the condition of machinery to fulfill 
production requirements or of structures to satisfy 
availability and serviceability requirements demands 
an efficient maintenance policy that can participate 
in the continuous enhancement of a company’s prof-
itability and competitiveness. In order to achieve an 
effective integration of relevant working areas, it is 
necessary for maintenance management to select 
the most cost-effective maintenance policies, mod-
els, performance measures, life-cycle cost and assess 
the maintenance technical and financial impacts on 
the company’s profitability and competitiveness.

The managers have to select the best mainte-
nance policy for each piece of equipment or system 
from a set of possible alternatives. When selecting 
the type of maintenance, several attributes must be 
taken into account in relation to

• the investment required,
• safety and environmental problems,
• failure costs,
• reliability of the adopted maintenance policy,
• equipment characteristics such as the Mean 

Time Between Failures (MTBF),
• maintenance action characteristics such as the 

Mean Time To Repair (MTTR).

The great number of attributes to be considered 
renders the choice of the most effective maintenance 
strategy a rather critical and complex decision task.

Two important philosophies for planning main-
tenance strategies are the Reliability Centred 
Maintenance (RCM), Total Productive Mainte-
nance (TPM).

6.1 Reliability Centred Maintenance (RCM)

A very successful systematic approach for 
 establishing maintenance programs is the so called 
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 Reliability Centred Maintenance (RCM) method. 
This method directs maintenance efforts towards 
those components and units that are critical 
from the point of view of reliability, safety and 
 production regularity. The critical components are 
identified by means of properly defined impor-
tance measures. A decision logic and specific forms 
are used to identify the worthwhile maintenance 
activities.

The primary objective of the application of a 
Reliability Centred Maintenance (RCM) process to 
a production system is to determine the combination 
of maintenance tasks which will significantly reduce 
the major contributors to unreliability and mainte-
nance cost in light of the consequences of failure.

The RCM logic process involves the manage-
ment of both scheduled and condition based pre-
ventive maintenance tasks and is performed in four 
major steps:

• Perform failure mode analysis to identify the 
critical items

• Apply the RCM decision logic to each critical 
item in order to select the optimum combination 
of scheduled and condition based preventive 
maintenance task requirements

• Implement the RCM decisions by defining 
specific maintenance tasks, requirements and 
appropriate time periods (scheduled mainte-
nance) and parameters thresholds (condition 
based maintenance) for their implementation 
and by collecting the necessary data needed for 
logistics analysis

• Apply a continuous engineering effort of using 
the recorded hardware reliability-age experience 
data to optimise the process

RCM is based on the premise that more effi-
cient life-time maintenance and logistic support 
programs can be developed using a well disciplined 
decision logic analysis process which focuses on 
the safety and production criticality of the conse-
quences of failures and the corresponding preven-
tive maintenance tasks.

RCM techniques are applied both during the 
system design and development process and after 
deployment during operation as part of a continu-
ous engineering activity.

The practical application in various industrial 
fields has proven that reliability centred mainte-
nance provides a useful cost and resource control 
methodology by maintaining the inherent reliabil-
ity of the equipment. The underlying logic process 
allows detecting design failures, to verify whether 
scheduled or condition based maintenance is 
effectively required, to establish the regularity 
(frequency or threshold setpoints) of such main-
tenance tasks and to prioritize the maintenance 
tasks. Considerable costs savings are claimed from 

the application of this approach to maintenance, 
due to optimal repair efforts, maximum safety and 
high productivity.

6.2 Total Productive Maintenance (TPM)

Total productive maintenance had its origin in 
Japan in the beginning of the 70s and since then 
has disclosed very positive results in the companies 
who have implemented it. TPM is a management 
approach to maintenance that focuses on involv-
ing all employees in the organization for the equip-
ment improvement efforts.

The approach includes the following elements:

• The aim of maximizing equipment effectiveness 
with respect to production in terms of economic 
efficiency and profitability

• The establishment of a thorough system of pro-
ductive maintenance for an equipment’s com-
plete life cycle

• The implementation of productive maintenance 
by all relevant departments in the company 
(designers, production and maintenance);

• The involvement of all company employees 
from top management to shop floor workers in 
the implementation of productive maintenance

• The promotion of productive maintenance 
through autonomous small group activities

TPM is based on the concept of “autono-
mous maintenance”, the part of the maintenance 
task carried out by the equipment operators who 
assume a basic role in the prevention of its deterio-
ration. In this perspective, the fulfilment of a series 
of tasks is sent to the production division where 
operator’s knowledge about equipment condi-
tions can be of great effectiveness. Operators must 
assure various tasks to support the aim of equip-
ment effectiveness for production:

• Prevention of deteriorations:
 Correct operation;
 Preparation of basic conditions (cleaning, 

lubrification);
 Adjustments and calibration

• Measurement of deteriorations:
 Daily inspection;
 Some periodic inspections;

• Restoring functional conditions:
 Small maintenance works (minor components 

change outs);
 Fast communication of faults/breaks or any 

anomalies of functioning;
 Help to counteract at unexpected repairs.

To obtain an increase in availability and produc-
tion effectiveness an effective relationship between 
the operators and the maintenance crew has to 
be guaranteed, to influence the minimization of 
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 equipment life cycle cost. This connection is  possible 
if information is really shared. But in almost all 
plants the basic options that have originated main-
tenance plans considered by the manufacturers are 
not known, which results in incapacity to know how 
to act. As a result, an information system to get that 
basic information has to be developed. This infor-
mation system will have to get information that after 
analysis allows the determination of weak points 
and the definition of the actions to be performed in 
order to eliminate them. However the effort and the 
time necessary to obtain this information make this 
work successful only for a small number of cases.

In TPM, whenever equipment performs at 
a level less than required, the performance loss 
is recorded and monitored. These losses can be 
grouped into six categories:

• Equipment failures (breakdowns)
• Setup and adjustment downtime
• Idling and minor stoppages
• Reduced speed
• Process defects
• Reduced yield

Improving equipment effectiveness requires that 
the above losses be measured. The preceding six 
losses affect equipment availability, efficiency, and 
the quality of the products as follows:

• Equipment availability is affected by setup and 
adjustments and equipment failures.

• Equipment efficiency is affected by idling and 
minor stoppages and reduced speed.

• Reduced yield and process defects affect product 
quality.

The ultimate goal of TPM with respect to equip-
ment performance is to increase its effectiveness to 
its highest potential and to maintain it at that level. 
This can be achieved by understanding the preced-
ing losses and devising means for eliminating them.

Overall Equipment Effectiveness (OEE), defined 
as the product of availability, cycle time, and  quality 
rate, is the key TPM performance measure.

OEE =  Availability × Performance efficiency 
× Quality rate

where

Availability =  (Loading time − Downtime)/
Loading time

where loading time is the available time minus the 
planned downtime, i.e. the downtime officially 
scheduled in the production plan for scheduled 
maintenance and management activities.

Performance efficiency =  (Theoretical cycle time 
× Amount processed)/ 
Operating time

Quality rate =  (Amount processed − Defective 
amount)/Amount processed.

From the above two philosophies of  mainte-
nance management it can be concluded that in 
practice, a policy of  Reliability Centred Main-
tenance integrated within a frame of Total 
 Productive Maintenance can allow achieving the 
best results with respect to production efficiency 
and safety.

Following this view, a new integrated approach 
called Effectiveness-Centred Maintenance (ECM) 
is gaining popularity. This approach identifies 
equipment failure modes that can defeat system 
functions, prioritizes the importance of these 
modes, and makes extensive use of statistical and 
mathematical techniques to assess the associ-
ated maintainability. It encompasses the concepts 
of total quality maintenance and performance 
improvement and measurement, thus absorbing 
key features of TPM. ECM attempts to incorpo-
rate the RCM logic analysis to support a TPM 
strategy aimed at improving the system availability 
and optimizing the maintenance workload.

7 MAINTENANCE SCHEDULING

Maintenance Planning is the process by which all 
the elements required to perform a task are deter-
mined and prepared prior to starting the job.

An effective planning procedure should include 
the following steps:

• Determine the job content.
• Develop a work plan (the sequence of activities 

in the job, and the methods and procedures to 
accomplish the job).

• Establish crew size for the job.
• Plan parts and materials.
• Check if special equipment and tools are needed.
• Assign workers with the appropriate skills.
• Review safety procedures.
• Set priorities for all maintenance work.
• Assign cost accounts.

Maintenance resource planning and task sched-
uling models can be classified in accordance to their 
function and time frame as Figure 4 shows. The 
long and medium term models address maintenance 
capacity planning and spare parts provisioning for 
maintenance. The short term planning models focus 
on resource allocation monitoring and control.

More specifically, the long term planning 
models focus on the allocation of resources and 
 scheduling units for planned maintenance. Medium 
range planning models are used to schedule large 
maintenance jobs or shut down maintenance. 
Heuristic rules are used for short term mainte-
nance planning.
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The general maintenance capacity planning 
aims at determining the optimal level of resources 
(workers, skills, spare parts, equipment and tools) 
required to meet the forecasted maintenance load. 
This is a model of great complexity that requires 
decomposition in several subproblems.

However, many of the available models have not 
been widely used in industry mainly for the follow-
ing reasons:

• Unavailability of data.
• Lack of awareness about these models.
• Some of these models have restrictive assump-

tions which render them impractical.

At the moment, collection and treatment of 
maintenance data is an essential task.

A reliable scheduled must take into considera-
tion the following:

• A job priority ranking that reflects the urgency 
and the criticality of the job.

• Whether all the materials needed for the work 
order are in the plant.

• The production master schedule and close coor-
dination with operation.

• Flexibility in the schedule.

8 MAINTENANCE MODELING 
AND OPTIMISATION

Any approach for identifying the optimal mainte-
nance strategy for the components of a production 

system must take into account production goals, 
safety, health and environment objectives, main-
tenance costs and penalties for lost production. 
Thus, maintenance must be optimized with respect 
to multiple objectives and this necessarily requires 
expertise from various fields, e.g. decision theory, 
risk analysis and reliability, maintenance, produc-
tion and economic modelling.

In theory, maintenance management, facing 
these problems, could have benefited from the 
advent of a maintenance optimization. This area 
was founded in the early sixties by researchers like 
Barlow and Proschan. Well-known models origi-
nating from this period are the so-called age and 
the block replacement models.

Basically, a maintenance optimization model is a 
mathematical model in which both costs and bene-
fits of maintenance are quantified and in which an 
optimal balance between both is obtained.

With low level of Preventive Maintenance 
(PM) effort the PM cost is low but the expected 
 Corrective Maintenance (CM) cost is high. As the 
PM effort is increased, the CM cost decreases and 
the PM effort increases as shown in figure below. 
Also shown in the figure is the total (PM + CM) 
cost. This cost decreases initially and then increases 
with increasing PM effort. This implies that there 
is an optimum level of PM effort to minimize the 
total maintenance cost. Minimization of some 
measure of cost (e.g. total cost, cost per unit of 
time) is one approach to determining the optimal 
maintenance policy.

Figure 5. Classification of maintenance resource planning and task programming.
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Other measures can be used for determining the 
optimal maintenance actions. These can be either

• operational-based (e.g. availability, reliability).
• a combination involving both operational and 

cost issues.

The direct costs of maintenance (which are 
viewed as part of maintenance budget) are as 
follows:

• Cost of manpower
• Cost of material and spares
• Cost of tools and equipment needed for carry-

ing out maintenance actions
• Overhead cost

In addition, many other costs are affected either 
directly or indirectly by maintenance (or, more pre-
cisely, by lack of an effective maintenance policy). 
The costs involved depend on the nature of the 
business. In the case of a manufacturing operation, 
some of these costs are as follows:

• Equipment-related
 Accelerated wear because of poor maintenance
 Excessive spare parts inventory
 Unnecessary equipment redundancy
 Excessive energy consumption

• Production-related
 Rework
 Excessive crap and material losses
 Idle operator due to breakdowns
 Delays in fulfilling orders

• Product-related
 Quality and reliability issues
 Dissatisfied customers.

The growing importance of maintenance has 
generated an increasing interest in the development 

and implementation of preventive maintenance 
models for deteriorating systems. A classification 
scheme amenable to current theoretical develop-
ments considers:

a. Inspection models
b. Minimal repair models
c. Shock models
d. Condition-based models
e. Miscellaneous

8.1 Inspection models

It is not always possible to continuously observe 
the physical condition of a system. However, it 
might be possible to inspect the status of a system. 
For a system subject to random failure, losses due 
to downtime can be reduced by making frequent 
inspections or checks. On the other hand, the cost 
of these inspections is added to the operating cost 
of the system.

Inspection models assume that the state of the 
system is unknown unless an inspection is per-
formed. Every inspection is normally assumed to 
be perfect in the sense that it reveals the true state 
of the system without error.

In the absence of repair or replacement actions, 
the system evolves as a nondecreasing stochas-
tic process. The decision space of a maintenance 
inspection problem is two dimensional in that it 
addresses the following two questions:

• what maintenance action to take on the compo-
nent (replaced, repaired to a certain state or left 
as is);

• when to perform the next inspection.

The basic inspection model is the pure inspec-
tion model for age replacement. No preventive 
maintenance is assumed and the system is replaced 
only at failure. Basic assumptions are:

• system failure is known only through inspection
• inspections do not degrade the system
• the system cannot fail during inspection
• each inspections costs ci
• downtime cost due to an undetected failure is cd

The total cost per inspection cycle is given by

C(t,x) = cin + c2(xn – t)

where t is the time to failure, x = (x1, x2, …) is the 
sequence of inspection times and n is such that 
xn−1 < t ≤ xn.

Usually, the optimal inspection policy x* is the 
one that minimizes E[C(T,x)] where T, the system 
failure time, is a nonnegative random variable.

A different approach assumes that at inspection 
the system may be found in several intermediate 

Figure 6. Trade-off  between preventive and corrective 
maintenance.
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states of deterioration 0, 1, … L. If  the system 
is in state L, the failed state, it is immediately 
replaced at a higher cost than if  it were replaced 
before failure. The replacement cost when the 
system is in one of the other states can be taken 
as a constant or as increasing with deterioration 
states.  State- dependent maintenance policies can 
be determined to minimize the long-run expected 
cost per unit time.

Inspection models can also account for non-
negligible duration of inspections, repairs and 
replacements.

Another widely used approach in modeling 
inspection is that of the delay time concept. In its 
simplest form, the delay time concept divides the 
failure process of a component into two stages 
where the first stage is a fault initiating and the 
 second is the stage where this fault leads to a 
failure if  unattended. The second stage is usually 
called the delay time. The delay time of a fault is 
the time lapse from when a damaged system could 
first be noticed until the time when its replacement 
can be delayed no longer because of unacceptable 
consequences. If  an inspection is carried out dur-
ing the delay time, the fault is likely to be identified 
(perfect and imperfect inspections can occur) and 
the potential failure prevented.

Since the periods of  both stages are random 
variables, the major task in the study is to esti-
mate the distributions which govern the initial 
time and the delay time. Often Weibull distribu-
tions are considered for both stages. The param-
eters of  the distributions are estimated by the 
Maximum Likelihood method on the basis of 
the available data which typically consist in the 
monitoring times, in correspondence of  some of 
which faults have been identified, the scheduled 
maintenance times, in correspondence of  some 
of  which the faulty machines are replaced, the 
failure times.

Another approach amounts to considering the 
residual life of the component conditional on the 
system operating history up to the current time t. 
The model of the residual life accounts not only for 
the age of the system but also for condition related 
variables: in this sense this approach represents an 
extension of age-based replacement.

Inspections can also pose a hazard to the system 
being inspected. A model can then assume that 
each inspection either causes immediate failure or 
else increases the failure rate.

A more sophisticated age-dependent model 
accounts for the fact that the aging process of a 
system is conditioned by the different kinds of 
environmental and operational mechanisms that 
affect it along the chronological time and that 
maintenance reduces the age of the component 
with a certain efficiency.

For the first aspect, the age of  a component 
under normal working conditions coincides with 
the chronological time elapsed. However, if  the 
component undergoes adverse working condi-
tions, its age evolves faster than chronological 
time. An accelerated life model is appropriate 
for including the environmental and operational 
conditions effects on the component age into 
a lifetime model. A vector of  covariates, called 
“explanatory variables”, is introduced whose 
effect consists in modifying the survival time of  a 
component by accelerating its age with respect to 
the baseline case.

For the effectiveness of maintenance in reducing 
the component’s age it can be assumed that each 
maintenance reduces proportionally, in a factor 
of ε, the time elapsed from the previous mainte-
nance. Then, after the m-th maintenance at time tm, 
the component age is given by

Wm = (1 − ε)tm

Another possibility is to assume that mainte-
nance reduces proportionally the age of the com-
ponent immediately before it enters maintenance. 
After the m-th maintenance, the component’s age 
is given by:

wm
k

m
k

m k m k
=

−
+∑

0

1
1

1( )1 ( )t tm k m k−k m − 1

8.2 Minimal repair models

If  a repair or replacement of a failed component 
restores function to the entire system but the 
proneness (failure rate) of system failure remains 
as it was just before failure, then the repair is 
called “minimal repair”. Since the failure rate of 
most complex systems increases with age, it would 
become increasingly expensive to maintain opera-
tion by minimal repairs. The question is, then, when 
is it optimal to replace the entire system instead of 
performing minimal repair?

The original objective of  a basic minimal 
repair model is that of  finding the replacement 
age t* which minimizes the long-run expected 
cost per unit time of  replacements and minimal 
repairs. Failures that occur before t* are han-
dled by minimal repair and then the system is 
replaced with an identical one at time t*. This 
approach is typically referred to as “fixed-time 
replacement”.

Minimal repair models generally assume that:

• the system’s failure rate function is increasing
• minimal repairs do not affect the failure rate of 

the system
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• the cost of minimal repair cm is less than the cost 
of replacing the entire system cr

• system failures are immediately detected

For a given replacement age t, the long-run 
expected cost per unit time is given by

C c N c
t

m rN c( )t ( )tt=

where N(t) represents the expected number of fail-
ures (minimal repairs) during the period (0,t).

A variation to the basic models includes the 
possibility that the minimal repair cost cm is a ran-
dom variable. At failure, if  the random minimal 
repair cost is greater than a fixed percentage of the 
replacement cost then the system is replaced, else, 
minimal repair is performed. The percentage value 
is assumed to be selected by the decision maker 
according to experience.

Another variation assumes that the minimal 
repair cost cm is not fixed, but rather, it depends on 
the number of minimal repairs the system has suf-
fered since the last replacement epoch. The mini-
mal repair cost for the kth failure is then written 
as cm = a + bk and the objective is again to find 
t* that minimizes the total expected cost of repair 
and replacement over a fixed horizon and the long-
run expected cost per unit time.

The model can also be extended to assume that 
the minimal repair cost, rather than being depend-
ent on the number of minimal repairs, is dependent 
on the age of the system. Thus, cm is considered a 
continuous nondecreasing function of the age.

A more detailed model introduces also a mini-
mal repair age tm such that if  failure occurs before 
tm, then minimal repair occurs. As before, if  the 
system is operating at age-replacement t*, then 
replacement occurs at this time. If  failure occurs 
between tm and t*, then different modeling assump-
tions can be considered:
a. the system is not repaired and remains failed 

until age-replacement t*;
b. the failed system is immediately replaced by a 

spare system;
c. the failed system is immediately replaced by a 

new one.

The “counting replacement policy” modifies 
entirely the concept of age replacement under 
minimal repair, is that according to which replace-
ment does not occur after a fixed age t* but after a 
number of failures and minimal repairs.

It is obviously possible to consider a combination 
of the fixed-time and counting replacement policy.

Another way of distinguishing between mini-
mal repair and replacement is that of considering 
two different types of failures. A type-1 failure is 
 corrected with minimal repair, while a type-2 failure 

necessitates replacement. The system is replaced at 
the kth type-1 failure or at the first type-2 failure, 
whichever occurs first.

8.3 Shock models

In general, the main assumptions behind mainte-
nance shock models are the following:

• The system is subject to shocks randomly occur-
ring in time

• Each shock causes a random amount of 
damage

• Damage accumulates additively until replace-
ment or failure

• The time between shocks and the damage caused 
by a shock are random variables whose distribu-
tion functions FX(t) and GX(t) may depend on the 
accumulated damage at time t, X(t)

• At failure the system is replaced by an identical 
new system at a cost cr(Δ) where Δ denotes the 
state of failure

• The system can be replaced before failure at a 
cost c(x) ≤ c(Δ), x being the damage level at the 
time of replacement. The replacement cost func-
tion is assumed to be a nondecreasing function 
of the accumulated damage.

• Replacements take a negligible amount of time.

In this model, if  the accumulated damage at time 
t- is x and a shock of magnitude y occurs at t, then 
the probability of failure is a function of x + y.

Since damaged systems are replaced by new 
systems with identical properties, the deterioration 
behaviour repeats infinitely many cycles.

The optimal policy resulting from this model is 
a control-limit policy such that replacement occurs 
when the accumulated damage exceeds a critical 
level α or at failure, whichever occurs first.

The simplest models assume that shocks occur 
according to a Poisson process, that the damages 
caused by shocks are iid exponential random vari-
ables and that the replacement cost before failure, 
c(x) = c, and after failure, cr(Δ) = c + k, are con-
stants independent of the damage level at the time 
of replacement.

Variations to this basic model include:

• The amount of damage x caused by each shock 
is not restricted to be exponentially distributed;

• The replacement cost before failure is a nonde-
creasing function of the accumulated damage, 
with upper bound cr;

• Replacement costs before and at failure are ran-
dom failures dependent on the history if  the sys-
tem up to time t;

• The time between shocks is a random vari-
able dependent on the deterioration level (semi-
Markov process).
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• The amount of damage caused by a shock is a 
random variable that depends on the cumulative 
damage

• Deterioration occurs continuously as well as 
induced by shocks at discrete points in time.

• Cumulative damage my decrease between 
shocks

• Different maintenance actions can be carried out 
at the various deterioration levels; each mainte-
nance action decreases the deterioration level

• Complete repair or repair to a less damaged 
state with different costs of repair

• Shocks not only cause additive damage but also 
increase the operating cost per unit time.

8.4 Condition-based models

As mentioned before, the possibility of monitor-
ing the system state, continuously for operating 
systems or by tests and inspections for stand-by 
safety systems, allows a more dynamic preven-
tive maintenance practice, called Condition-Based 
Maintenance (CBM), in which the decision of 
maintaining the system is taken on the basis of the 
observed condition of the system. This, in princi-
ple, allows to save resources by preventively main-
taining the system only when necessary. In many 
practical instances, this approach proved more 
effective than the previous large preventive main-
tenance programs.

Analytical results for single-component dete-
riorating systems have been established under sim-
plifying assumptions. Markov and semi-Markov 
models have been the preferred approach in mod-
eling CBM but other approaches, like counting 
processes have also been proposed. The majority 
of the models appeared in the literature assume that 
the system’s degradation level can only be known 
through periodic inspection as typical in safety 
systems such as those employed in nuclear plants 
considers the case in which the system is continu-
ously monitored. Another common assumption 
is to consider that repairs/replacements always 
restore the system to a ‘good-as-new’ condition, 
which, in practice, may not be very realistic.

The dynamic CBM policies for  single- 
component systems whose condition can only 
be known through inspection are all based on 
control-limit rules which define when to repair/
replace a component and when to schedule the 
next inspection.

For the continuously inspected systems, the two-
level policies from the Inventory Theory have been 
adapted to the CBM problem of degrading sys-
tems. Semi-Markov processes are also considered; 
a death process is proposed for a unit subject to 
corrosion and a Markov chain is used for modeling 
fatigue crack growth.

A common feature of the models discussed is 
that the state of the system is described as a state 
of a Markov process and then the analysis pro-
ceeds to finding analytically the probabilities of 
the various states. However, if  the system is made 
of several multi-state components the analysis 
becomes excessively complicated. Simulation tools 
are hence needed when treating more complex 
systems investigating two-component deteriorat-
ing systems using simulation. Their maintenance 
model takes into consideration economic depend-
ence between components and again the state of 
the system is only known through periodic inspec-
tions. It was developed a stochastic degradation 
model for repairable multi-component systems 
and embedded its simulation within a maintenance 
optimization scheme. The condition of each com-
ponent is known continuously. The novelty of the 
model stems from the fact that the component’s 
failure can occur not only because of excessive 
degradation which leads to a critical state of the 
system, but also because of random shocks which 
suddenly fail the system and whose occurrence 
probability is degradation-dependent. While in 
some cases the system degradation level depends 
on the combination of many mechanisms and 
can only be known through inspection, there are 
other mechanisms such as fatigue and corrosion of 
structures in which deterministic laws are known 
and the uncertainty is on the value of the param-
eters that govern those laws.

Regarding the deterioration models themselves, 
several examples, all of deterministic nature, from 
the civil engineering field. It is used a model in 
which the degradation level increases randomly 
according to an exponential distribution.

8.5 Miscellaneous replacement models

Several other models have been proposed which do 
not fit properly in any of the previous classes.

A first model considers:

• A system which can be observed continuously 
and failure detected immediately.

• At failure, no minimal repair can be performed 
but only replacement

• Preventive replacement at a lower cost can be 
done based on a fixed age replacement policy

Modifications of  this fixed age replacement 
model account for the availability of  a given 
number of  spare systems, or sequential replace-
ment in which the system is operated until  failure 
and then replaced by a spare, different system 
which is operated until failure etc., with the spare 
systems in storage deteriorating less than the one in 
operation, or that the spare systems are not imme-
diately available and there is a  random amount of 
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delivery time, or that degradation is only partially 
observed, or that it is indirectly revealed through 
some  variables such as the number of  units 
produced.

Other models consider intermittently operat-
ing systems, rather common in manufacturing, 
which are used part of the time and inactive the 
rest of the time. In this case, age is considered as 
the operation time rather than the calendar time 
and the system obviously deteriorates only during 
the operating periods. One can then typically try to 
take advantage of the inactive periods to perform 
maintenance on the system, so that replacement 
is scheduled at the first inactive period after the 
replacement age has been reached.

8.6 Maintenance optimization

Any approach for identifying the optimal mainte-
nance strategy for the components of a production 
system must take into account production goals, 
safety, health and environment objectives, main-
tenance costs and penalties for lost production. 
Thus, maintenance must be optimized with respect 
to multiple objectives and this necessarily requires 
expertise from various fields, e.g. decision theory, 
risk analysis and reliability, maintenance, produc-
tion and economic modeling.

Overall, the optimization maintenance area has 
seen a flourishing effort through the years from 
researchers in the fields of operations research, 
management science, reliability engineering. Clas-
sical analytical or semi-analytical optimization 
approaches, such as those based on the gradient 
descent methods, have been propounded. However, 
in general these methods suffer severe limitations 
and can be applied only to simple systems with few 
components; moreover, they are essentially unable 
to handle real logistic models. The optimization 
task under the conflicting issues of safety and eco-
nomics is more efficiently faced by means of linear 
or nonlinear, purely numerical methods, but also 
in this case the system logistics must often be so 
simplified as to render unrealistic the solutions 
thereby obtained.

The intrinsic weakness of the above approaches 
naturally orients the research efforts towards the 
Monte Carlo simulation. Indeed, the Monte Carlo 
approach seems the only viable attempt to deal with 
real systems, operated under real logistic strategies. 
However, every coin has its reverse side: the weak 
point of the Monte Carlo approach for realistic 
modelling is the computing time. In order to keep 
the computing time reasonable only few values for 
each control variable of the optimization problem 
can be tested, thus not allowing an exhaustive span 
of the whole search space and most probably lead-
ing only to local optima.

In order to tackle this problem, new approaches 
to finding optimal maintenance and repair strat-
egies have been introduced, based upon the 
embedding of a Monte Carlo evaluation of sys-
tem operation (MC) within Genetic Algorithms-
maximization procedures (GA). These latter are 
numerical search tools, which function according 
to procedures that resemble the principles of  natu-
ral selection and genetics. Because of their flexibil-
ity, ease of  operation, minimal requirements and 
global perspective, GAs have been successfully 
used in a wide variety of  problems in several areas 
of  engineering and life science. In recent years an 
increasing number of GAs applications to single-
objective optimizations have been observed in the 
field of reliability, maintainability and availability 
analysis. In these applications, the  performance of 
any candidate system design solution is measured 
through the value of a single objective function, 
called fitness, constituted by a weighed combina-
tion of some of the targets and some constraints 
are imposed on the alternative solutions so as 
to satisfy other targets and requirements. This 
approach, however, introduces a strong arbi-
trariness in the definition of the weights and 
constraints levels consequent to the subjective 
homogenization of the several, physically different 
targets of  the optimization, usually all translated 
in monetary terms.

A more informative approach is one which con-
siders all individual targets separately, aiming at 
identifying a set of solutions better than others 
with respect to all targets, but ‘comparatively good’ 
among themselves. Each member of this set is bet-
ter or equal to the others of the set with respect to 
some, but not all, of the targets. The set thereby 
identified provides a spectrum of ‘good’ solutions 
which the decision maker can subjectively handle 
according to which targets he believes to be more 
or less important. For example, between two solu-
tions a decision maker could prefer the one with 
highest reliability although obtained at higher costs 
or vice versa he might privilege low costs, thus giv-
ing up some reliability.

9 CONCLUSIONS

This paper has presented the framework for main-
tenance planning, having the view that this process 
should start at the design stage.

The objective has been to describe the estab-
lished approaches and it was decided that no refer-
ence list would be included as a comprehensive list 
would be too long and detract from the objectives 
of this paper.

It has been established that maintenance plan-
ning needs to be mad eon a probabilistic context 
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in which uncertainties are properly considered and 
accounted for.

The strategic planning, done at the design stage, 
typically minimizes the total life cycle cost, due 
account give for the expected maintenance and 
repair costs, described by probabilistic models.

Maintenance approaches and strategies need to 
be applied to the plants and systems in order to be 
able to plan the management actions, which in the 
operational phase needs scheduling methods.

Many models for maintenance modeling and 
optimization are available and it is essential that 
care is give to understand the assumptions that 
each one incorporates to determine their limits of 
applicability.
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ABSTRACT: This document describes the theoretical framework for, and methods to plan and carry 
out, the cost optimal assessment of existing structures, consistent with the available information and such 
that any specified requirement for the safety of the facility or structure is achieved. A general approach 
for all types of assessment problems is given. This approach is extended by a detailed description for 
the assessment of existing structures. A table of codes and standards demonstrates the current state of 
standardization in this area for several industrial sectors and indicates the remaining gaps within this con-
text. The framework presented here addresses the needs of engineers, managers, and owners when under-
taking specific reassessments, to achieve an acceptable level of safety without disproportionate cost.

as general as possible so as to be applicable in every 
industrial sector for every reassessment problem.

The guideline presented here should help engi-
neers, managers, and owners to undertake their 
assessment of existing structures. Of course, the 
specific knowledge about the particular object 
being assessed and numerical and experimental 
assessment methods are indispensable.

The aspects covered here are not exhaustive and 
may be modified or complemented according to the 
specific requirements. Nevertheless, together with 
the methods described in other framework docu-
ments, they form a sound basis to establish a gen-
eral code or standard for the assessment of existing 
structures, systems, processes, and products.

Section 2 presents a general approach for an 
assessment, whereas Section 3 is focused especially 
on the assessment of existing structures (i.e., build-
ings, bridges, tunnels, pipelines, industry facilities). 
Furthermore, a list of codes and standards is pre-
sented in Section 4. An overview of  experimental 
and numerical assessment methods is given in 
Section 5, target safety levels are discussed in 
 Section 6, and the cost-benefit analysis is described 
in Section 7.

2 GENERAL APPROACH 
FOR AN ASSESSMENT

Systems, processes, products, and structures are 
planned, designed, constructed, and operated. 

1 INTRODUCTION

As existing facilities or structures are modified, 
as engineering knowledge advances and as the 
requirements to extend life increase, industries 
must demonstrate that operations can continue 
safely and economically. There is a general rec-
ognition across all industrial sectors that this 
reassessment process is different from the design 
process. As a minimum, the known conditions and 
specific functional requirements of existing facili-
ties or structures need to be taken into account 
(with design ‘uncertainty factors’ removed where 
site-specific parameters are available from as-built 
information and inspections).

Nowadays, many very specific rules and guide-
lines for certain problems in certain industrial 
sectors are available. However, most of them are 
neither general enough to use them in another 
context like a different industrial sector, nor do 
they reflect the complete state-of-the-art. Due to 
an increasing number of ageing structures, facili-
ties, systems, and industrial plants, there is a high 
potential to save a substantial amount of money 
with a more comprehensive approach.

This document tries to close this gap by pre-
senting the best practice of several industrial sec-
tors and the current theoretical state-of-the-art in 
one framework for the cost optimal assessment of 
existing structures consistent with the available 
information and such that any requirement for the 
safety of the facility or structure is achieved. It is 

SAFERELNET.indb   53SAFERELNET.indb   53 10/30/2010   4:28:57 PM10/30/2010   4:28:57 PM



54

They are subject to a number of requirements, 
specifications, and assumptions. Requirements are 
typically specified with respect to:

a. Purpose or use,
b. Safety for users or workforce and the 

environment,
c. Reliability in fulfilling its purpose or use,
d. Service life, and
e. Durability, subject to normal maintenance.

These requirements, directly or indirectly, pro-
vide all the required information to design a sys-
tem, process, product, or structure. In some cases 
the type of material and the main geometrical fea-
tures are specified, however, in most cases the opti-
mal choice of these can be derived directly from 
the requirements listed above. Generally, the design 
follows the relevant codes for design and execution 
including specifications regarding the performance 
of materials, testing, and quality control.

If  an object is designed and constructed in this 
way, it can be assumed that it is efficient and fulfils 
the given requirements. However, this statement is 
strictly subject to the condition that all assump-
tions underlying the codes and applied specifi-
cations are fulfilled throughout the anticipated 
service life. Therefore, if  there is any doubt con-
cerning the fulfilment of either the given require-
ments for operating an object or the assumptions 
underlying the design, a reassessment of the struc-
ture is recommended.

Independent from the type of assessment and 
the kind of object, every assessment consists of 
three main steps, as shown in Figure 1:

1. Triggering and Preliminary Investigation: 
Includes the reason to start the assessment 
process. Fundamentally, the need for an assess-
ment is based on a change in the requirements 
for the use of the structure or a doubt as to the 
validity of the assumptions forming the basis 
for the design. Furthermore, a collection and 

first review of data from available documents 
and monitoring is required. If  necessary, simple 
measurements can be arranged.

2. In-depth Investigation and Assessment: This is 
the main step of the assessment process, which 
involves a combination of numerical assess-
ment, experimental assessment, measurements, 
and inspections to increase the knowledge 
about the object. To balance cost and benefits, 
the process should be organized in steps from 
coarse assumptions to more exact assumptions, 
from little effort to significant effort, with the 
simpler approaches being exhausted before 
more complex and expensive steps are taken.

3. Conclusion and Consequences: In this step the 
best solution for the assessed object based on 
the results of the second step have to be iden-
tified considering all cost-benefit aspects (e.g., 
economic, ecological, social, and individual 
aspects). This can be confirmation of safe 
operation in the current state or in conjunction 
with further steps such as strengthening, repair, 
change in use and so forth, and in other cases 
demolition and/or alternative facilities may be 
the recommended solution.

Within each step, various decisions are nec-
essary, which can result in a complex decision-
making process. To avoid subjective decisions, 
a cost-benefit analysis is recommended, tagging 
each future event with all advantages and disad-
vantages in monetary units. These cost-benefit 
relations should be considered in each step and can 
be reused and updated within the assessment proc-
ess. The quality and success depend on the current 
state-of-the-art (codes, standards, etc.), the indi-
vidual expertise, and experience of the assessor.

Furthermore, some additional aspects should be 
considered:

• The process of collecting information, updat-
ing understanding of the object’s perform-
ance through analysis, and devising repair and 
strengthening measures, is a decision process 
which aims to identify the most effective investi-
gations and modifications required to satisfy the 
new requirements for the use of the object and 
to remove any doubts with regard to its condi-
tion and future performance. It is important that 
this process is optimized, considering the total 
service life costs of the object by integrating the 
cost-benefit analysis.

• Responsibilities: The owner is responsible for 
the object and has to initiate the assessment. It 
is recommended that the expertise and experi-
ence of engineers are engaged for certain tasks. 
Hence, the responsibilities are distributed 
between the engineers and the client or owner. 
In general, the engineers have to advise and 

Triggering & Preliminary Investigation

In-depth Investigation & Assessment

Conclusion & Consequences

Cost-Benefit Aspects

Expertise Experience State-of-the-art

Figure 1. General approach in assessment.
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explain the  preferred solutions, but the client 
makes the decision in collaboration with the 
relevant authority. Only if  the decision is not in 
accord with common societal and safety rules, 
the engineer is allowed to assume higher author-
ity. Rapid decisions by the engineer to ensure 
safety aspects are not compromised may also be 
justifiable.

• Reporting results: At each stage when a decision 
has been made, results have to be summarized in 
a report for the owner. In particular, the report 
contains all necessary information on the safety 
and conclusions with recommendations for the 
next decision-making step. Additionally, a final 
report summarizes the main results of the assess-
ment. The results should be stored in a database 
to inform other projects. The sub-step reports 
and final report should include the main parts: 
Title page;Name of engineer and company; Syn-
opsis and keywords; Table of contents; Scope of 
assessment; Description of the structure/object; 
Investigation; Analysis; Verification; Discussion 
of evidence; Review of intervention options 
(inc cost-benefit); Conclusions and recommen-
dations; Reference documents and literature; 
Annexes.

• Reuse of results: Since for many objects each 
design is re-design, the reuse of results can avoid 
double work and consequently save money. 
There is a considerable advantage if  many simi-
lar kinds of objects having similar environmen-
tal conditions and exposure levels (e.g., offshore 
structures, standardized bridges, pipelines) are 
present. The benefits can almost be multiplied 
by the number of objects, while the costs for the 
assessment are lower for further objects. World-
wide, Europe-wide, or company-wide databases 
should be used to save and recall the data. 
The level of access should be restricted due to 
the presence of sensitive data. Furthermore, the 
results of an assessment of an object should not 
be restricted to the assessment itself. The results 
are also useful to update the maintenance plan 
of the current, similar, or new objects.

3 FRAMEWORK FOR THE ASSESSMENT 
OF STRUCTURES

Nowadays, many industrial sectors have estab-
lished their own strategy for the assessment and 
life extension of existing facilities and structures. 
A common approach is a step-by-step assessment 
from basic visual inspection to a detailed struc-
tural reliability analysis. Each industrial sector has 
developed its own concept for assessment. The 
most advanced and common codes are ISO2394 
(1998), and ISO13822 (2001).

The flow chart, shown in Figure 2, summarises 
the best practice of all industrial sectors to one 
framework for the assessment of existing struc-
tures and facilities, applicable to all structures of 
all industrial sectors. Additionally, special stand-
ards and codes should be established to reflect the 
special requirements of each industrial sector at 
the specific assessment stage. ISO19902 (2004) and 
underpinning American Petroleum Institute rec-
ommended practices provide such an example for 
offshore structures under extreme environmental 
loading. However, all general principles from Sec-
tion 2 have to be taken into account.

Explanation of specific assessment steps in 
Figure 2:

a. Assessment initiator: An assessment initiator, 
also called trigger, is the reason to activate the 
assessment procedure. Fundamentally, the need 
for an assessment is based on a change in the 
requirements for the use of the structure or a 
doubt regarding the validity of the assumptions 
forming the original basis for the design.

b. Review system, actions, and condition: The cur-
rent system, actions, and condition have to be 
compared with the original design performance 
(or previous assessment of this or other similar 
objects, where applicable). The information is 
available from original design data, construction 
data, history data (e.g., monitoring data, special 
events), analyses, and simple visual inspection 
and measurements (e.g., size of components). 
Code revisions since the design should be con-
sidered. Assessment records and a database of 
similar assessments should also be examined, 
where relevant/available.

c. Trigger confirmed or Assessment required? In 
the case where the preliminary investigations 
show that a full assessment is not necessary, 
the procedure can be stopped, for example, if  
doubts are not confirmed or the knowledge 
from a similar object can be used.

d. Refine system, actions, and resistances: If  new 
information from the first review (b) is available, 
the assumptions of actions, resistances, model, 
and system have to be revised. In advanced levels 
of numerical assessment, it is possible to refine 
these assumptions by increased knowledge from 
experimental assessments (g) (e.g., measured 
thicknesses or yield stress tests).

e. Refine uncertainties or target safety levels: 
In the first level of calculation, L0, the latest 
common codes and standards shall be used to 
determine the uncertainties of exposure and 
resistance as well as the target safety level. Very 
often these codes use a partial safety factor 
approach. Within more advanced experimental 
assessments the uncertainties and safety levels 
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can be revised based on increased knowledge or 
reduced uncertainty concerning the actual com-
position of an existing object when compared 
with assumptions necessary in design. The 
refinement of model and system assumptions 
has to be considered as well.

f. Numerical assessment: Numerical assessments 
of the safety or reliability of the considered 
object are performed using the refinements in 
(d) and (e). There are several possible levels; 
the first (reference) analysis should always be 
using current recognised codes. Although, 
based on experience, the engineer may decide 
to jump from L0 to a significantly more 
sophisticated numerical assessment; there are 

advantages in improving the understanding of 
the performance of an object in stages, working 
through the levels of assessment sequentially.
If  the object does not pass the code require-
ments, a more advanced numerical assessment 
can be applied taking account of real aspects 
of performance, often not included explicitly 
in codes. Some possibilities are: considering 
non-linear as opposed to linear approaches, or 
investigating system performance of a whole 
structure and not just individual components. 

The most advanced method is the system 
reliability analysis based on a generic approach. 
Obviously, it is difficult to define a firm hierarchy 
of such methods. The range of more advanced 

Figure 2. Flow chart of an assessment for structures and facilities.
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levels depends on the object and differs from 
industrial sector to industrial sector. Risk analy-
sis and cost-benefit aspects shall be considered 
throughout. If  a numerical assessment demon-
strates that all requirements are met, the object 
may be deemed fit for purpose.

Additional experimental assessments can 
become necessary (see (g)) to increase the 
knowledge of the exposure level, resistance 
level, and model and system assumptions of the 
investigated object, which finally leads to a loop 
with different numerical assessment levels, Li, 
with increased accuracy. The highest level Lmax 
depends on the available numerical and experi-
mental assessment methods and cost-benefit 
relations. Assuming all tools are used and the 
object does not pass the numerical assessment, 
the loop ends and the object is declared as NOT 
fit-for-purpose.

Experimental assessment: Experimen-
tal assessment includes decisions about what 
should be measured, which method has to be 
used and the subsequent interpretation of 
the results. Obviously, it depends on the next 
numerical assessment step and the cost-benefit 
relation (or may be needed to overcome par-
ticular uncertainties about the construction or 
condition of the object).

g. Reduction of exposure level: If  the object is 
not fit-for-purpose, an option to keep it operat-
ing in some form is to limit the exposure level. 
To adopt this approach, it has to be guaran-
teed that no higher exposure level is possible. 
This assurance may be achieved operationally 
(e.g., by de-manning) or additional modifica-
tion of the object may be necessary with resto-
ration or mitigation measures (i).

h. Restoration: Restoration (sometimes known as 
mitigation) is defined as an essential or minimum 
set of retrofit steps such that the service or ultimate 
life can be extended for a specified time period. 
The main restoration methods are the increase of 
resistance or reduction of the exposure level. After 
restoration or mitigation, an additional general 
assessment is necessary to verify the performance 
of the new object for the new conditions.

i. Demolish object: The investigated object will be 
decommissioned and destroyed if  it cannot be 
shown, or made to be, fit-for-purpose. There-
fore, aspects of environment-friendly recycling 
or reuse of parts of the object have to be consid-
ered, and the health and safety issues in demoli-
tion process are of particular importance. Any 
reused parts need an additional intensive exper-
imental assessment and an advanced mainte-
nance programme. The data of the assessment 
should be used to verify similar existing or fur-
ther objects.

j. Preservation: Preservation defines all activities, 
which allow keeping the system in a state such 
that a continuous safe and reliable operation is 
guaranteed during the entire service life. This 
is of paramount importance for systems which 
are subjected to deterioration with usage and 
age, as well as for a further extension of lifetime. 
Preservation encompasses different activities: 
information updating; reassessment; and, most 
notably, maintenance, ensuring that the objects 
remain in the condition assumed in the fitness 
for purpose assessment. If  an assessment has 
shown an object not to be fit-for-purpose, pres-
ervation of other similar objects is important to 
ensure they do not deteriorate to the extent that 
they too would fail an assessment on the basis 
of their changed condition.

k. Cost-benefit analysis: The results of a cost-benefit 
analysis can be used as input to the decision 
processes. Such decisions have to be made during 
the whole assessment process (e.g., should the 
object be demolished or restored, or what kind 
of experimental assessments are worthwhile per-
forming). A cost-benefit analysis is a rational 
decision tool where the optimal decision maxi-
mizes the total expected benefits minus costs in 
the design or remaining lifetime. All benefits and 
costs have to be expressed in monetary units and 
are discounted to, for example, the time of deci-
sion. In the decision process all information and 
aims should be considered by weighting social, 
economic, and environmental aspects. The 
description of modelling a cost-benefit-function 
is described in Section 7.

4 CURRENT CODES, STANDARDS, 
RULES AND GUIDELINES

Table 1 gives an overview of the current state-of-
the-art of common rules, codes, and standards 
sorted by industrial sectors and investigation 
topics. This list is not exhaustive.

5 EXPERIMENTAL AND NUMERICAL 
ASSESSMENT METHODS

For experimental as well as for numerical assess-
ment methods several steps of different levels of 
detail and effort are possible. It is recommended 
to start from a very simple level with little effort 
and coarse assumptions, and to increase the level 
of detail step-by-step. The top level depends on 
the specific task, expertise of the employees, the 
research state of the art, and the relation between 
costs and benefits. This decision has to be deter-
mined after each assessment step.
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Fundamental numerical assessment methods 
sorted from a lower to an upper level are, for 
example:

• Linear analysis and component check (follow 
the code)

• Refined actions and resistances
• Linear elastic redundancy analysis
• Non-linear analysis, component and system per-

formance checks
• Structural reliability analysis, using Bayesian 

event updating

Obviously, not each method is applicable for each 
task and for special problems additional methods 
are required. Sometimes, a higher level can only be 
obtained by additional knowledge about the struc-
ture using experimental assessment strategies. This 
increase of information can also be used to adjust 
the target safety level or uncertainties of exposures, 
resistances, and model and system assumptions.

With regard to the method, experimental assess-
ment methods can be categorised as:

• Inspections (i.e., simple visual inspections and 
measurements, sometimes this step is done 
within a maintenance process)

• Destructive Techniques (DT)
• Non-Destructive Techniques (NDT)

The latter two may be sometimes involved in the 
inspections.

Another classification relates to the object of 
assessment. It is possible to assess the:

• Resistance level (i.e., materials)
• Exposure level (i.e., determine the wind or waves 

by monitoring)
• Relation between resistance and exposure level 

(i.e., maximal loads for ultimate or serviceability 
limit states)

Table 2 gives an overview about possible experi-
mental assessment methods.

Due to cost and time aspects, excellent coordina-
tion between numerical and experimental assessment 
methods is required. Consequently, careful planning 
is recommended. Before starting with an experiment, 
the following questions should be answered:

• What do you expect from an experimental 
assessment?

• Are the expected results useful for the specific 
task?

• What do you need for the next numerical assess-
ment step?

• Which kind of experimental assessment is the 
optimal for this aim?

• Do the expected results justify the expected costs?

6 MODIFICATION OF TARGET SAFETY 
LEVELS AND UPDATING 
OF UNCERTAINTIES

Target safety levels are usually expressed in terms 
of the probability of failure. In existing facili-
ties/ structures the probability of failure increases 

Table 1. Overview of the state-of-the-art in several industrial sectors.

Industrial sector

Modification of target safety 
levels, refinement of uncertainties 
or partial safety factors

Guidelines for
assessment of existing 
facilities or structures

Cost-benefit
aspects

Overall sectors ISO2394 (1998) ISO2394 (1998) ISO2394 (1998)
Offshore oil 

and gas
NPD (1998); API ISO19902 (2004);

ISO2394 (1998); 
ISO13822 (2001)

Marine
transportation

ANSI/ASME B31G;
DNV RP-F101

Class Societies Rules

Buildings ISO13822 (2001);
ISO2394 (1998);

national guidelines
Motorways 

and bridges
– Very crude assumptions by introducing 

 a condition factor (BD21/93 (1993), 
 BD44/95 (1995))

– Reduction of resistance to consider 
 deterioration (limited to non visible 
 deterioration) CEB243 (1998)

– Further special national 
 guidelines

– ISO2394 (1998)

Process industry – Special company internal 
 guidelines 

Power plants INSAG (1988)/INSAG (1999) – Special company internal 
 guidelines

Aircraft European (UK, France, 
Germany) guidelines 
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compared with initial design assumptions where 
there is uncertainty in:

• Quality of design and manufacture
• Service history
• Operating conditions/environment
• Failure mechanics
• Rate of degradation.

‘Quality’ is governed both by the level of  com-
pliance to procedures and standards as well as 
by the understanding of  structural or mechani-
cal behaviour at the time of  design or manufac-
ture. More detailed design information is likely 
to survive, and to be readily available, for ‘recent’ 
structures or facilities than ‘older’ structures or 
facilities. For manufactured components, an audit 
trail (identifying where, when, under what con-
trolled conditions and the inspections performed) 
is important in establishing the as-built baseline 
reliability for the facility or structure. Informa-
tion on the frequency, nature and findings of  in-
service inspections add considerably to the level 
of  confidence (or otherwise) in the integrity of 
a facility or structure. For example, components 
predicted during design as fatigue sensitive and 
with relatively low fatigue lives should have been 
prioritised for periodic inspection. If  no anomalies 
are identified in practice over time, uncertainty in 

the fatigue performance of  those components is 
reduced.

Depending on the age of a facility or  structure, 
it could have been subjected to one or more 
inspections throughout its life. Anomalies and 
 observations should be logged and remedial actions 
taken. If  periodic inspections are performed, trends 
can be monitored and confidence gained provided 
behaviour  generally follows theoretical predictions. 
Conversely, unexpected findings from the last 
inspection add to uncertainty.

Existing facilities or structures may have been 
modified throughout their operational life. New 
components could have been added or redundant 
components could have been removed (emphasis-
ing the need for rigorous weight control documen-
tation for facilities such as offshore structures). 
Increased or additional functional requirements 
may have been introduced (e.g., higher operating 
temperature or pressure, greater corrosion resist-
ance or protection from fire or blast scenarios), 
and these may have altered the baseline reliability 
against which reassessment is to be benchmarked. 
More accurate imposed loading data are constantly 
being generated through weight control, as are 
environmental loading (wind and wave) data for 
fixed and floating offshore structures and seismic 
spectral data for major onshore facilities. In some 

Table 2. Experimental assessment methods.

Method Resistance level or deterioration Exposure level
Resistance-exposure-
relation

Inspection 
(visual)

Visual assessment 
Dimensional measurements

Visual assessment 
Dimensional measurements

Visual assessment

DT Removal of samples for testing
Destruction of test specimens or 
 replica objects

Not common Static load testing 
(failure or ultimate 
limit state)

NDT Dye Penetrant (DP) 
Eddy Current (EC) 
Electromagnetic methods 
Magnetic Particle Inspection (MPI)
Radar methods 
Radiographic examination 
Ultrasonic methods 
Ultrasonic creeping wave 
Acoustic emission monitoring
Infrared thermography 
Alternating Current Potential Drop 

(ACPD)
Alternating Current 

Field Measurement (ACFM) 
Flooded Member Detection (FMD) 
Metallographic replication 
Hardness measurements

Forces: 
‘Weigh in motion’ to measure  

loads applied on infrastructures

Environmental condition monitoring 
Wind velocities—cup anemometer 
Wave heights—radar 

Motions:
Sensors or accelerometers 

to  measure motions 

Temperature: 
Thermocouples 
Resistance temperature detectors
Fibre optic temperature sensors

Corrosive agents: 
PH-value indicators 
Ion (chloride, sulphate, nitrate)

content 
Acid content measurements

Static load testing 
(serviceability limit 
state) 

Proof load testing 
Diagnostic load testing 
Dynamic load testing
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instances, this  latest data is less onerous than that 
used for the original design. In addition, it may 
be appropriate to remove or reduce partial safety 
factors introduced to cover uncertainty in earlier 
measurements or generic criteria adopted during 
design.

Ageing structures tend to be evaluated as if  they 
were new, possibly with a reduction in member 
size to reflect obvious corrosion or other surface 
degradation loss. Often, there is little recognition 
that degraded or deteriorated structures may not 
behave in the same manner as structures before 
deterioration.

Failure of a structure or facility involves risk. 
The types of risk associated with possible failure 
encompass:

• Financial or business
• Societal (including life safety), and
• Environmental.

Failure of a facility or structure will obviously 
have direct financial consequences. The business 
operated from the premises or the product manu-
factured at the facility will be seriously disrupted 
and revenue will be lost, as well as the cost of rein-
stating the facility or structure. Societal risk is often 
perceived in terms of the Potential for Loss of Life 
(PLL) of an individual incident. As society in gen-
eral has an aversion to single accidents which result 
in multiple fatalities, a number of accidents on the 
roads (each entailing one or two fatalities) tend not 
to be given the same media coverage as a single rail 
or air crash. Hence, annualised risk to a group or 
an individual passenger or employee presents a less 
emotive measure for comparison between indus-
tries or operations. When considering low prob-
ability or high consequence events, society also has 
a different perspective depending on whether the 
risk is to the public at large or to industrial work-
ers. The extent to which such reactions are rational 
may be questioned. This presents challenges for the 
authorities and decision makers who then have to 
balance perception in a rational approach. There is 
a further dimension to societal risk in terms of the 
loss of utility from the use of the facility.

The consequences of  failure in terms of  envi-
ronmental risk may be linked with financial or 
societal risk. The target safety level of  a facility 
or structure should therefore depend on the pos-
sible consequences of  failure in terms of  risk to 
life (or injury), economic losses and the level of 
social inconvenience. In principle, a target level 
which reflects all hazards (environmental loads, 
seismic events, etc.) and all failure modes (ulti-
mate, fatigue, foundations, etc.) as well as the dif-
ferent phases (including in-place operation and 
temporary conditions associated with construc-
tion and repair) could be defined with respect the 

ultimate consequences of  failure, and the most 
severe would govern the decision making. Alter-
natively, if  all consequences were measured in 
economic terms, a single target safety level could 
be established.

The target failure probability must be linked 
with a given time. If  the relevant consequence is 
fatalities, annual failure probabilities are often 
adopted to ensure the same fatality risk to indi-
viduals at any time. This approach means that 
the target level does not depend upon the number 
of  people at risk. However, with respect to envi-
ronmental damage and economic loss, the tar-
get level should depend on the overall potential 
consequences.

Various methods may be applied to establish the 
target level:

• The implicit safety or risk level from exist-
ing codes which should be linked with a sto-
chastic model for strengths, loads, and model 
uncertainties

• The experienced likelihood of fatalities, envi-
ronmental damage or property loss associated 
with operations which are considered to be 
acceptable

• Cost-benefit criteria.

The target level for SRA is commonly taken to 
be the implied probability of failure in given codes 
or guidelines which are judged to be acceptable. To 
achieve a representative target level, several cases 
of geometries, material properties, and load con-
ditions should be considered. The implied failure 
probability will therefore vary and the target level 
should be based on the mean value or some other 
measure of the implied failure probability. Obvi-
ously, if  a relaxation of safety level is desirable, a 
higher value than the mean is selected. Different 
levels may be used depending upon the mode of 
failure, consequences of failure etc. In particular, 
it is necessary to make a distinction between target 
level for components and the system. If  a single 
target value for design is applied, the target value 
could be a weighted mean, with a weight factor 
which depends upon the consequence of failure for 
the different components considered.

A main issue in code calibration has been the 
assessment of uncertainties, especially in the envi-
ronment loads. Old and obsolete codes tend to 
represent data available at the time the code was 
drafted, often reflecting a higher uncertainty level 
in yield strength and geometrical imperfections 
than current data (due to improvements in fabrica-
tion procedures achieved in later years).

The target level in code calibration is commonly 
based on the average failure probability implied by 
some existing code. This is particularly problem-
atic when carrying out reassessment of a facility 
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or structure designed (and constructed) during the 
regime of a now obsolete code.

Cost-benefit analysis is a useful tool when eval-
uating the introduction of new safety features or 
operational or organisational changes, and can 
provide support when making decisions regarding 
the relative safety of new versus existing facilities 
or structures.

Ideally, the same target safety level associated 
with individual fatalities and environmental dam-
age should be applied to both existing or ageing and 
new facilities. However, any cost-benefit analysis of 
safety measures will need to reflect the remaining 
life of the facility. In addition, it is recognised that 
the expenditure required to reduce the failure prob-
ability by a factor of ten for an existing structure 
may be several times the cost of a new structure.

In practice, therefore, even the individual risk 
criteria (for both on-site workers and off-site mem-
bers of the public) are usually relaxed for existing 
structure or facility since upgrading to meet cur-
rent safety levels is uneconomic. The only alter-
native may be to close the structure or facility, 
increasing unemployment (with potentially greater 
risk for the unemployed than the occupational risk 
whilst working) and moving the risk to another 
location. For a variety of social-economic reasons, 
there is a strong argument that it is appropriate to 
consider lowering the target safety levels related 
to individual risks for older structure or facility. 
In such circumstances, it is important that owners 
and authorities, where appropriate, recognise the 
potential consequences of accepting a higher fail-
ure probability. Furthermore, caution is needed to 
ensure reduced criteria are not translated too read-
ily into consequence based criteria for new design. 
Hurricane Rita and Ivan passing through the Gulf 
of Mexico in 2005 have provided some cautionary 
experience.

7 DECISION MAKING 
AND COST-BENEFIT ANALYSIS

Nowadays many decisions have to be made by people 
who are not specialists in all of the fields a decision 
will cover. In many cases this leads to almost arbi-
trary decisions, which are not optimal considering a 
global view. As an input to the decision process the 
results of a rational cost-benefit analysis should be 
used. A cost-benefit analysis is a rational decision tool 
where the optimal decision is the one that maximizes 
the total expected benefits minus costs in the design 
or remaining lifetime. All benefits and costs have to 
be expressed in monetary units and are discounted 
to, for example, the time of decision.  Figure 3a and 
3b illustrate a decision tree without and with inspec-
tions after a reassessment at time TR.

Basically, benefits B(d) depend on the decision 
maker and the related preferences. Benefits can be 
related to:

• Serviceability or user benefits
• Disposition (total or partial)
• Individual benefits (prestige, maintenance of 

environment, saving of resources, historical 
maintenance, motivation of employers, etc.)

• Others.

The costs are:

• CIR(d)—Initial repair or strengthening or 
 demolition costs for the assessment (direct costs 
(e.g., material and employers costs), indirect 
costs (e.g., costs of detours)), i.e., costs close to 
the time of reassessment TR

• CEI(d,e,D)—Expected inspection costs (main-
tenance, monitoring, additional reassessment, 
preventive actions, experiments, etc.), i.e., costs 
after the time of reassessment TR

• CER(d,e,D)—Expected repair and strengthening 
costs (direct costs (e.g., material and employers 
costs), indirect costs (e.g., costs of detours)), i.e., 
costs related to actions based on the results of 
inspections

• CNS(d,e,D)—Non-serviceability costs (produc-
tion downtimes, etc.)

• CF(d,e,D)—Failure costs (in case of total collapse, 
e.g., damage of material, life, and prestige)

• Others

All benefits and costs have to be discounted by

• γ—real rate of interest
In addition, possible requirements have to be 

considered in some cases.

• Minimal acceptable reliability level β min espe-
cially when failures can result in human injuries

• Maximal available amount of money for repair 
and strengthening

• Maximal available amount of money per time 
period.

The preceding lists are generally applicable for 
the decision-making during the assessment  process 
indicated in the flowchart in Figure 2, even though 
the main emphases are dissimilar for the different 
industrial sectors. The decision variables related 
to the actions at the time of reassessment are 
denoted d, and the decision variables related to 
future inspections and possible repairs are denoted 
e and D. How to apply and establish the cost- benefit 
function is not within the scope of this paper.

Numerical solution of the decision problems 
requires solution of one or more optimisation prob-
lems. Since the formulated optimisation problems 
are generally continuous with continuous deriva-
tives, sequential quadratic optimisation algorithms 
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such as NLPQL and VMCWD can be expected to 
be the most effective. These algorithms require that 
values of the objective function and the constraints 
are evaluated together with gradients with respect 
to the decision variables.

The probabilities in the optimisation problems 
can be solved using FORM techniques. Associated 
with the FORM estimates of the probabilities, 
sensitivities with respect to parameters are also 
obtained. If  the decision problem includes analysis 
of a structural system, the finite element method in 
combination with sensitivity analyses can be used.

It should be underlines that cost-benefit analy-
sis is only a decision support tool, which to some 
extent is depending on the stochastic models used.

8 CONCLUSION

This study is the product of a preceding review of 
the current practice in several industrial sectors 
concerning the assessment of existing structures.

On the basis of this document and other frame-
work documents, the establishment of a code for 
the assessment of existing structures, products, 

systems, and processes is recommended, including 
state-of-the-art methods for numerical assessment, 
experimental assessment and cost-benefit analysis.

Some industry sectors are still not fully aware 
of the differences between design and the reassess-
ment process. Consequently, more dissemination 
work is necessary to show the benefits arising from 
the use of an advanced reassessment procedure. In 
this context, case studies for reassessment in vari-
ous industrial areas with fully open data access for 
each interested organization might be one step to 
unveil and improve the current best practice.
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Risk acceptance criteria in Europe
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ABSTRACT: This paper focuses on the major hazards risk criteria used in the EU for population 
living in vicinity of hazardous facilities. The criteria vary from fully risk-based and goal setting to the 
 prescriptive consequence based criteria. The individual and societal (FN) risk criteria across Europe are 
described and compared. In spite of the philosophical differences in the formulation of risk criteria, there 
is a single EU Directive (Seveso 2) on the control of major accident hazards involving chemicals which 
applies to every member state and clearly the level of safety across the EU should be very similar if  not the 
same. Therefore the aim of the paper was to try to minimise the differences between the varieties of safety 
approaches across the EU in order to develop risk acceptance criteria with the potential to converge to a 
unified set. This has been achieved for the individual risk criteria. On the other hand, societal (FN) risk 
criteria are used, while not legally, as orientation norms or for checking the potential for large accidents 
and for those reasons no attempt was made to propose any unification of such criteria.

estimates as produced by a risk analysis into value 
judgments. For example, an estimate of individual 
risk per annum of 10–7 can be considered as “negli-
gible risk”; similarly, an estimate of injuries occur-
ring several times per year can be considered as 
“unacceptable”.

In addition to the risk metric, i.e. the boundaries 
of risk acceptability and intolerability, risk criteria, 
in general, contain recommendations on the toler-
ability of the overall system risk and the extent to 
which taking further risk reducing measures may 
be justified.

Before proceeding to the major hazards risk cri-
teria a brief  overview of decision making criteria 
is given.

2 CRITERIA FOR DECISION MAKING

The decision making criteria which can be classified 
under three “pure” types (Granger & Henrion 
1998) are presented in Table 1:

1. Utility based criteria—which involve decisions 
that are based on the valuation of outcomes, i.e. on 
the comparison in monetary terms of the benefits 
obtained by adopting a particular risk prevention 
measure and the cost of  introducing it.

2. Rights-based criteria—are not primarily con-
cerned with outcomes. Their concern is with 
process and allowed action or activities. An 
extreme example of this type is the “zero risk” 
criterion which says: independent of the  benefits 
and costs, and of how big the risks are, eliminate, 
or do not allow the introduction of the risk.

1 INTRODUCTION

1.1 Background

The objectives of this paper are as follows:

1. To present the review of the risk acceptance 
 criteria across the European Union (EU).

2. To identify the different philosophical appro-
aches to tolerability of risk.

3. To identify the similarities between the criteria.
4. To propose the unified approach to risk control 

and management across the EU.

The paper starts with a general definition of risk 
criteria and criteria for decision making and then 
focuses on the three approaches for risk  control iden-
tified in the EU. A comparison of these approaches 
is presented for the individual and societal risks.

By identifying the common aspects of risk 
 criteria, for example, the intolerable risk level, a 
dual approach to risk control in the EU is proposed. 
This approach represents an attempt to unify the 
goal-setting and the prescriptive approaches.

1.2 Risk acceptance

Acceptance of risk is basically a problem of deci-
sion making, and is inevitably influenced by many 
factors such as type of activity, level of loss, 
economic, political, and social factors, confidence 
in risk estimation, etc. A risk estimate, in the 
simplest form, is considered acceptable when below 
the level which divides the unacceptable from 
acceptable risks. A better description of risk  criteria 
is as the standards which are used to translate risk 
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3. Technology-based criteria—require the use 
of the “best available technology” (or the 
best  current practice) for the acceptable risk 
reduction or prevention. This type is widely 
used in environmental regulations.

It can be seen in the Table 1 that utility based 
criteria can involve balancing of benefits and 
cost (in deterministic or probabilistic cost-benefit 
analysis), or that cost effectiveness can be taken 
into account when the value of benefits cannot 
be estimated. The bounded cost criterion deals 
with allocating the given resources to achieve the 
maximum risk reduction, while the multi-attribute 
utility criterion involve choices between options 
of different attributes which in general may not be 
scalable (i.e. on some occasions it may be possible 
to convert each attribute to an equivalent monetary 
value).

The rights based criteria are independent of the 
benefits and costs, for example, a land use plan-
ning criterion in Germany states that no risk is 
imposed to man or the environment outside the 
installation.

Technology based criteria may require quali-
fication of terms “current” and “best available” 
due to rapid changes in technology, and therefore 
“at affordable cost” is often added bringing this 
type of criteria closer to utility based criteria.

It is interesting to note that all of the decision 
making criteria in Table 1 are intended to be used for 
numerical comparison purpose. There appears to be 
in-built assumption that uncertainties represent var-
iation in measurable quantities. Once the probability 
calculations (risk) are quantified, any comparison 
with decision making criteria seems to be straight 
forward, as well as a decision on what is significant.

3 SAFETY RISK CRITERIA

3.1 Approaches for risk control

In general there are three approaches for risk 
 control, as follows:

1. Goal-setting risk based approach where 
safety goal is specified and not means of 
 achieving it (e.g. risk to be as low as reasonably 
practicable, UK).

2. Prescriptive risk based approach where the 
prescribed maximum level of risk is used for 
risk control (The Netherlands, Hungary, Czech 
Republic), and some form of risk reduction is 
suggested but not necessarily enforced.

3. Prescriptive consequence based approach 
where the prescribed level of impact is used for 
control (France), and no risk outside the facility 
boundary is allowed (Germany).

Table 1. Decision making criteria (Granger & Henrion 1998).

Type of criterion Derivations Description

Utility-based Deterministic cost-benefit Estimate the benefits and costs of the alternatives in economic 
terms and Choose the one with the highest net benefit

Probabilistic cost-benefit Estimate the benefits and costs of the alternatives in economic 
terms, in-corporate uncertainty and use expected value of 
resulting uncertain net benefit

Cost effectiveness Choose the option that achieves the desired or selected level of 
performance at the lowest cost

Bounded Cost Do the best possible with the constraints on the budget the
society can Devote to the activity

Maximise multi-attribute
utility 

Evaluate outcomes in terms of their important attributes
(including uncertainty) and choose  the alternative with
maximum utility

Minimise chance of wrst
possible outcomes

Political considerations dictate the use of such criteria—
e.g. willingness to accept higher level of undesirable 
outcomes on day-to-day basis in order to reduce the 
chance of the worst possible outcome occurring

Rights-based Zero risk Eliminate the risk or do not allow introduction of risk,
regardless of the benefits and costs

Bounded or constrained 
risk approval/
compensation

Independent of the costs and benefits, constrain the level of 
risk so that it meets specified criteria Allow risk to be 
imposed only on people who have voluntarily given consent, 
perhaps after compensation

Approved process Decision is acceptable if all parties observe a specified set of 
procedures such as some legally defined notion of due process

Technology-based Best available technology Do the best job of reducing the risk that is possible with 
“current” or “best available” technology
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3.2 Risk models

In general, a distinction is made between “individual” 
and “societal” risks:

1. Individual risk is the frequency at which an 
individual may be expected to sustain a given level 
of harm from realisation of specified hazards 
(Institution of Chemical Engineers 1992).

2. Societal risk is the relationship between the fre-
quency and the number of people suffering from 
a specified level of harm in a given population 
from the realisation of specified hazards (Insti-
tution of Chemical Engineers 1992).

Safety risk criteria in most of the EU  countries 
relate to individual risk to the general public. 
The individual risk criteria related to workers are 
developed and in use only in the UK.

The situation with the societal risk criteria is 
different and in most countries in EU including 
the UK societal risk criteria are used as non-legal 
orientation norms when assessing safety of offsite 
population or the general public.

3.3 General formulation

3.3.1 UK criteria

In general it seems logical to assume that there is a 
level of risk so high that in normal circumstances 
activity is not pursued, i.e. the risk is not tolerated. 
It can also be assumed that there is a level or risk 
regarded as insignificant which is readily accepted 
by people and regulators without searching for 
further reduction. The region between these two 
levels of risk is often called “tolerability region” 
and this is the focus of most of the criteria. It is 
in this region that the requirement for risk to be 
As Law As Reasonably Practicable (ALARP) is 
imposed (HSWA 1974, HSE 1992). However, this 
requirement is the basis of the safety legislation in 
the UK, while there is tendency in the EU to mimic 
this approach by requiring risk reduction based on 
cost-benefit analysis.

In terms of the philosophical framework, the 
risk criteria in the UK are a mix of the “bounded 
or constrained risk” model and the “deterministic 
cost-benefit” model (Table 1), with the As Low As 
Reasonably Practicable (ALARP) principle repre-
senting the latter element, and the tolerability limit 
the former.

The British interpretation of the above frame-
work is presented graphically in Figure 1. The 
explanation about tolerability and acceptability of 
risk (HSE 1992) is as follows:

“‘Tolerability’ does not mean ‘acceptability’. 
It refers to a willingness to live with a risk so as to 
secure certain benefits and in the confidence that it 
is being properly controlled. To tolerate a risk means 

that we do not regard it as negligible or something 
we might ignore, but rather as something we need 
to keep under review and reduce still further if and 
as we can. For a risk to be ‘acceptable’ on the other 
hand means that for purposes of life or work, we are 
prepared to take it pretty well as it is”.

The cautious term “broadly acceptable” is used 
in the UK, while in the EU the risk in that region is 
interpreted more deterministically as acceptable.

The UK Health and Safety Executive have 
suggested in the past a multiplicand of 3 applied to 
the estimated value of an increment of risk reduction 
at risk levels near the tolerability limit, but higher 
figures up to a multiplicand of 10, have also been 
suggested for the topmost area of the tolerability 
region. In the UK, this factor is referred to as “gross 
disproportion”, corresponding to a particular legal 
concept of bias in favour of safety (HSE 1992).

It should also be noted that the tolerability limits 
in this formulation have been derived from observa-
tion of the way people intrinsically react to different 
levels of risk in the absence of any understanding 
of quantity. This implicitly recognises that the tol-
eration of imposed risk is a profoundly political 
matter, involving human reactions and choices. For 
example, in the case of large public investments, the 
people who bear the major risks are not necessarily 
the same as those who reap the benefits, who may 
live further away from the installation.

3.3.2 Applicable risk levels
Risk tolerability doctrine in the UK (HSE 1992, 
Rimington, McQuaid & Trbojevic 2003) recognises 
the following general risk levels:

1. An annual risk of death substantially lower than 1 
in a million (106) arising from any particular cause 
is generally taken as a negligible level of risk, i.e. 
one where (as with the risk of death from light-
ning) one may take very general precautions but 
where, beyond this, behaviour is not significantly 

Unacceptable region Risk cannot be justified save in

extraordinary circumstances

Tolerable only if risk reduction

The ALARP or Tolerability is impractical or if its cost is

region (risk is undertaken grossly disproportionate to the

only if a benefit is desired) improvements gained

Tolerable if cost of reduction

would significantly exceed

the improvements gained

Broadly acceptable region Necessary to maintain assurance

(No need for detailed working that risk remains at this level

to demonstrate ALARP)

Negligible risk

Figure 1. Risk tolerability criteria in UK.
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affected. A member of the public would expect 
to be protected at least to this extent from haz-
ards arising from some large public investment, 
such as a road tunnel under a waterway through 
which he had to pass regularly.

2. If  the annual risk level to members of the 
 public is higher than 1 in 106, the region of risk 
 tolerability is entered. The risk becomes a factor 
in behaviour calling e.g. for planned measures 
of mitigation in case of an accident, and can 
only be accepted on condition of a continu-
ous search for ways of diminishing it (provided 
this can be done at reasonable, though not 
exaggerated cost) and of watchfulness to ensure 
that the risk is contained at the estimated level.

3. An annual risk of death to members of the public 
in excess of 1 in 105 (1 in 100,000 per annum) 
from an established risk could be tolerable, 
though under the same conditions, but public 
authorities could be expected to be very vigorous 
in pursuit of safety measures even at substantial 
cost either to the public purse (as e.g. in road 
safety measures), or to industrial operators. In 
the case of individuals accepting a risk volun-
tarily, much higher levels of risk are accepted 
because of the benefit derived; thus car drivers 
usually accept an annual risk well in excess of 
1 in 105, because they believe themselves capa-
ble of controlling the risk. For major  hazard 
sites, the intolerable criterion (HSE 2001) is the 
chance of an accident with 50 fatalities must be 
less than 1 in 5,000 per annum.

4. An annual risk of death to members of the 
public from an industrial installation, public 
project etc. in excess of 1 in 104 (1 in 10,000 per 
annum) is considered intolerable under  normal 
circumstances. If  incurred by workers, it is 
regarded as a high level of risk inviting strong 
precautions legally imposed. Again, individuals 
regularly engage in sporting activity involving 
much higher risks than this; a frequent rock 
climber accepts risks not much lower than 
1 in 102 (1 in one hundred per annum).

5. An occupational risk of death in excess of 
1 in 103 (1 in 1000 per annum) is regarded as 
intolerable under normal conditions. It can be 
accepted only in emergency situations or in a 
few occupations such as helicopter piloting or 
deep sea fishing which are indispensable, where 
people venture upon the risks with a clear 
understanding, and where extra precautions 
cannot abate the risk considerably.

3.3.3 Good practice
It is important to note that the starting point for 
risk acceptance in the UK, i.e. the demonstration 
that risks are as low as reasonably practicable, is the 
accepted good practice. Therefore a good practice 

is always reasonably practicable. The cost-benefit 
(ALARP) argument cannot be pleaded as a 
defence in a failure to observe good practice or as 
an argument for not implementing good practice. 
This fact is not always recognised in Europe.

3.3.4 Dynamic factor
Satisfying the applicable risk levels and in par-
ticular the upper tolerability limit is not  sufficient 
condition and some dynamic factor must be applied 
to drive risks down away from the limit towards a 
broadly or fully acceptable level. In the UK it is pro-
posed to use the dynamic factor ALARP to drive 
the risks to the level which is as low as reasonably 
practicable. Risk is reasonably practicable when the 
cost of further risk reduction significantly exceeds 
the potential improvements/benefits. ALARP 
operates incrementally, so that the existing state of 
risk is taken as given, and the risk reducing value 
of any increment of extra precaution is measured 
against its cost.

3.3.5 Acceleration factor
It is has been mentioned already that at all levels of 
risk there should be some bias in favour of safety, 
so that for risks above the broadly acceptable level 
we should be prepared to pay rather more than the 
estimated value of any increment of risk reduction 
to achieve it. However, at high levels of risk, nearer 
the limit of tolerability, we should be prepared 
to pay a much larger premium, for the following 
reasons: (a) given the uncertainties in risk estima-
tion, a level near the tolerability limit may in fact 
be above it, (b) in common sense, greater urgency 
should be applied to reducing a high risk than to 
a relatively low one. It is suggested that a multipli-
cand of 10 be applied to the estimated value of an 
increment of risk reduction at risk levels near the 
tolerability limit. This factor may be referred to as 
a factor of gross disproportion (HSE 1992).

3.3.6 Valuing risk reduction
The most difficult problem in applying tolerability 
doctrine is that of valuing the benefits from risk 
reduction. From the risk regulator’s point of 
view, these benefits amount to (a) the personal 
costs of injury to individuals and their families, in 
terms e.g. of pain, grief  and suffering plus (b) the 
social costs of work foregone and medical costs, 
if  not included under (a) plus (c), in the case of 
societal accidents, the costs arising from public and 
political reactions to the event. From the industrial 
operator’s  viewpoint there are also costs of business 
disruption and loss of reputation.

The valuation of the personal benefits is some-
times regarded as “putting a value on life”, and may 
be resisted on that basis as unethical. In fact, it is 
not the life or limb of any particular individual that 
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is being valued when such estimates are made, but 
those of statistical or imaginary “lives”. This dis-
tinction is important; if  a particular individual is in 
danger, society generally makes no calculation but is 
prepared to pay whatever is necessary to save him. 
In the hypothetical situation which risk tolerability 
addresses, the object is to encourage precautionary 
expenditure which might not otherwise have taken 
place (Rimington, McQuaid & Trbojevic 2003).

In the UK the sum now applied to represent 
the Value Of a Statistical Life (VOSL) is in the 
region of £1 million (HSE 2001); values in other 
European countries are given in the paper by 
Skjong (Skjong 2002). This valuation was first 
developed in connection with road safety. Separate 
values are applied to injuries short of death.

In some other EU countries there appears to be 
an attitudinal difficulty in accepting the idea that 
satisfactory precaution can be associated with the 
existence of a residual risk. Thus the attitude is that 
if  a precaution is “good” (applying standards and 
rules), there is no risk. Clearly, such attitudes 
are incompatible with the idea of reasonable 
precaution, and opposed to the idea of putting a 
monetary value on the avoidance of harm.

3.4 Individual risk criteria

The comparison of the individual risk criteria 
in use in the UK, The Netherlands (Decree on 
Environmental Quality Requirements 2002) and 
Czech Republic (Decree No. 8 2000) is presented 
in Table 2. These four countries were chosen 
(a) as representative of the first two risk based 
approaches, and (b) to compare what from the 
safety perspective could be called the “old” and the 
“new” Europe. The term IRPA is the abbreviation 
for Individual Risk Per Annum and term ALARA 
stands for As Low As Reasonably Achievable.

It should be noted that the tolerability limits are 
not used as means to control the risk in the UK, 
instead it is relied on ALARP dynamics to bring 
down the risk.

The situation in other countries is not very 
clear; for example in the Netherlands, two regions 
Rijmond and Schiphol are excluded from the new 
criteria (in force after 2010), while if  there is a 
lower risk situation than the norms require, the 
Authorities can allow building up to the norm; the 
enforcement of ALARA is questionable.

It can be seen from Table 2 that individual 
risk of 10−5 per year represents the upper limit in 
Europe for existing installations, while in the UK 
the intolerable limit is 10−4 but ALARP is strictly 
imposed, meaning that in reality the risk is well 
below the limit. The upper limit for individual risk 
for new installations in Czech Republic and in the 
Netherlands after 2010 is 10−6 per year. The quoted 
value for the Netherlands (10−5 and 10−6) repre-
sent so called location risk (risk contour), or the 
individual risk to a person who is permanently at 
the particular location (Decree on Environmental 
Quality Requirements 2002). In addition, in the 
case of the Netherlands, the risk value corresponds 
to one establishment (facility), and the cumulative 
risks from several establishments are not taken into 
account.

The negligible risk levels specified in the UK 
as 10−7 per year and in the Netherlands as 10−8 per 
year.

3.5 Impact criteria

The example of  the consequence (impact) based 
criteria used in France (Salvi & Gaston 2004) is 
presented in Table 3. These criteria apply to the list 
of  reference or predefined scenarios such as boil-
ing liquid expanding vapour explosion (for lique-
fied combustible gases), unconfined vapour cloud 
explosion (for liquefied combustible gases), total 
instantaneous loss of  containment (for liquefied, 
non-liquefied and toxic gases), instantaneous 
rupture of  the largest pipeline leading to the 
highest mass flow (toxic gas installations), fire in 
the largest tank (for flammable liquids), etc.

Table 2. Comparison of individual risk criteria.

IRPA UK Netherlands Hungary Czech Rep

10−3 Intolerable risk for workers
10−4 Intolerable risk members of the public
10−5 Risk has to be reduced to the level As 

Low As Reasonably Practicable 
(ALARP)

Limit for existing
installations. ALARA 
principle applies

Upper limit Limit for 
existing
installations

10−6 Broadly acceptable level of  risk Limit for new installations 
and general limit after 
2010; ALARA applies

Lower limit Limit for new
installations

10−7 Negligible risk
10−8 Negligible risk
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3.6 Societal risk criteria

3.6.1 General
The origins of the societal risk criteria in the UK 
can be traced back to the late 1970s (HSE 1998). The 
Advisory Committee on Major Hazards (ACMH 
1976) suggested in 1976 that a serious accident in 
a particular plant was unlikely to occur more often 
than once in 10,000 years, which could be regarded 
on the border of acceptability. This has often been 
taken as an anchor point for the FN curve where the 
chance of an accident involving 10 or more fatali-
ties should not exceed 1 in 10,000 per year. In the 
second Canvey report (HSE 1981) it was suggested 
that an event with 1,500 fatalities and the frequency 
of 2 × 10−4 per year (2 in 10,000) could be judged 
as intolerable. The proposed slope of the FN curve 
was –1 (no risk aversion), based on historical record 
for the chemical industry. In the study (ACMH 
1991) it was quoted as an upper maximum toler-
able risk level a line of slope −1 through the point 
N = 500 and F = 2 × 10−4 per year. However, it is sug-
gested by the HSE (HSE 2001) that the risk of a sin-
gle accident causing the death of 50 people or more 
with the frequency of 1 in 5,000 per annum can be 
considered as intolerable. The broadly acceptable 
level of risk is suggested as a line three decades 
lower than the upper tolerable line. This evolution 
of the upper tolerable level of risk over 20 years is 
presented in Figure 2, and clearly demonstrates the 
value of the goal setting approach in reducing the 
upper level of tolerability of risk.

The quoted criteria are not systematically used 
in the UK, however HSE is using ARICOMAH 
risk integral (HSE 2003, Carter 1995) for evalua-
tion of societal risk.

This approach is based on the accident with the 
highest number of fatalities Nmax and its frequency 
f(Nmax), which are used to evaluate an approximate 
level of the Potential Loss of Life (PLL) or the fatal 
accident rate, using the risk aversion exponent of 
1.4 (slope of −1.4). The explanation for the choice 
of this exponent seems to be that it matches the 
historical data.

In the Netherlands regulation (Decree on 
Environmental Quality Requirements 2002) concern-
ing external safety at establishments does not set the 
norm for SR (Societal Risk), however “it has been 
decided, for now, to use societal risk values as non-legal 
orientation norms when assessing external safety”. 
The values for orientation are the upper tolerable level 
as 10−3/N2 and the negligible level as 10−5/N2, in the 
FN space. This criterion has a slope of −2 and there-
fore incorporates risk aversion (i.e. β = 2).

The upper tolerability criterion in the Czech 
Republic for the existing installations is the same as 
the “non legal” Dutch criterion (10−3/N2), while for 
the new installations it is more stringent, i.e. 10−4/N2, 
Decree No. 8 2000. It seems that there are no societal 
risk criteria in use in Hungary (Decree No. 2 2001).

It is far more difficult to convert the French criteria 
expressed as the minimum distance of the specified 
level of harm from the hazard source. The following 
approach is suggested—the assumption is made that 
the frequency of the predefined large consequence 
scenarios is 5 × 10−5 per year and that the probability 
of fatality at the boundary of the hazardous zone 
is 1% (i.e. 0.01); this defines the annual probability 
of death at that boundary of 5 × 10−7 (location risk 
contour). The French  criterion is independent of 
the number of people exposed and is represented as 
a straight line at the annual frequency of 5 × 10−7.

A comparison of the previously mentioned FN 
criteria is presented in Figure 3.

Table 3. Impact thresholds.

France

GermanyEffects Fatality criteria (1%) Criteria for irreversible effects

Thermal 
radiation

5 kW/m2 if  exposure is more 
than 1 min, 

or 
Heat load of 

1000 kW/m2  4/3 s in case of 
short exposure duration

3 kW/m2 if  exposure is more than 
1 min, 

or 
Heat load of 600 kW/m2 

4/3 s in case of short exposure 
duration

No risk to be 
imposed on 
people or the 
environment

Over-pressure 140 mbar 50 mbar
Toxic dose Based on LC1% and exposure 

time (pass-age of the cloud)
Based on irreversible effects (first inuries) 

and exposure time (passage of the cloud)
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Figure 2. Evolution of the upper tolerable level of risk 
in the UK.
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3.6.2 Multiple fatality risk aversion
It is observable, and has been confirmed in 
psychological studies, that people are more averse 
to certain risks than to others. They are more averse 
to risks they believe they cannot control. One most 
often quoted and the most controversial is the 
suggestion that society is especially averse to deaths 
in a major accident, i.e. to societal risks, partly 
because such events as a railway accident involve 
a special degree of media attention. They create 
considerable indignation and large social costs, 
including those of Government intervention.

Another form of aversion is the alleged 
preference for not dying of cancer or of some 
hidden or unusual threat, as opposed, for example, 
to death in an accident.

In the Netherlands risk aversion has been 
adopted in the FN definition, i.e. the slope of the 
FN is −2 (i.e. β = 2). It is likely that the reason-
ing behind the introduction of risk aversion into 
the FN criteria was that at lower likelihoods (and 
larger consequences), the degree of uncertainty in 
risk analysis is greater. In general, it is difficult to 
justify the robustness of risk analysis at very low 
outcome frequencies of the order of 10−7, 10−8, 
etc. per year. Similarly, it is difficult to estimate the 
severity of consequences at such horrific accidents 
(with very low frequencies).

On the other hand, in the UK it was decided to 
use risk neutral FN criteria for which the slope of FN 
is −1 (i.e. β = 1). Justification for this was based on 
historical data exhibiting a slope of −1, for example 
(Haastrup & Rasmussen 1994). This seems to be a 
rational approach for setting the  criteria. The uncer-
tainty in risk analysis should be treated “at source” 
and not be “policed” by  criteria. In general, there 
seem to be few persuasive arguments for the risk 
aversion to be included into societal risk criteria.

3.7 Linking societal and individual risk criteria

The development of the societal risk criteria com-
pletely consistent with the individual risk is first 
proposed in 1993 (Schofield 1993). This approach 
is based on a simple formula for PLL (Potential 
Loss of Life) which is as follows:

N IR fII N
N

N N

maNN x

max
( )NIRII

=
∑ β

1

where:
Nmax is the number of exposed population
IR is the maximum tolerable individual risk
f(N) is the frequency of exactly N fatalities
N is the number of fatalities
β is a risk aversion factor which features in the 

risk criteria that incorporate risk aversion (i.e. in 
the definition of f(N)).

For a given cumulative frequency F(1), risk 
aversion factor and the maximum individual risk 
corresponding to the FN criteria presented in 
Figure 3, the number of exposed population (Nmax) 
is calculated and shown in Table 4.

The above results clearly indicate the weaknesses 
of the quoted criteria which perhaps might be one 
of the reasons why the FN criteria are not officially 
used. On the other hand, in situations where the 
large offsite population is exposed to different levels 
of risk, intuitively it would seem that “risk averag-
ing” as proposed by linking individual to societal 
criteria would not be politically acceptable.

In addition, it is often quoted that judging the 
tolerability of risk using FN criteria is problematic 
(Evans & Verlander 1994). Risk profile (FN curve) 
with the smaller expected number of fatalities 
(disutility) and further away from the FN criterion 
is judged as more acceptable then the profile with 
the same expected disutility but less further way 
from the criterion. While the approach (Evans & 
 Verlander 1994) is mathematically correct, in prac-
tice if  there are two systems with same expected 
disutility and the same average distance from the 
criterion, the “safer” one would have faster decreas-
ing area in the region of higher fatalities.

The experience indicates that it is easier to reduce 
risks associated with small number of fatalities 
than the risk associated with the large n umber of 
fatalities. In many cases the former can be man-
aged, while the latter would require changes in the 
facility design, layout, etc. (and in general implies 
insufficient inherent safety).

For these reasons the evaluation of the FN 
curve is often useful and in particular in situation 
where personnel are exposed to the similar levels 
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Figure 3. Comparison of FN criteria.

Table 4. Relationship between F1, IR and Nmax.

Criterion F(1)
Aversion 
factor β IR Nmax

UK (R2P2) 10−2 1 10−4   715
UK (R2P2) 10−2 1 10−5 9,763
Dutch (Old) 10−3 2 10−5   163
Dutch (New) 10−3 2 10−6 1,644
CZ (New) 10−4 2 10−6   163
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of hazards like on an offshore installation or on a 
vessel, (Trbojevic 2005). The FN criteria compati-
ble with the maximum tolerable individual risk level 
for the workers in the UK of 10−3 per year, bench-
mark risk level for new facilities of 5 × 10−4, and the 
broadly acceptable level of 10−6 per year are shown 
in Figure 4 for 150 people on board. It should be 
noted that the criterion lines move upwards with 
the increasing number of exposed population.

4 PROPOSED CRITERIA FOR EU

4.1 Philosophical basis

It is assumed that there is an intolerable risk level 
which must not be exceeded and a negligible risk 
level which does not raise either individual or a 
public concern. These two levels encompass all 
other levels of risk in use in risk criteria across 
the EU, for example, the “upper and lower” limits, 
“broadly acceptable” limit, etc.

The region between these two limits can be 
called tolerability region. Within this tolerability 
region there is a risk level which is called here “tar-
get level” which could be prescribed in some coun-
tries as either the upper level for new installations 
or target level to be used after 2010, etc. This target 
level is lower that the proposed intolerable level.

The doctrine of risk tolerability can now be 
developed along either of the two proposed 
principles:

1. The prescriptive approach preferred in Czech 
Republic, Germany and France, which is sim-
pler to implement, and which requires risk to be 
brought below the target level, and

2. The goal-setting principle preferred in the UK and 
partially the Netherlands which requires risk in 
the tolerable region to be reduced to a level which 
is As Low as Reasonably Practicable (ALARP) 
or As Low as Reasonably Achievable (ALARA).

Such a dual doctrine has the potential to be 
adopted across the EU. The countries where 
safety regulators lack the power or the know-how 
to impose a goal-setting approach, could adopt 
the prescriptive approach. The progress by two 

approaches and the evolution of the best practice 
could be assessed say, every ten years, and the tar-
get boundary adjusted accordingly.

4.2 Individual risk criteria

These criteria are based on the following:
1. The upper or intolerable boundary for offsite 

population or the general public, for which the 
individual risk of 10−5 per year is proposed. This 
level of risk encompasses the criteria from other 
countries, except the UK where some older instal-
lations may not be able to comply. This could be 
avoided by delaying the date of introduction of 
this upper level of risk (e.g. until 2010).

2. The negligible risk level is set to 10−8 as this 
seems to be universally acceptable.

3. The “target level” is set at 10−6 per year as 
required by Dutch and Czech regulations.

4. Either of the two principles can be adopted in 
the tolerable risk region:
−  The ALARP principle stating that risk is 

acceptable if  as low as reasonably practica-
ble (an acceleration factor in the higher risk 
region of the tolerability zone also applies 
meaning that more than nominally estimated 
should be spend on risk reduction than in the 
region of lower risk level), or

−  The requirement that for all new installations 
the target level also applies as the upper limit 
(not necessarily excluding ALARP).

The proposed criterion for individual risk is pre-
sented in Figure 5.

This dual doctrine of risk tolerability/acceptance 
has the potential to be adopted across the EU. 
In countries where the goal-setting approach to 
safety is practiced (UK) the risk has to be made 
ALARP, while in the countries where safety regu-
lators relay on the prescriptive approach for risk 
control (The Netherlands, Hungary, Czech Repub-
lic) the risk has to be below the target level.

Similar criteria could be developed for the 
workers. For example, the upper tolerability limit 
could be set at the individual risk of 10−3 per year, 
target level at 5 × 10−4 for certain group of workers 

Intolerable risk

10-5

10-6

:fi elbarelot si ksiRlevel tegraT

a)  ALARP, or

10-7 b)  below target level

10-8

Negligible risk

Figure 5. Proposed individual risk criteria.
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(e.g. on offshore oil and gas facilities), or the 
different target levels could be set for different 
industries, and the negligible risk level could be set 
at 10−6 per year.

4.3 Societal risk criteria

In the two countries where the application of risk 
analysis in safety regulation has reached maturity, 
i.e. UK and The Netherlands, the societal risk cri-
teria are not legally enforced. In the UK ARICOMAH 
approach (HSE 2003) is used by HSE to check the 
total risk (in terms of PLL) and the shape of the 
FN Curve in the safety reports for major hazards 
installations. The subsequent discussion that may 
take place about the societal risk is more consulta-
tive than legally enforcing. In the Netherlands the 
decision has been made to use societal risk values 
as non-legal orientation norms when assessing 
external safety (Decree on Environmental Quality 
Requirements 2002).

It has also been shown that the use of  societal 
risk criteria with reference to average individual 
risk and the total number of  exposed population 
can be useful tool for situations where people 
are exposed to similar level of  hazards (e.g. off-
shore platforms, ships, etc.). Further extension of 
this approach to people living in the vicinity of 
hazardous installations does not seem attractive 
because by increasing the number of  exposed pop-
ulation the size of  accidents (number of  fatalities) 
for the same frequency would increase. It is also 
very likely that the societal risk criteria were devel-
oped by regulators often thinking about the acci-
dent size that will not be acceptable by the public, 
regardless of  the number of  exposed people. It will 
be interesting to see how this limit on the size of 
accidents will evolve with ever increasing potential 
for very large accidents (e.g. future super jumbo 
passenger jets, cruise liners, super fast trains, etc).
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Acceptable safety levels by a socio-economic approach
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ABSTRACT: With respect to the acceptability of engineering facilities, the significance of socio-
 economically based criteria has been continuously rising during the past years. However, these methods 
are restricted to single case studies requiring significant analytical effort in each new case. In order to 
change this situation, the present paper intends to make a step towards a generalized approach to be 
used in model codes. To this purpose, it revises the status quo including some basic concepts of human 
consequence modeling from natural or man-made hazards, before addressing the central question, i.e. 
code-like generalization. The paper develops the theoretical prerequisites and subsequently applies them 
in an example serving to calibrate the generalized model.

must be compatible with the ethical standards such 
as the right for life, freedom of personal develop-
ment and intra- as well as intergenerational equity 
as laid down in our constitutions and elsewhere. 
Sustainability certainly must be added, Brundland 
(1987). Monetary expenditures into risk reduction 
must also be affordable.

Before starting our considerations we try to 
estimate the size of risk reductions we are going 
to discuss. Almost all national statistical agencies 
publish death statistics each year. Overall crude 
mortality (per year) is about 0.01 (more precisely, 
1/life expectancy) in industrial countries but only 
3 in 10000 are not due to natural causes. If  one 
subtracts from this number those deaths which are 
induced by voluntary risky activities (sports and 
some traffic accidents) and those which are una-
voidable such as house accidents, climbing stairs, 
etc., then, the reduction of a mortality of about 
0.0002 or less is the subject of our study.

Also, we estimate the result of a (crude) mor-
tality reduction dμ/year in terms of increases in 
life expectancy d� using a European life table 
(Table 1).

1 INTRODUCTION

Traditionally, the question “how safe is safe 
enough” has been answered by referring to past 
and present practice. Accident statistics helped to 
draw conclusions with respect to acceptable and 
unacceptable failure frequencies and consequences. 
Well established rules in building codes have been 
transformed into failure probabilities which have 
been classified into safety classes—although it is 
well known that historically such codes have been 
developed widely by trial and error or by yielding 
to public, political or economical pressures. So, it is 
hard to believe that the present safety levels are all 
acceptable, some may produce to much safety and 
others may be sub-optimal in an economical sense. 
Extrapolations into new technologies appear not to 
be straightforward. Individual and public risk per-
ception, if  it can be objectively measured at all, is 
dominated by highly subjective arguments so that 
it is difficult to draw universally valid conclusions.

In this contribution some of the more recent 
attempts to find a rational basis for what is accept-
able risk are summarized. Our considerations 
can only be valid for public reduction of involun-
tary risks of an anonymous member of society. 
Attributes like life expectancy, age, work and lei-
sure time, income and consumption must be con-
sidered. Risk reduction is a primary concern of 
society, but not the only one because risk reduction 
generally involves cost. Thus, the cost expended 
for risk reduction must be balanced against other 
competing needs such as consumption and other in 
view of limited resources. If  we wish to recommend 
rational choices for risk reduction monetary valu-
ations of human life cannot be avoided. But they 

Table 1. European life table for 
 mortality reduction in terms of 
increase in life expectancy.

dμ/a d�

−10−7 +4 hours
−10−6 +1.5 days
−10−5 +2 weeks
−10−4 +5 month
−10−3 +4 years
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Death risks of 10−7 or 10−6 per year appear 
insignificant. However, risks of 10−5 up to alarm-
ing 10−3 or more call for increasing attention. It is 
concluded that we are discussing small changes in 
mortality with changes in life expectancy between 
several days to a few years.

2 DEVELOPMENT OF WTP CRITERIA

One of the most consistent approaches proposes 
to take a look at the personal utility an individual 
experiences from different decisions. Utility, here, 
is seen as the result of several factors, such as 
long life in good health, wealth, intact family rela-
tions etc. This usage of the concept is common in 
 socioeconomics. Unfortunately, many contribu-
tors to utility—or simply to life quality—cannot 
be quantified properly. For simplicity, we concen-
trate on the two most important aspects: long life 
or life expectancy and wealth or income. They have 
also been found in sociological studies as by far 
 dominating Cantril (1965).

Since the 70s, several economists such as 
Shepard & Zeckhauser (1984) have made propos-
als for a suitable utility measure in the form of 
L = L(l0, g), where l0 is life expectancy at birth and 
g denotes average income available for risk reduc-
tion. g can be determined as part of the GDP per 
capita. Subtracting the investments and the gov-
ernment consumption (for external and internal 
safety, jurisdiction, education, etc.) from the GDP 
gives approximately g ≈ 0.6 to 0.7 GDP. It is also 
denoted by private consumption. Earnings and 
consumption vary over the human life time. While 
earnings are negative during childhood and educa-
tion, they are distinctively positive between an age 
of 20 to 65 years and again negative for the retired 
the consumption increases with age until it stabi-
lizes and slightly decreases. Assuming no legacies 
or bequests and perfect market conditions where 
support can be borrowed in early ages and fair 
insurances accumulated in times of positive earn-
ings can be used for repayments and support in the 
years of retirement it has been shown by Shepard & 
Zeckhauser (1984) that g can be taken as constant 
over the life time. In economics this lead to the 
very useful notion of expected life time utility. In 
the engineering area, Nathwani et al. (1997) for-
mulated the so-called life quality index which, as 
will be seen, is nothing else than this life time util-
ity. The life quality index in its present form has 
been elegantly derived and thoroughly discussed 
as (see Nathwani et al. 1997, Pandey & Nathwani, 
2004, Rackwitz, 2004):

L g l q
w

w
q =qg lq

−
i 1

1β
*

*
  (1)

gq quantifies the (yearly) utility from consumption 
g and l denotes the average remaining life expect-
ancy of  all currently living members of  society 
of  various ages a. β ≈ 0.7 quantifies the share of 
labor in the creation of  the GDP in the famous 
 Cobb-Douglas production function. w is the time 
fraction of  life spent at work. It is taken as time 
independent although various statistics show 
a slight  tendency towards smaller values. The 
asterisk in w* signifies that the trade-off  between 
work time and leisure time is at its optimum 
from the point of  view of  the average citizen. w* 
including one hour travel time per working day 
is estimated for industrialized countries in year 
2000 between w* = 0.08 to 0.12 so that q falls in 
between q ≈ 0.125 and 0.2. Small time variations 
can be observed in w* but, for simplicity, they 
are neglected in the present context. The work-
leisure optimization principle as hypothesized by 
Nathwani et al. (1997) “Presumably, people on 
the average work just enough so that the marginal 
value of  wealth produced, or income earned, is 
equal to the marginal value of  the time they lose 
when at work” and justified in Rackwitz (2004) by 
some studies of  the labor market is an important 
element when setting up a reasonable indicator 
for life quality. But there are also other empirical 
findings supporting this principle. In fact, age-av-
eraged willingness-to- pay is the correct quantity 
to use as it must be assumed that a representative 
cross-section of  the population is endangered by 
an event-type hazard:

l E l a h a n daddAE
au[ ]l a = ∫a ( )a ( ,a )
0∫∫

where,

h a n
na a

na a da

S
lau

( ,a ) exp[ ] (S )

exp[ ] (S )

( )a
( )

=
−

−
≈

∫0∫∫
denotes the age distribution of a (stable) popula-
tion growing at rate n and S(a) is the survival prob-
ability at age a. A stable population is a population 
where mortalities do not change over time. This is 
certainly only an approximation for aging popula-
tions. In applications life expectancies and survival 
probabilities must be determined from life tables. 
au is some upper age value, for example 110 years 
as in modern life tables. In view of the fact that 
effects of a live saving operation undertaken now 
will be realized only in the future it appears more 
realistic to use co-called predictive cohort life tables 
constructed from a sufficiently long sequence of 
period life tables than just period life tables for 
a given year. However, this refinement has only 
small effect. On the contrary, age- averaging has a 
significant effect on the magnitude of the resulting 
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age-averaged life expectancy, i.e. reducing life 
expectancy by roughly 50%.

For a given society one observes approximately 
exponential economic growth as well as exponen-
tial population growth by a combined rate δ in the 
order 2%. Further, myopia that is the tendency to 
prefer consumption today instead of  consump-
tion in ten years, is a fact of  life. Both phenom-
ena can be taken into account in approximation 
by discounting at a rate γ (t) = ρ(t) + δ where ρ(t) 
is denoted by the rate of  pure time preference 
in economics. According to Rackwitz, Lentz & 
Faber (2005) a sustainable ρ(t) decays slowly from 
some market value of  about 3% down to zero 
taking account of  intra- and intergenerational 
equity. For mathematical convenience, this effect 
is integrated in the life expectancy term ldl  instead 
of  the utility term gq. Finally, denoting by ld(a) 
the  (discounted) remaining life expectancy of  a 
 person aged a:

d dtdl a
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a
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== ∫ S a dtdS
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au ( )t a  (2)

In the first line, S(t|a) denotes the probability 
of surviving up to age t for a person aged a today. 
Survival probabilities are calculated from the age 
dependent mortality rate μ(a). Discounting is 
performed at some rate γ (τ*), where τ* = τ − a. 
Performing the age-averaging operation and mul-
tiplying with the instantaneous utility leads to the 
overall life time utility.

If  utility is made up of  life expectancy ldl  and 
disposable income g, it implies that life expect-
ancy can be exchanged with income at a certain 
rate without changing overall utility or life qual-
ity. In fact, it can be observed that people are 
willing to give a certain amount of  their income 
in order to increase their life expectancy by buy-
ing additional safety measures, e.g. when paying 
extra money for a car with additional safety fea-
tures. This rate of  exchange between income and 
life expectancy is referred to as willingness to pay 
(WTP). As outlined in Nathwani et al. (1997) and 
Shepard & Zeckhauser (1984), this concept can 
be used for a criterion, by demanding that any 
safety-related decision shall not lower utility (life 
quality) L:

dL
L
g

dg
L
l

dl
dl

dl=
∂
∂

+
∂
∂

≥ 0 (3)

Usually, engineering decisions have an effect 
upon safety levels and income at the same time. 
Safety measures lead to a rise in average life 
 expectancy ldl , but their costs lead to a decrease 
in average available income or consumption 
g. According to the willingness-to-pay (WTP) 
approach, a decision is judged acceptable, if  the 
overall lifetime utility remains equal or rises. It is 
important to realize that this type of criterion is 
only suitable for risk prevention, i.e. saving the life 
of some member of society who cannot be identi-
fied in advance. The criterion is not applicable to 
identifiable persons already finding themselves in a 
state of immediate emergency.

Setting dL = 0 and inserting Eq. (1) yields:

WTP dTT gdd
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or,
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 (6)

Note that safety investments lead to a negative 
change in income dg, so that −dg adopts a positive 
value.

Safety-relevant measures cause a change in 
mortality rate μ, which is defined as the number of 
deaths divided by the population size. Usually, this 
calculation is performed for each age group sepa-
rately, leading to an age-dependent  mortality rate 
μ(a). Absolute and proportional mortality changes 
constitute two of the most basic cases. In the first 
case, an age-independent increment dμ(a) = dμ = Δ 
is added to background  mortality, so that 
μΔ(a) = μ(a) + Δ. In the second case,  age-dependent 
background mortality is multiplied with a constant 
factor, so that μδ (a) = μ(a)(1 + δ). The first case is 
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more typical for accidents (e.g. structural  failure), 
whereas the second case has been used for the 
effects of toxic exposure. It can be shown that the 
older people profit more from proportional mor-
tality changes than the younger ones. Other, more 
complex models exist as well.

For practical purposes, it is convenient to lin-
earize the relationship between (small) changes in 
mortality dμ(a) and (small) changes in discounted 
life expectancy ld(a) by a McLaurin expansion, 
so that:

E
dl

l a
J E

dl

l a
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dl

dl
A

dl

dl
== − ΔJ = −

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
ΔJJ

( )a

( )a

( )a

( )a δ δμ−
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Linearization coefficients are in both cases 
between JΔ ≈ Jδ = 16 to 19 for industrialized coun-
tries (see Rackwitz, 2004). The latter result is mul-
tiplied with crude mortality,

μ
_

= ∫ μ( )μ ( , )h) n, da
au

0∫∫
For the absolute risk model, inserting in Eq. (5) 

leads to:

− ≤ − ΔΔ Δdg
g
q J GΔ = −Δ ΔΔ =  (8)

It can be shown that GΔ is actually the WTP 
for averting one fatality. In the literature it is 
known as the “Value of a Statistical Life” (VSL). 
However, this terminology appears to be unluck-
ily chosen with respect to ethical considerations. 
Typical values come close to 2 million PPPUS$ 
(PPP =  Purchasing Power Parity) for industrialized 
countries. If  no discounting and no age-averaging 
is applied one ends up with values around 5 million 
PPPUS$. It is thus important to decide whether 
well-established facts from economics and equity 
aspects have to be observed or not.

Empirical investigations basically confirm this 
number, e.g. Mrozek & Taylor (2002). However, 
some cases indicate significantly larger values. 
Presumably, this deviation from the analytically 
derived VSL is due to the psychological phenom-
enon that people dread events disproportionally, if  
there perceived control over the situation is small or 
if  a large number of victims is killed by one single 
big accident rather than in several small accidents. 
Both criteria apply to aircraft passengers—and in 
fact, civil aviation is known for very costly measures 
against very small residual risks. Also, extreme low 
values have been reported, mainly for young men 
in risky jobs.

3 HUMAN CONSEQUENCE MODELING

The previous section assesses engineering deci-
sions by comparing changes in human mortality 
with changes in income (caused by project costs). 
However, the directly controllable result of a safety 
related decision is not a change in mortality μ, but 
a change in failure rate m. Obviously, μ changes, if  
rate m is related to some potentially fatal hazard. 
The present section presents some basic concepts 
of how to establish this link.

In the following, two of the most frequently 
encountered hazard types in engineering decision 
making are dealt with.

3.1 Event-type hazards

Most potentially fatal events in civil engineering 
share some basic properties: they occur at an 
unpredictable point in time and practically all 
fatalities occur at once. In a previous publication, 
Lentz & Rackwitz (2004) presented a basic 
methodology for this case, i.e. for event-type 
hazards.

The expected number of fatalities in case of a 
failure event F can be written as:

N N P N kD FN PEN Q D FPP PENNPEN =( )PQPP− :::  (9)

Here, NPE is the number of people endangered. 
It corresponds to the number of people actually 
expected to be present at the onset of the event. 
This is a subset of all people potentially present. 
PQ is the probability of successful escape and PD|F 
is the probability of death given no successful 
escape. The latter probabilities can also be united 
in a single factor k in order to keep the notation 
short in long expressions.

The strength of the approach lies in the fact that 
the determination of NPE and PQ follows the same 
principles regardless of the specific event-type, such 
as building collapse after an earthquake, dam fail-
ure or tunnel fire. The same statistical information 
on human behavior and physiology can be used 
in all cases. Only the last component of Eq. (9), 
PD|F, requires case-specific modeling. All three 
components of ND|F are made up of several sub-
quantities that have been numerically described in 
Lentz & Rackwitz (2004) and elsewhere. The prob-
ability k depends on a number of factors like the 
suddenness of failure (collapse), the presence of 
pre-warnings, the availability and functionality of 
rescue systems, etc. It has been estimated to 10−4 to 
0.1 or less for floods, vehicle impact and explosions 
and values close to one for building or tunnel fires 
and strong earthquakes.
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3.2 Toxic long-term impacts

Apart from civil engineering, many engineer-
ing decisions involve the release of harmful sub-
stances. In some cases, the release can only occur 
in an accident with immediate and severe conse-
quences. Methodologically, these cases can be 
subsumed under the event-type case described in 
Section 3.1. In other cases, toxic emissions are not 
a possible, but a permanent process with chronic 
effects on humans. Here, it is not the occurrence 
and the moment of the hazardous event which 
are uncertain, but the occurrence and the moment 
(latencies) of the consequences. Health effects, i.e. 
disease and death, can be delayed by years and dec-
ades, which also has an effect upon the discounting 
with respect to future life saving, see Section 2.

Although it is possible to establish a causal link 
on a general level, this is not the case for the indi-
vidual victim. A case of lung cancer can be due 
to particulate matter release, but equally to ciga-
rette smoke or to both causes combined. This is 
relevant for the considerations in the following sec-
tion, since re-compensation payments depend on a 
provable causality in the individual case, whereas a 
general causality is sufficient in order to justify pre-
ventive measures as those proposed by the WTP 
approach.

A more detailed and quantitative description of 
consequence modeling with respect to toxic long-term 
effects can be found in Lentz & Rackwitz (2006).

3.3 Morbidity effects

By small modifications it is also possible to extend 
the concepts to consequences in terms of mor-
bidity. Here, some extra cost can take account of 
the cost of medical treatment or the losses due 
to absent or diminished earnings. Also, it may be 
possible to quantify the quality adjustments to be 
made for life expectancy. In general, the WTPs to 
avoid morbidity are quite small but cases can be 
constructed where they can reach the mortality 
related WTPs.

4 APPLICATION TO TECHNICAL 
FACILITIES UNDER EVENT-TYPE 
HAZARDS

4.1 Cost-benefit analyses

In applying criteria like Eq. (6) to technical facilities 
under event-type hazards (natural or  manmade) two 
aspects have to be considered, the cost benefit aspect 
and the public safety aspect. For systematic recon-
struction after failure, negligibly short  reconstruction 
times, constant benefit rate and single mode failure 

an appropriate objective function based on the 
renewal model is (see Rosenblueth, 1976):

b
C p mM F( )p ( )p ( (C ) )H HM FH H * ( , )p= − − p(C )

γ
γ

 (10)

which is to be maximized. In this function, b is the 
(constant) benefit per time unit, γ the long term 
real market interest rate for continuous discount-
ing, C(p) the construction cost resp. the recon-
struction cost, HM the physical damage cost, HF 
the compensation cost and,

m
f p

f p
* ( , )p

* ( )p
* )p

γ γ
γ

=
−1

 (11)

the Laplace transform of the renewal intensity m(t, 
p) with,

f p f t dt* ) (f , )pexγ p)p expexp[ ][ ]tγ tt
∞

∫0∫∫

the Laplace transform of the density f (t, p) of the 
times between failures. p is some parameter to be 
optimized. The compensation cost HF will be dis-
cussed below. Financing costs are not considered. 
If, in particular, there is a stationary stream of 
adverse Poissonian events (earthquakes, storms, 
fires, etc.) with occurrence rate λ and Pf (p) the 
failure probability in an adverse event it is (see 
Rosenblueth, 1976, and Rackwitz, 2000):

m
PfP

* ( , )p
( )p

γ
λP

γ
=  (12)

so that m(p) = λPf (p) is the failure rate.  Stationarity 
of the Poissonian events implies a constant failure 
rate independent of time.

Eq. (10) is only an example of a rich spectrum 
of objective functions based on the renewal model 
including multiple mode failures, non-constant ben-
efit rates, block replacements, repairs following indic-
ative inspections, non-constant discounting etc.

In accordance with economic theory  benefits 
and (expected) cost should be discounted by 
the same rate. While the owner or operator may 
take interest rates from the financial market the 
assessment of the interest rate for a cost-benefit 
optimization in the name of the public is  difficult. 
It should be close to but a little larger than the 
real economic growth rate of a society, say 3%. 
The requirement that any objective function 
must be non-negative leads immediately to the 
 conclusion that constant interest rates must have 
an upper bound γmax depending on the benefit 
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rate b ≈ βC(p). For  example, the special objective 
derivable from Eq. (10) with Eq. (12) is:

β
γ

λ
γ

Cββ
C p

Pλ
M F

fP( )p ( )p( )p ( (C ) )H HM FH
( )p

− −C )p HH ≥ 0  
 

(13)

Therefore, by solving the equality for γ and 
given (optimal) p = p*,

γ γ β λ< <γ +λ
⎛
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⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠maγγγ x ( )

( )
P pλλ ( H H+

C p(f
M FH H+1  (14)

implying γ < β for λPf (p) = β. It follows that the 
benefit rate β must be slightly larger than γmax. 
From Eq. (13) one also concludes that there must 
be γ > 0 because the limit γ → 0+ is ±∞ or at least 
undefined. It is noted that large failure cost lets the 
maximum admissible interest rate decrease. Gener-
alization to time-dependent benefit and/or interest 
rates is straightforward.

The legal situation for approaches as in Eq. (10) 
for the owner or operator of a facility is absolute 
(strict) liability. The case of liability (due to neg-
ligence and/or intention) is not of interest since 
liability and compensations for loss of life and 
health is a matter for the courts. For absolute 
liability owners or operators additionally have to 
consider that they themselves or their insurance 
can compensate the dependents of the victims in 
an accident (plus, possibly, compensation for non-
pecuniary damage). This is essentially the value of 
the lost earnings or the  so-called societal human 
capital. It is computed from:

HC g l a h n da g
lau ≈danhl= g∫∫ ( )a(aa ( ,a(aa )
20∫∫  (15)

where l(a) the remaining (undiscounted) life expect-
ancy at age a. It is useful to average over the age-
distribution h(a, n). Multiplying with the expec ted 
number of fatalities from Eq. (9), the expected 
compensation costs in case of a failure event fol-
low as HF = k NPE HC. It is important to note 
that the income in the remaining life expectancy 
must not be discounted in order to avoid double 
discounting. Depending on the legal and taxation 
conditions HC may also be computed with the 
full GDP.

4.2 Technical facilities

Society, however, has to protect life and health of 
an anonymous person against all involuntary risks. 
For technical facilities the change in life expectancy 
or mortality must be transformed into a change in 
the failure rate (Rackwitz, 2004):
dμ = kdm(p) (16)

where k is the probability of being killed in or by 
the facility in an adverse event as defined in Eq. (9). 
Failure rate m(p) is dependent on a parameter set 
p. For simplicity of presentation, it is here taken as 
independent of time.

Making use of Eq. (6), this results for a given 
project, NPE persons potentially endangered and k 
the probability of being killed in the failure event 
in criteria of the type:
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where dCY (p) are the incremental yearly cost for a 
risk reduction by dm(p). Eq. (17) has to be applied 
for each hazard and failure mode if  there is more 
than one. As for cost-benefit analysis we do not 
consider questions of project financiation.

It is important to note that the additional risk 
reducing investment dCY (p) depends on the change 
dm(p) of the failure rate and not on its absolute 
value. If  CY (p) and m(p) are scalar and differenti-
able one also has,

dC
dC

dp
dpYCC YCC( )p

( )p
=

and,

dm t
dm t

dp
dp( ,p ) ( ,p )

=

Division of both sides of Eq. (17) leads to:

dC
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G kN
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PEN
( )p ( ,p )

≥ − ΔG  (18)

For condition-based maintenance (perfect repair 
after indicative inspection) a renewal cycle has 
length a or ja, j = 2, 3, ... depending on the repair 
probability. The failure rate has sharp drops at these 
times but not necessarily down to Zero. In general, 
it is necessary to compute m(p,ja) by some exact 
method with F(ja), j = 1, 2, 3, ...

In a conceptually straightforward and conserva-
tive approach one search for the maximum of the 
failure rate and then performs a small parameter 
variation, that is:
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 (19)
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The marginal cost for safety now must include 
all preventive maintenance cost while mdef (p, t) is 
related only to the corrective part. The failure rate 
must be computed from a defective failure time 
distribution written as:

F p ka I t k

P
k

deFF f dpe efdd(tt ) (FdFF efdd , )p) ( (ka t ) )aka(FdFF efd , p t +

{ }R( )ka { }ka T tFT< TTT( )
=

1

0
∩

, ,,, , , ...1 2, 3
 (20)

with I being the indicator function. Eq. (20) is 
best determined recursively. Alternatively, recog-
nizing the oscillatory saw-tooth type behavior of 
mdef (p, a) one could take some time-average of 
mdef (p, a):

m
t

m t dt
M t

tave dt
m efdd

deMM fet
( )tt ( ,p( p )

( ,p )
=dttmm= p∫∫

1
0∫∫  (21)

where t is at least some multiple of a.

5 FURTHER DISCUSSIONS 
BY AN EXAMPLE

From Rackwitz (2006) one concludes that “the 
value of  a statistical life” is Gx = (g/q)Cx where 
“x” stands for the particular mortality reduc-
tion scheme. For constant mortality reductions 
Δ, a European population with GDP ≈ 25000 
PPPUS$ (year 2000), the part available for risk 
reduction g ≈ 17500 PPPUS$ and q ≈ 0.16, JΔ ≈ 
45 we compute GΔ ≈ 5 million PPPUS$ if  no dis-
counting and no age-averaging is performed. If  
discounting and  age-averaging is performed it is 
JΔ ≈ 16 to 19 and GΔ ≈ 1.9 to 2.2  million PPPUS$. 
These values then enable to compute the (yearly) 
 willingness- to-pay to save a statistical life by 
WTP = (g/q)JΔdμ.

All further discussions and practical implica-
tions are illustrated at a simple example which, 
however, is representative for many applications. 
The example has already been given earlier in 
somewhat different form and with different param-
eters. A single-mode system is considered where 
failure is defined if  a random resistance or capac-
ity is exceeded by a random demand. The demand 
is modeled as a one-dimensional, stationary 
marked Poissonian pulse process of  disturbances 
(earthquakes, wind storms, explosions, etc.) with 
stationary intensity λ and random, independent 
sizes of  the disturbances Si, i = 1, 2, … . The dis-
turbances are assumed to be short as compared 
to their mean inter-arrival times. We study log-
normally distributed resistances and disturbances. 
The resistance has mean p and a coefficient of 
variation VR. The disturbances are independent 
and have mean equal to unity and coefficient of 

variation VS so that p can be interpreted as  central 
safety factor (p = mR/mS). p is taken as the only 
optimization parameter. For failure once a dis-
turbance occurs with log-normal capacity and 
demand we have:
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An appropriate objective function for system-
atic reconstruction which will be maximized is then 
given by (see also Eq. (10)):

Z
b

C p
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( )p ( )p ( (C( (C ) )H HM FH H
( )p

= − p− (C )
γ

λP
γ

where C(p) = C0 + C1 pa and HM the initial material 
damage cost.

The acceptability criterion can be written as:

d
dp

C G kN
d
dp

pPEN f( )p ( (PP ))≥ − ΔG λP  (23)

The parameter assumptions are: C0 = 106, 
C1 = 104, a = 1.25, HM = 3C0, VR = 0.2, VS = 0.3 
and λ = 1 [1/year]. The LQI-data are e = 77, 
GDP = 25000, g = 17500, CΔ = 20, q = 0.16, 
kNPE = 10 so that HF ≈ 7 × 106 and GΔ ≈ 2.2 × 106. 
Monetary values are in appropriate monetary 
units. Optimization will first be performed for 
the public. Therefore, compensation costs are 
included in the objective function. The benefit 
rate is b = 0.02C0 and the (maximum) interest 
rate is γ = 0.0185. For the model in Eq. (22) the 
optimum is at p* = 4.40 (λPf (p*) = 1.1 × 10−5). The 
acceptability limit is plim = 3.45 (mlim = 1.7 × 10−4). 
This is shown in Figure 1. The owner uses some 
typical value b = 0.07C0. Compensation costs (Life 
saving cost) are not included in the optimization 
(see Figure 1).

The influence of the cost C1 on the optimal and 
acceptable solution is shown in Figure 2, where 
C1 varies from 1000.0 to 100000.0 and the corre-
sponding optimal and acceptable failure rates are 
given. For C1 > 12000 the objective function Z(p*) 
is negative. The optimal solution is acceptable for 
all cost values C1. It is most important to ensure 
that all necessary investments into life saving are 
done in order to guarantee the safety for human 
life and health and the resulting failure rate of a 
technical facility is acceptable. This is already ful-
filled if  the acceptability criterion derived from the 
LQI is fulfilled.

For the standard case the ratio H/C0 is varied 
between 1 and 10 in Figure 3, a range which covers 
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most applications. It is seen that increasing H by 
an order of magnitude decreases the optimal fail-
ure rate by roughly half  an order of magnitude.

The objective of the owner is in general to maxi-
mize the benefit from an investment. Therefore, 
he uses a higher interest rate ζ = γowner given by the 
financial market. But he is still bound to build 
safe structures. This is only guaranteed if  the LQI-
criterion which may include the ratio ζ/γpublic of  the 
economic and the public interest rate γpublic given 
by the characteristics of a society is fulfilled. The 
corresponding failure rates of the optimization for 
various interest rates γowner are given in  Figure 4 
with kNF = 50. In general for a long period the 
ratio ζ/γpublic is or is close to 1. For shorter service 
times or credit periods a different value is possi-
ble. Therefore, the acceptable failure rate is shown 
in Figure 4 for ζ/γpublic = 0.7, ζ/γpublic = 1.0 and 
ζ/γpublic = 1.3. It can be seen, that the LQI-criterion 
(Eq. 23) becomes active for increasing interest 
rates γowner depending on the ratio ζ/γpublic. In that 
case the owner must use the acceptable solution. 
Further calculations show, that for kNF > 50 the 
LQI-criterion becomes permanently active. kNF < 
50 makes the optimal  solution always acceptable.

Figure 5 demonstrates the effect of different 
coefficients of variation for R and S on the accept-
able failure rate for kNPE = 10 showing that it is 
more difficult to achieve small failure rates for 
large coefficients of variation.

This example also allows to derive risk conse-
quence curves by varying the number of fatali-
ties in an event. With the same data as before but 
SHC = 7 × 105 and GΔ = 4 × 106 for NF = 1 we vary 
the cost effectiveness of the safety measure (see 
 Figure 6). Here, only the ratio C1/C0 is changed. 
The upper bounds (solid lines) are derived from 
Eq. (23) and the lower bounds (dashed lines) 
 corresponds to the societal optimum  according to Figure 2. Failure rates for various cost C1. Dashed lines 

correspond to acceptable, solid lines to optimal results.

Figure 3. Optimal failure rate versus H/C0.

Figure 4. Failure rates for various interest rates of the 
owner. Dashed lines correspond to acceptable, solid lines 
to optimal results.

Figure 1. Objectives for owner and society and accept-
ability limit.
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Eq. (10) (bS = 0.02C0, γS = 0.0185). Most realistic 
is probably a ratio of C1/C0 = 0.001, but there are 
many applications where yet smaller values are 
found. The area between the solid and dashed lines 
has been interpreted as the so-called ALARP region 
(As Low As Reasonably Practicable). The failure 
rate of approximately 10−4 per year for NF = 1 cor-
responds well with the  “controllable” crude mortal-
ity of the same magnitude. The curves in Figure 6 

are not classical F-N-curves seen frequently in the 
literature where the exceedance probability instead 
of the failure rate is plotted over the number of 
fatalities. It is also noted that on the ordinate 
the failure rate m = λPf (p) is plotted and on the 
abscissa the number of fatalities NF = kNPE so that 
the full range of values for λ, Pf (p), k and NPE is 
covered. Reasonable variations in the other param-
eters move the curves at most by a factor of 2 to 4 
up or down. It should also be mentioned that the 
curves depend to a certain degree on the stochastic 
model used for R and S.

6 CONCLUSIONS

This contribution has summarized the most impor-
tant steps of the developments towards a utility 
based (life quality based) acceptance criterion for 
technical facilities under man-made or natural 
 hazards. The affordable willingness-to-pay (WTP) 
for safety is derived. The acceptability criterion as 
constraint of a cost-benefit optimization problem 
ensures that the optimal facility is also sufficiently 
safe. Optimization can be performed from the pub-
lic’s and the owner’s point of view. The acceptabil-
ity criterion becomes active especially if  the owner 
uses higher discount rates. The optimal results are 
affected by the stochastic model chosen for the rele-
vant uncertainties and the coefficient of variation of 
the resistance variables and of the load processes.

The example is proposed to be taken as stand-
ard as it can demonstrate the effect of many fac-
tors. Other examples with realistic physical and 
stochastic models are well supporting the findings 
in the example. The computed acceptable risk con-
sequence curves show an almost perfect depend-
ence of the type racc(NF) = K/NF with K = 10−3 (case 
with large variabilities and/or costly safety meas-
ures), 10−4 (standard case) and 10−5 (for small vari-
abilities and inexpensive safety measures). Almost 
all examples with somehow realistic physical and/
or stochastic models and realistic parameters dem-
onstrate that optimization generally leads to safer 
structures.

The acceptability criterion does not include fail-
ures due to human error although it is universal 
by definition. At present, the difficulty is to quan-
tify the cost of a quality assurance measure and its 
effect on the probability of remaining errors (and 
failures) given a certain measure.
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Figure 5. Effect of various coefficients of variation of 
R and S on acceptable failure rate for kNPE = 10.

Figure 6. Acceptable failure rate over number of fatali-
ties for different C1/C0 for first example. Dashed lines cor-
respond to optimal solution for the public.
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ABSTRACT: This paper presents a review of the state-of-the-art to identify emerging ideas and  solutions 
which hold promise for practical implementation in risk management strategies of natural hazards with 
focus on landslides and extreme waves.

methods. For other natural hazards, 15 in total, sim-
ilar lines are outlined. Interesting is that the authors 
already present methods of estimating research 
results within an evaluation framework, including 
economic efficiency, trade-offs and values.

Bryant (1991) gives a complete overview on 
natural hazards, as well as its social impacts. Apart 
from how natural hazards occur, the author also 
presents (controversial) methods how to predict 
hazards from occurring again (on short and long 
term). The author claims that there is sound scien-
tific evidence that cosmic/planetary links exist with 
the occurrence of earthquakes and floods. The 
11-year sunspot cycle and the 18.6-year lunar cycle 
(caused by the moon’s orbit fluctuation) are used 
to show a correlation with the ENSO index, occur-
rences of floods and droughts in North America, 
Northern China, Australia, Patagonia, amongst 
others.

Very surprising Bryant (1991) shows that in some 
parts of the world (such as the  Mediterranean) the 
sunspot frequency and the seismic activity are cor-
related, via fluctuations in the Earth’s rotation (in 
the order of milliseconds). However, if  earthquake 
occurrence is dominated by some force external to 
the Earth (as mentioned by the author), then one 
would expect clustering to be taking place at the 
same time worldwide, which is not supported by 
the data.

Cannon et al. (1994) claim that natural  disasters 
are not only caused by the natural environment, 
but also (or maybe even more) by the social, politi-
cal and economic environment. This is shown 
throughout their work when they concentrate on 

1 INTRODUCTION

It is always a difficult dilemma with research 
projects on natural hazards if  it should focus on cer-
tain aspects of the hazard (its probability of occur-
rence, its damage potential, the effectiveness of 
mitigation measures and building codes, its human 
behavior and injury causation during the catastro-
phe, etc), or if  the project should be addressed as 
a complete entity which involves physical, techno-
logical, economic and social realities. In this paper 
the first option is chosen, although now and then 
parts of the second option are presented.

Many books on natural hazards lack a serious 
academic treatment of the subject. This is in con-
trast with one of the first complete treatises on nat-
ural hazards by White et al. (1975). Since the book 
is over 30 years old, many of the issues in this book 
are outdated unfortunately. It describes the status 
of natural hazards research in the USA in the 70s, 
and it gives recommendation for future research. 
The main message in their book is that research in 
the 1970s concentrated largely on technologically 
oriented solutions to problems of natural hazards, 
instead of focusing equally on the social, economic 
and political factors which lead to non adoption of 
technological findings, or which indicate that pro-
posed technological steps would not work or only 
tend to perpetuate the problem (according to the 
authors).

For floods the authors propose five major lines 
of new research: Improving control and prediction, 
Warnings and flood proofing, Land Management, 
Insurance, Relief and Rehabilitation basic data and 
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the various hazard types: floods, coastal storms, 
earthquakes, landslides, volcanoes, biological haz-
ards and famine. The authors consistently use a 
flow diagram describing the framework of the root 
causes, dynamic pressures, unsafe conditions (on 
the one side), the hazard (on the other side), and 
the disaster (in the middle).

Cannon et al. (1994) describe 12 principles 
towards a safer environment. It cannot be made 
by technical measures alone. It should address the 
root causes by challenging any ideology, politi-
cal or economic system which causes or increases 
vulnerability. It should reduce pressures by devel-
oping by macro forces such as urbanization, re-
forestation, a.o. It should achieve safe conditions 
by protected environment, resilient local economy 
and public actions, such as disaster preparedness. 
Together with technical measures to reduce certain 
hazards (such as flood defenses, shelter breaks, 
etc), it should all lead to a substantial reduction in 
disaster risk.

The authors illustrate natural hazards from a 
social studies point of view, with striking observa-
tions, such as the bureaucratic blindness and biased 
relief  assistance in South Carolina following hurri-
cane Hugo in 1989 to the needs of many African 
Americans who lacked insurance and other sup-
port systems. The huge North Vietnam floods in 
1971 only resulted in a few hundred deaths, largely 
because of a highly efficient wartime village-level 
organization that allowed rapid evacuation and 
provision of first aid, whereas the similar 1970 
Bangladesh floods killed a record 300,000 people.

Natural hazards considered under climate 
change have been studied by McGuire et al. (2002) 
and heavily based on the results of the 3rd assess-
ment report of 2001 by the IPCC (Intergovern-
mental Panel on Climate Change), who upgraded 
their temperature rise forecasts to 8 degrees Cel-
sius by the end of the century. The natural hazards 
in McGuire (2002) are described in the light of 
IPCC’s forecasts.

Windstorms are described to anthropogenic cli-
mate change and are shown to have the potential 
for large changes for relatively small changes in the 
general climate. Its natural patterns of climate vari-
ability are discussed by McGuire, amongst which 
ENSO, NAO, and PNA (Pacific North American 
teleconnection). Studies are presented which try 
to observe and predict the frequency and severity 
of extreme windstorms on a spatial and temporal 
scale.

Also, river and coastal floods under global 
warming are examined. Most research on river 
floods has concentrated on changes in observed 
precipitation and prediction methods, but the 
authors also present non-climatic factors involv-
ing human influences on the river basin. Coastal 

flooding from tropical and extra tropical storms 
under sea level change is investigated, as well as sea 
temperature changes (heat—and cold waves).

The 1999 Venezuela landslides, causing 50.000 
fatalities, have put this undervalued natural haz-
ard on the agenda again. The authors concentrate 
on the water accumulation below the surface of 
unstable slopes. The landslide’s theological proper-
ties (which resist the movement) are studied under 
environmental change.

McGuire et al. (2002) ends with some results 
from a recent paper in Science (v 289, p 2068–74, 
DR Easter ling et al.) on different forecasts of cli-
mate extremes. The authors plead for political will 
from industrialized countries such as USA, Japan 
and Australia to invert their increase in gas emis-
sions before the hazardous aspects of climatic shift 
make themselves felt.

Many references are available on this subject but 
it was chosen to address only some books as exam-
ples of the state of affairs. These books provide an 
overview of the status of understanding in the field 
and make clear that there can be considered some 
15 natural hazards, too many to be dealt with in 
this paper.

Based on the current understanding of the field, 
this paper starts by providing an overall approach 
on how to assess and deal with natural hazards from 
a risk analysis point of view. Then one application 
to the case of landslides is presented, as an exam-
ple of how the methodology can be applied. Then 
a very recent problem area is presented, which has 
not yet been established as a natural hazard in the 
specialized literature, but which has been topic of 
recent in the recent past: the occurrence of abnor-
mal or freak waves at sea.

2 A RISK MANAGEMENT APPROACH 
OF NATURAL HAZARDS

In recent years probabilistic and statistical 
approaches and procedures are finding wider 
applications in all fields of engineering science, 
starting from nuclear power aeronautic applica-
tions to structural mechanics and engineering, off-
shore and coastal engineering, and in more or less 
sophisticated forms are the base of many of the 
most recent versions of Structural Codes of Prac-
tice throughout the world. Detailed commentaries 
of these codes have been written as CIRIA (1977) 
or ISO (1973) reports. Applications to civil engi-
neering are described by the comprehensive text of 
Benjamin and Cornell (1970). More recent similar 
comprehensive texts are Augusti et al. (1984) and 
Thoft-Christensen and Baker (1982). A general 
application to structures in a coastal environment 
is provided by Burcharth (1997).
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Risk analysis is usually structured in:

1. analysis of hazard (risk source, natural proc-
esses causing damages),

2. analysis of failure (risk pathway, mechanisms 
through which hazard causes damages).

3. analysis of vulnerability (behavior of the risk 
receptors).

For the first analysis, extreme events and joint 
probabilities of natural processes making up the 
hazards should be statistically described. In the sec-
ond analysis, components of the defense systems 
should be identified, characterized and processes 
leading to failure are deterministically described. 
In the third analysis, understanding and assess-
ment of direct and indirect damages and intangi-
ble losses including risk perception and acceptance 
from population, social and ecological reaction 
(resilience). The second step is process specific and 
will be described below, separately for each con-
sidered hazard. This step is structured, however, 
in identification and prediction of failure modes, 
reliability analysis of defense structure or systems 
(combination of hazard statistics and structure 
behavior) and modeling of post failure scenarios 
aiming to identify damages.

Damages caused by natural disasters can be 
distinguished as economical and non-economical, 
depending on whether or not a monetary value can 
be assigned to a specific damage. In addition, these 
damages are distinguished as direct and indirect, 
depending on whether the damage is the results of 
direct contact with the natural hazard or whether 
it results from disruption of economic activity con-
sequent upon the hazard (Penning-Rowsell, 1992). 
The economic approaches on the valuation of dis-
aster generally pursue an objective of public policy: 
Given a set of courses of action to take to alleviate 
damages from hazardous events, what is the one 
with highest economic value? To answer that ques-
tion, the literature has followed two approaches.

The first approach is that in which the value of 
a given public policy comes from the avoided dam-
age. There is a series of damages associated with 
hazardous events, some of those that come to mind 
are loss of property, injury and loss of human life, 
or natural habitat disruption. Farber (2001) and 
Yohe et al. (1999) illustrate complex cases of valu-
ation of property loss and disruption of economic 
activity caused by potential storm and flooding 
events. A qualitative list of potential losses can be 
found in Penning-Rowsell and Fordham (1994). 
A benefit transfer exercise consists in a statistical 
estimation of a function based on existing evi-
dence in order to transfer value (“benefit”) from 
the  various study sites to the policy site,  (Brouwer, 
2000) and Bateman et al. (2000). On the basis 
of the evidence gathered to estimate the transfer 

function, it is possible to assess the risk of error 
in transferring values. End-users may then decide 
what risk they are willing to run for a particular 
application. The trade-off  is between administer-
ing an expensive valuation survey (with low risk of 
error) and an inexpensive transfer of values with 
a potentially high risk of error depending on the 
particular site analyzed.

The second approach is more direct in the sense 
that the researcher directly asks the relevant public 
to value the public policy itself, including its effects 
on flooding risk and potential physical damage. 
This approach has been illustrated in Penning-
Rowsell and Fordham (1994) and relies on “stated 
preferences” methods such as the contingent valu-
ation or choice experiments; see Carson (2000) and 
Haab and McConnell (2002) for recent reviews on 
the former and Louviere et al. (2000) on the latter. 
Contingent Valuation surveys consisted of the fol-
lowing steps: survey design, whose aim is to draw 
up a questionnaire suitable for the specific situation 
considered; sample design, to provide guidelines to 
obtain a random sample; pre-test of 30/50 inter-
views to check the wording of the questionnaire; 
main survey on the field of at least 600 interviews. 
As regards sites under risk of flooding, in general 
it is possible to carry out: site specific surveys to 
obtain data about property damages and to esti-
mate damages from flooding, and post-flood 
household surveys to identify the immediate needs 
of the flood victims and to assess the intangible 
or non-economical flood effects (Penning-Rowsell 
et al., 1992).

Historically human civilizations have striven 
to protect themselves against natural and man-
made hazards. The degree of protection is a mat-
ter of political choice. Today this choice should be 
expressed in terms of risk and acceptable prob-
ability of failure to form the basis of the proba-
bilistic design of the protection. It is additionally 
argued that the choice for a certain technology and 
the connected risk is made in a cost-benefit frame-
work. The benefits and the costs including risk 
are weighed in the decision process. Engineering 
is a multi-disciplinary subject, which also involves 
interaction with many stakeholders (individuals or 
organizations who have an interest in a project). 
This paper addresses the specific issue of how 
numerical occurrence probability levels of natural 
hazards are both formulated and achieved within 
the context of engineering design and how these 
relate to risk consequence.

A proposal for a common framework for risk 
assessment of  any type of  natural hazard is given 
by adapting the general theoretical approaches to 
the specific aspects of  natural hazards, such as 
mass movements, and extreme waves. The spe-
cific features of  each case will be presented in 
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this paper and it will be shown that the common 
procedure proposed is able to deal appropriately 
with the specifics of  each of  the natural hazards 
considered.

Statistical methods are abundantly available 
to quantify the probability distributions of  the 
occurrences of  different hazards with special top-
ics such as treating very seldom events, dealing 
with spatial and temporal variability of  data, as 
well as with joint occurrences of  different types 
of  data. The two cases will demonstrate the appli-
cability of  the general methods to the specific 
aspects of  the data from mass movements, and 
extreme waves. The 1st step in a structured risk 
analysis of  natural hazards is:

Step 1. Statistical analysis of observations
Data is collected from mass movements, flood-
ing, extreme waves and earthquakes and analyzed 
with statistical methods. Proper tools are used in 
order to harmonies data which comes from differ-
ent sources (for instance instrumental or historical 
observations of natural hazards).

Step 2.  Integration of mathematical-physical mod-
els in probabilistic models

The possible progress of a natural hazard from 
phase I to phase I + 1 is described with transition 
probabilities in Markov models. Mathematical-
physical models are used to generate data to be 
combined with observations and measurements 
for statistical analysis.

Step 3.  Estimation of dependencies between natural 
hazards

Collected data from mass movements, flooding, 
extreme waves and earthquakes in some instances 
are analyzed with respect to linear correlations 
and non-linear dependencies. Mathematical-
physical-based reasons can be investigated to 
explain the existence of  correlations and depend-
encies between the occurrence of  hazards at the 
same time.

Step 4. Use of multivariate statistical models
Joint Probability Distribution Functions (JPDFs) 
describe the probability that a number of extreme 
events happen simultaneously. Dependencies 
between events cause difficulties in deriving these 
JPDFs.

Elements characterizing the degree of the past 
and future hazards can be combined with indicators 
for the vulnerability of the inhabited areas or of 
infrastructure installations. In databases, the damage 
is expressed in terms of fatalities and damage costs 
for private buildings, infrastructure installations and 
agricultural land. In the next steps it is necessary to 
relate the expected physical damage to the expected 
economic losses and expected losses of life.

Step 5.  Economic models to derive (in)direct conse-
quences of hazards: FD-curves

Risk is considered as the product of probability and 
consequences. All natural hazards are analyzed with 
respect to their economic impacts on society. This 
leads to so-called FD-curves (the cumulative distri-
bution function of the amount of damage D). Eco-
nomic expertise is an important part in this step.

Step 6.  Models to estimate loss of human lives: 
FN-curves.

Apart from economic damage, natural hazards 
can also lead to human casualties. Estimates are 
derived and covariates are found of the possible 
number of casualties caused by natural hazards.

Step 7. Cost-benefit transfer
The aim of step 7 is to examine whether or not it 
possible to transfer values from natural disasters 
mitigation, and in case it is, to extract a transfer 
function. First the different methodologies used to 
value hazardous events are compared and whether 
and how they can be aggregated. Then, the con-
struction of the actual value database can be car-
ried out. Finally, if  sufficient data quality criteria 
are met, a statistical analysis is performed in order 
to extract a benefit transfer function for one or sev-
eral categories of values of hazardous events.

The methods presently accepted to set the 
acceptable risk levels related to industrial risks can 
be considered and their applicability to set accepta-
ble risk levels of natural hazards can be studied. An 
approach is proposed to determine risk acceptance 
levels for different types of natural hazards, discuss-
ing in particular the specific aspects of mass move-
ments, flooding, extreme waves and earthquakes.

Step 8. Acceptable risk framework development
Decisions to provide protection against natural 
hazards are the outcome of risk analyses and prob-
abilistic computations as an objective basis. Devel-
opment of concepts and methods to achieve this 
are available from literature. It covers both multi-
attribute design and setting of acceptable risk 
levels. The research reinforces the concept that effi-
cient design not only requires good technical anal-
ysis, but also needs to consider the social aspects 
of design as well and incorporate the concerns and 
aspirations of stakeholders. Each stakeholder has 
a different perspective on the objectives of a par-
ticular project and it is the designer’s challenge to 
manage these multiple concerns and aspirations 
efficiently. If  the efficiency of decision making can 
be improved then it is quite possible that a 5% sav-
ing or larger can be achieved.

The main approaches to assess costs and bene-
fits of different risk reduction measures can be ana-
lyzed dealing in particular with the approaches to 
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deal with multiple risk and to take in  consideration 
their interaction. An approach is proposed to deter-
mine actions leading to As Low As Reasonably 
Possible (ALARP) levels of risk for different types 
of natural hazards, discussing in particular the spe-
cific aspects of mass movements, flooding, extreme 
waves and earthquakes. For cost benefit analysis it 
is necessary to have models of the costs and of the 
benefits. Rough estimates on these numbers for the 
two cases will be shown in Sec. 3 and 4.

Step 9. Cost analysis of mitigation measures
In order to reduce the risks of natural hazards, mit-
igation strategies are applied. To answer the ques-
tion if  more mitigation is necessary (or in general 
the question “how safe is safe enough”), insight is 
developed in the costs of mitigation measures of 
natural hazards.

Step 10. Effectively analysis of mitigation measures
Apart from insight in the costs of mitigation meas-
ures, it is also necessary to quantify the effectively 
of these measures, in other words, how much can 
they reduce the consequences of natural hazards 
or reduce the probability of occurrence of these 
negative impacts.

The above 10 steps are proposed as an overall 
integrated and structured way to analyze risks 
from natural hazards and are identified as ‘best 
practice’. In Sec. 3 and 4, two types of natural haz-
ards will be discussed in detail, namely landslides 
in Sec. 3 and freak waves in Sec. 4.

3 CASE STUDY ON RISK ANALYSIS 
OF LANDSLIDES: GLOBAL HOTSPOTS

Landslides cause major disasters on a global scale 
every year, and the frequency of their occurrence 
seems to be on the rise. The main reasons for 
the observed increase in landslide disasters are a 
greater susceptibility of surface soil to instability 
as a result of overexploitation of natural resources 
and deforestation, and greater vulnerability of the 
exposed population as a result of growing urbani-
zation and uncontrolled land-use. Furthermore, 
traditionally uninhabited areas such as mountains 
are increasingly used for recreational and transpor-
tation purposes, pushing the borders further into 
hazardous terrain.

Climate change and the potential for more 
extreme weather conditions may also be a contribut-
ing factor. Recent examples of major slide disasters 
are the debris floods and mudflows in Venezuela in 
December 1999, which caused over 20,000 fatalities; 
the El Salvador earthquake of January 2001, which 
caused 600 fatalities in just one landslide; and the 
debris flows and landslides on Hispaniola Island 

in May 2004, which caused over 2,500 fatalities in 
Haiti and the Dominican Republic.

Although slides and avalanches occur more fre-
quently than other major natural hazards, in terms 
of the number of fatalities from different hazards, 
they rank rather low as seen from Table 1. There 
is however, reason to believe that the number of 
causalities due to landslides shown in the table is 
grossly underestimated. This is because the loss 
figures in the international data bases are normally 
recorded by the primary triggering factor, and not 
by the hazard that causes the fatalities. For instance 
the 1999 Venezuela Disaster with more that 20,000 
deaths is recorded as a flood, while most fatalities 
were caused by landslides in form of debris flows 
and mud flows.

Information on natural hazards, vulnerabilities 
and risks at an appropriate scale is of fundamental 
importance for the design and implementation of pol-
icies and programs for risk mitigation.  Contingency 
planning, disaster preparedness and early warn-
ing systems require the knowledge of what kind of 
losses could be expected from what type of hazard. 
Lack of such data on a global scale led to an initia-
tive from the ProVention Consortium of the World 
Bank to launch a collaborative project on “Identi-
fication of Global Natural Disaster Hotspots” in 
2001—the “Hotspots Project”, for short. The aim of 
the Hotspots Project was to perform a global assess-
ment of the risk of mortality and economic losses 
for six major natural  hazards: droughts, floods, 
windstorms, earthquakes,  landslides and volcanoes. 
The results of the project are available in a World 
Bank  publication (Dilley et al., 2005).

This section describes the assessment of the glo-
bal distribution of landslide hazard and risk, which 
was performed by the Norwegian  Geotechnical 
Institute (NGI), (Nadim et al., 2006) in  collaboration 

Table 1. Ranking of major natural hazards by number 
of deaths reported in EM-DAT (2003).

Rank Disaster type All deaths
Deaths 
1992–2001*

1 Drought 563,701 277,574
2 Storms 251,384 60,447
3 Floods 170,010 96,507
4 Earthquakes 158,551 77,756
5 Volcanoes 25,050 259
6 Extreme temperature 19,249 10,130
7 Landslides 18,200 9,461
8 Wave/surge 3,068 2,708
9 Wild fires 1,046 574
Total 1,211,159 535,416

*2002 IFRC World Disaster Report (http://www.cred.be/
emdat/intro.htm)
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with the United Nations Environment Programme 
(UNEP) and Global Resource Information Data-
base (GRID-Europe) for the Hotspots Project.

3.1 Landslide hazard assessment

The general approach adopted in the study for 
the identification of global landslide hazard and 
risk hotspots is depicted in Figure 1. The study 
focused on slides with rapid mass movement, like 
rockslides, debris flows, snow avalanches, and rain-
fall- and earthquake-induced slides; which pose a 
threat to human life. Slow moving slides have sig-
nificant economic consequences for constructions 
and infrastructure, but rarely cause any fatalities. 
The risk computation was calibrated against the 
past human losses recorded in various natural dis-
aster impact databases. The estimation of expected 
losses was achieved by first combining frequency 
and population exposed, in order to provide the 
physical exposure, and then performing a regres-
sion analysis using different sets of uncorrelated 
socio-economical parameters in order to identify 
the best indicators that were the best proxy for 
approaching human vulnerability to landslides in 
a given country.

Details of the landslide hazard and risk 
 estimation models are provided in the paper by 
Nadim et al. (2006). A brief  summary is provided 
in this section.

Landslide hazard level depends on the combina-
tion of trigger and susceptibility (Figure 1). In the 
first-pass estimate of landslide hazard, five para-
meters are used:

 i.  slope factor within a selected grid (Sr), range of 
index: 0–4;

ii.  litho logical (or geological) conditions (Sl), 
range of index: 1–5;

iii.  soil moisture condition (Sh), range of index: 1–5;
 iv.  precipitation factor (Tp), range of  index: 

1–5; and,
   v.  seismic conditions (Ts), range of index: 1–10.

The relative landslide hazard level was estimated 
using a model similar to that suggested by Mora 
and Vahrson (1994) for regional analyses. For 
each factor, an index of influence was determined 
and the relative landslide hazard level Hlandslide was 
obtained by multiplying and summing the indices 
using the following equation:

Hlandslide = (Sr ⋅ Sl ⋅ Sh) ⋅ (Ts + Tp) (1)

The following sources were used to obtain the 
input data in Equation 3.1.

Slope factor, Sr: NASA’s global elevation data-
set SRTM30 was used as the starting point. After 
correcting the anomalies by using other datasets, 
Isciences (www.isciences.com) derived the grid of 
slope angles for the study.

Litho logy factor, Sl: The dataset used in this 
study was the Geological map of the World at 
1/25,000,000 scale published by the Commis-
sion for the Geological Map of the World and 
UNESCO (CGMW, 2000).

Soil moisture factor, Sh: The data for 
th2 study were extracted from Willmott and 
Feddema’s  Moisture Index Archive (Willmott 
and  Feddema, 1992).

Seismicity factor, Ts: The data set used for the 
classification of the seismic trigger factor was the 
expected Peak Ground Acceleration (PGA) with 
475-year return period (10% probability of exceed-
ance in 50 years) from the Global Seismic Hazard 
Program, GSHAP (Giardini et al., 2003).

Precipitation factor, Tp: The categorization Tp 
was based on the estimate of the 100-year extreme 
monthly rainfall (i.e., extreme monthly rainfall with 
100 years return period). The source of data was the 
monthly precipitation time series (1986–2003) from 
Global Precipi tation Climatology Centre (GPCC) 
run by Germany’s National  Meteorological Serv-
ice, DWD (Rudolf et al., 2005).

The ranges of the parameters used in  Equation 1 
are given in Tables 2 through 6. The resulting land-

Figure 1. General approach for landslide hazard and 
risk evaluation.

Table 2. Categorization of slope data.

Range of slopes 
angle (unit: degrees) Classification Sr

0–1 Very low 0
1–8 Low 1
8–16 Moderate 2
16–32 Medium 3
>32 High—Very high 4
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Table 3. Categorization of susceptibility classes for litho logy.

Litho logy and stratigraphy Susceptibility Sl

• Extrusive volcanic rocks—Precambrian, Proterozoic, Paleozoic and Archean. Low 1
• Endogenous rocks (plutonic and/or metamorphic)—Precambrian, Proterozoic,

 Paleozoic and Archean.
• Old sedimentary rocks—Precambrian, Archean, Proterozoic, Paleozoic. Moderate 2
• Extrusive volcanic rocks—Paleozoic, Mesozoic.
• Endogenous rocks—Paleozoic, Mesozoic, Triassic, Jurassic, Cretaceous.
• Sedimentary rocks—Paleozoic, Mesozoic, Triassic, Jurassic, Cretaceous. Medium 3
• Extrusive volcanic rocks—Mesozoic, Triassic, Jurassic, Cretaceous.
• Endogenous rocks—Meso-Cenozoic, Cenozoic.
• Sedimentary rocks—Cenozoic, Quaternary. High 4
• Extrusive volcanic rocks—Meso-Cenozoic.
• Extrusive volcanic rocks—Cenozoic. Very high 5

Table 4. Classification for soil moisture index.

Soil moisture index
(Willmott and Feddema, 2002) Susceptibility Sh

−1.0 – −0.6 Low 1
−0.6 – −0.2 Moderate 2
−0.2 – +0.2 Medium 3
+0.2 – +0.6 High 4
+0.6 – +1.0 Very high 5

Table 5. Classification of the 100-year extreme 
monthly.

100-year extreme monthly
rainfall (mm) Susceptibility Tp

0000–0330 Low 1
0331–0625 Moderate 2
0626–1000 Medium 3
1001–1500 High 4
>1500 Very high 5

Table 6. The GSHAP PGA475 
categorized into 10 classes.

PGA475 (m/s2) Ts

0.00–0.50  1
0.51–1.00  2
1.01–1.50  3
1.51–2.00  4
2.01–2.50  5
2.51–3.00  6
3.01–3.50  7
3.51–4.00  8
4.01–4.50  9
>4.50 10

slide hazard parameter, Hlandslide, was used to iden-
tify 9 hazard classes as listed in Table 7.

3.2 Landslide risk assessment

A major part of the global hotspots project 
involved the prediction of the geographical distri-
bution of landslide risk expressed as the number of 
people predicted killed per year per km2. In these 
predictions the distribution of hazard, frequency 
of occurrence, and population density as well as 
loss figures from historical events were the major 
input parameters.

The regression analyses showed strong corre-
lations between high risk and physical exposure, 
and high risk and low Human Development Index 
(HDI) as determined by United Nation Develop-
ment Program (UNDP). The analysis also showed 
high correlation between high risk and high per-
centage of forest cover, which is somewhat surpris-
ing. This might reflect the fact that the countries 
with highest forest coverage might also be the ones 
with the highest degree of deforestation. Defor-
estation is an important factor that needs to be 
addressed in more detail (World Disaster Report 
2004), but the parameter is difficult to determine 
on the global basis with the existing data sets. The 
percentage “arable land” also showed a strong cor-
relation with landslide risk, which indicates that 
rural population are more vulnerable to landslides 
than urban population.

The result of  the regression analysis for land-
slide risk is shown on Figure 2. It should be 
mentioned that out of  the 249 countries that 
were included in the analysis, the model failed to 
explain landslide risk in nine countries. This dem-
onstrates the need for better data sets, especially 
on deforestation.

Figures 3 and 4 respectively show the results of 
the landslide hazard evaluation for Central Asia 
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and the Middle East, and for Central America. 
Figures 5 and 6 show the predicted landslide risk 
in terms of expected human fatalities per year per 
km2 for the same regions.

3.3 Landslides Hot Spots

The probability of landslide occurrence was esti-
mated by modelling the physical processes and 
combining the results with statistics from past 
experience. The main input data used in the haz-
ard assessment were topography and slope angles, 
extreme monthly precipitation, seismic activity, 
lithology, mean temperature in winter months (for 
snow avalanches) and hydrological conditions.

Although the first-pass analyses were done with 
relatively simple models, a fairly good estimate of 
landslide hazard was made by using the global 
data sets on slope, lithology, soil moisture, pre-
cipitation and seismicity. Validation of the  global 

Figure 2. Predicted killed versus observed landslide 
fatalities.

Figure 3. Landslide hazard zonation for Central Asia 
and the Middle East (Nadim et al., 2006).

Figure 4. Landslide hazard zonation for Central 
America.

Table 7. Classification of the landslide hazard potential Hlandslide.

Values for Hlandslide Class
Classification of landslide hazard 
potential

Approximate annual 
frequency in 1 km2 
grid 

<14 1 Negligible Virtually zero
15–50 2 Very low Negligible
51–100 3 Low Very small
101–168 4 Low to moderate Small
169–256 5 Moderate 0.0025–0.01%
257–360 6 Medium 0.0063–0.025%
360–512 7 Medium to high 0.0125–0.05%
513–720 8 High 0.025–0.1%
>720 9 Very high 0.05–0.2%
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sets to the model, and having loss data from the 
landslide-prone countries that are presently miss-
ing, are important for better understanding and 
identification of the most relevant socio-economic 
parameters that affect landslide risk.

Working in a smaller area, it should be possible 
to refine the analyses using better resolution in the 
input data, as well as adding supplementary param-
eters such as land cover, deforestation and effects 
of long-term climatic change. With use of more 
comprehensive sets of site-specific data, it should 
also be possible to make a prediction of economic 
losses with the model, and not only fatalities, as 
was done in this study. The study clearly showed 
that the following countries and geographical areas 
are among the landslide hazard hotspots:

• Central America
• North-western South America
• The Caucasus region
• The Himalayan belt
• Taiwan
• Philippines
• Indonesia
• Italy
• Japan

The conclusions of the study were all based on a 
global model, which does have shortcomings when 
applied at a local level. Use or interpretation of the 
results for specific national conditions is not rec-
ommended without further investigations. Several 
factors contribute to uncertainties in the predic-
tions, the major one being the scarcity of high-
quality, high-resolution data at a global scale.

4 NATURE AND PREDICTION 
OF FREAK, ROGUE OR 
ABNORMAL WAVES

Several full-scale measurements of extremely large 
waves have been reported by Kjeldsen, (1982), 
Sand et al. (1990), Skourup et al. (1996), Yasuda 
et al. (1997), and Haver (2004), among others. 
Several records of ships sunk or damaged by very 
large waves that were “appearing from nowhere” 
very suddenly (Kjeldsen, 1996; Faulkner and 
Buckley, 1997), have appealed for concerted efforts 
to understand these occurrences.

As the general believe is that these waves do not 
fall within the population of the random waves 
described by the various existent theories, they have 
been denoted as abnormal (Dean, 1990; Guedes 
Soares et al., 2003) and in some sense considered 
as rare occurrences as other natural disasters that 
one is used to deal with.

There has been much interest during last 
 decade about abnormal or freak waves and 

Figure 5. Landslide risk zonation for Central Asia 
(Nadim et al., 2006).

Figure 6. Landslide risk zonation for Central America 
(Nadim et al., 2006).

hazard prediction, which was carried out for 
6 countries, namely Georgia, Armenia, Sri Lanka, 
Nepal, Jamaica and Norway, showed fair agree-
ment between the boundaries of the known slide-
prone areas and the hazard zones predicted by the 
global model. However, the analyses suffered from 
significant shortcomings in the quality and resolu-
tion of the available global data sets.

For the estimation of risk, the computations 
were based on human losses as recorded in various 
natural disaster impact databases. The estimation 
of expected losses was achieved by first combin-
ing the landslide frequency and the population 
exposed, in order to estimate the physical exposure, 
and then doing a regression analysis using different 
sets of uncorrelated socio-economical parameters.

The study identified the socio-economic 
parameters that seem to have the strongest cor-
relation with expected fatality due to landslides. 
Improved data quality, adding new type of data 
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 various  possible mechanisms for their generation 
have been identified, as reviewed by Kharif, and 
Pelinovsky (2003) and Guedes Soares et al. (2003), 
for example. However, the nature of abnormal or 
freak waves is not known yet, the wave generation 
mechanisms are not fully understood, and there is 
no generalized agreement about the criteria to clas-
sify one extreme wave as an abnormal one.

White and Fronberg, (1998), and Lavrenov, 
(1998) explained the appearance of the abnormal 
waves by a wave amplification due to current. 
Pelinovsky and Kharif  (2000) modelled the tem-
poral and spatial focusing as a result of the wind 
wave dispersion and of special distribution of its 
frequency. Trulsen and Dryste, (1997) and Osborne 
(2000) suggested that the Benjamin-Feir instability 
can cause breaking of a wave train into periodic 
groups, and further within each group a focussing 
takes place producing very large and steep wave. 
Henderson, et al. (1999) also suggested nonlin-
ear instability as a cause of the big waves. Other 
approaches to focusing waves in model basin are 
due to Clauss (2002) and Bateman et al. (1999).

Whatever the nature of the generation process, 
the designers and operators of marine structures 
require information about the representative shapes 
of these large waves so that they can be appropri-
ately considered in design. This is supported by 
the examples of heavy weather damages caused by 
giant waves that have been presented in the litera-
ture during the last twenty years, as for example by 
Kjeldsen (1996), and Faulkner and Buckley (1997), 
which contributed to a more widespread belief  that 
the damage to engineering facilities operated at sea 
for extended periods is often determined by the few 
extreme sea states than by the frequent and moder-
ate ones. Also in these sea states the damage will 
generally be induced by few extreme waves than by 
the large majority of other waves. Therefore in the 
engineering communities there has been a major 
interest in properly understanding and describing 
the conditions associated with extreme waves so 
that they can be used in the design process of ships 
(Fonseca et al., 2006, Guedes Soares et al., 2008) 
and offshore structures (Clauss et al., 2002, 2004b, 
Fonseca et al., 2008).

While in the earlier publications these waves 
were designated as freak, some later considered 
that term to be inaccurate and began to call them 
rogue waves. However, as these waves are being 
defined as the ones that are outside of the normal 
population of expected waves, they also became 
known as abnormal waves. When they appear in 
the literature these terms should be understood as 
equivalent.

The designations and definitions used for freak, 
rogue or abnormal waves seem to vary widely. The 
quantitative criteria to identify one such wave from 

a wave trace that is most used presently can possibly 
be traced back to Dean (1990), who defined it as a 
wave that would be outside the normally expected 
ones within the accepted linear wave theory. Based 
on 20 minutes duration and the Rayleigh model for 
wave height he concluded that in those cases waves 
with a height larger than twice the significant wave 
height would be already a freak wave.

Tomita and Kawamura (2000) suggested that in 
addition to the abnormality or amplification index 
AI = Hmax/HS a crest index CI = Cmax/HS should also 
be considered in the definition of an abnormal or 
freak wave. They called genuine freak waves the ones 
that satisfied both criteria AI > 2 and CI > 1.3 while 
the ones that only satisfied one of the criteria were 
designated simply as freak waves. Clauss (2002), on 
the other hand applies a combination between the 
abnormality index and some global wave param-
eters. For him an abnormal wave should have 
Hmax ≥ 2.15HS and crmax ≥ 0.6Hmax. These ratios have 
had a tendency to become the standard ones for 
identification of this type of waves despite being 
associated with a linear theory assumption and 
with a given wave record duration.

While for ships and other floating structures 
wave height is governing for its dynamic behaviour 
and associated loads, in the case of fixed offshore 
platforms wave crests are more important as they 
can impinge decks. The differences between wave 
heights predicted by linear and second order theory 
are not very large but the differences in crest height 
are significant. This explains why in the offshore 
industry the use of second order theory is much 
more widespread than within the ship industry.

Accordingly Haver (2004) provided an updated 
definition for rogue waves as being the ones that 
have a height, crest or steepness that would rep-
resent an outlier as compared with the values pre-
dicted by second order theory. However there is 
still no consensus on how that formulation trans-
lates in thresholds of Hmax/HS or Cmax/HS which are 
the ones adopted by most researchers.

Guedes Soares et al. (2003) have analysed records 
of wave measurements in the North Sea and con-
cluded that indeed in several cases the sea states in 
which abnormal waves occurred would not conform 
to second order theory, as in this case the excess of 
kurtosis of the sea state should be zero, which was 
not observed in the data.

Various recent papers have presented the analy-
sis of extreme and abnormal waves recorded in the 
North Sea (Guedes Soares et al., 2003; Stansell, 
2004), Japan Sea (Mori et al., 2002), Black Sea 
(Divinski et al., 2004), the Gulf of Mexico (Guedes 
Soares et al., 2004a) and off  the coast of Taiwan 
(Chien et al., 2002). Measurements of many indi-
vidual waves should receive more attention, since 
many are necessary to identify true rogue waves. 
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Indeed, although there are yet not many sets of 
data to support probabilistic assessments, Guedes 
Soares et al. (2003) have suggested that the prob-
ability of occurrence of such waves in the North 
Sea could be of the order of 10–7.

There is at present an unfortunate compromise 
to be made between quality and quantity of meas-
urements, and little progress should be expected 
until numerous measurements such as satellite 
ones with SAR instruments (Lehner, 2005) become 
more reliable, or measurements with reliable sen-
sors such as those from offshore platforms become 
more numerous.

Numerical models are in progress, focusing mainly 
on the analysis of non-linear interactions, mixing 
long and short-term interactions, so as to explain 
how these waves can be formed and disappear. The 
studied wave characteristics generally do not actu-
ally correspond to situations representative of the 
sea-state design conditions (pure wave packet, no 
energy exchanges with wind or wave breaking), i.e., 
situations closer to swell/wave pure propagation.

As for the theoretical basis, long time evolution 
of the Benjamin-Feir instability, is now general-
ized to the appearance of an envelope solution 
and breather type solutions, which are regarded as 
seeds of freak waves in the coherent sea. Kharif  
and Pelinovsky, (2003) have presented an inter-
esting review paper of the various theories and 
approaches adopted.

Janssen (2003) presented a paper on the occur-
rence of freak waves including theoretical models 
of four-wave interaction, numerical simulations 
using the Monte Carlo technique and stochastic 
properties in a real seaway. Using the Nonlinear 
Schroedinger equation as well as the Zakharov 
equation he accommodated coherent resonant 
and non-resonant interaction of sea waves with 
both homogeneous and inhomogeneous random 
processes having a high value of kurtosis in rela-
tion to the Benjamin-Feir Instability index (BFI) 
(Mori and Janssen, 2004).

Slunyaev et al. (2005) have conducted  numerical 
studies to explain the propagation of various 
abnormal waves measured in the North Sea. They 
considered the Dysthe equation, the  Nonlinear 
Schroedinger equation and also the focusing 
effect with linear theory. They concluded that 
the  Benjamin-Feir instability is important for the 
description of freak wave evolution, while the 
significant wave enhancement by itself  may be 
achieved even in the linear approximation.

Onorato et al. (2004) conducted extensive wave 
tank measurements in a large offshore tank with 
emphasis on the role of BFI parameter (0.2, 0.9, 
1.2) using the JONSWAP spectra. The probabil-
ity of high waves was found to increase with BFI 
parameter (it represents the ratio of wave steepness 

to spectral bandwidth). Clauss et al. (2004a), Ten 
and Tomita (2005) and Waseda et al. (2005) exam-
ined both physically and numerically, the genera-
tion of freak waves in a wave tank.

Numerical and tank simulations do not correctly 
account for the random variations of the sea state 
details, and the insights that they do provide on 
the mechanisms of extremes are limited to a small 
neighbourhood in space and time around the wave 
that is considered. Actual waves at a few wavelengths 
or periods away from the extreme no longer fit with 
the model ones because of the influence on the sys-
tem of energy sources (directional focusing, wind 
shear) and sinks (breaking, etc.). However the mod-
els can be very important for assessing the effect of 
such waves on ships and offshore platforms.

Clauss et al. (2004b) and Guedes Soares (2006) 
have conducted tank tests to assess the motions 
and bending moments induced by an abnormal 
wave on a FPSO.

Concerning the probabilistic description of the 
abnormal waves, reference is made to the work of 
Mori and Janssen (2004), who included the effect 
of kurtosis in his earlier formulation and con-
cluded that the occurrence probability of a freak 
wave would depend linearly on kurtosis for a small 
number of waves. Stansell (2004) has adopted dis-
tributions of extremes to fit freak waves measured 
in the North Sea and concluded that the Rayleigh 
distribution under-predicts the occurrence of 
these freak waves. Stansell (2005) also studied the 
distributions of wave crests and troughs and con-
cluded that the statistics of wave crests and troughs 
depend strongly on significant wave height.

Efforts have been made to use forecast data to 
infer what might be the probability of occurrence of 
abnormal waves, or at least to include this informa-
tion in marine forecast warnings. Holt et al. (2004) 
aimed at forecasts from which a Benjamin-Feir index 
would be calculated and used to determine when to 
issue warnings. However, parameters inferred from 
theoretical results, such as the Benjamin-Feir Insta-
bility index exhibit a high variability and the shape 
of the hindcast spectra is not very accurate making 
the quantification of the indices from such spectra 
very uncertain and thus of little real use.

Hindcast data can be used to provide a more 
global analysis of the sea state situation in space 
or in time (Boukhanovsky et al., 2004). In fact the 
analysis of several cases of occurrence of abnormal 
waves has shown that in general they were associ-
ated with very quick transitions of spectral shape 
at the location so that Lopatoukhin et al. (2005) 
suggested that the probability of this kind of tran-
sition could be used as an indication of the prob-
ability of occurrence of abnormal waves.

Another interesting issue related with the 
freak waves is the ability to describe their shape. 
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 Theoretically the normalized autocorrelation func-
tion of a Gaussian distributed processes presents 
the most likely profile in some neighborhood of a 
normalized extreme, be it a crest or a trough. For 
ocean waves, even for the largest ones, Gaussianity 
is established to some level of confidence. There-
fore Tromans et al. (1991) proposed the New Wave 
method, which uses the autocorrelation function 
to estimate design wave profiles.

The New Wave model proves to be very flexible, 
to predict mean profiles, with a domain of appli-
cation that includes severe states. However, care 
should be exercised when describing individual 
crests especially in sea states that have large skew-
ness and large kurtosis. Indeed it has been shown 
by Guedes Soares et al. (2004b) that the individual 
large waves in storms are asymmetric and thus the 
New Wave theory, which predict symmetric pro-
files could not be applicable in all cases.

5 CONCLUSIONS

This paper has introduced the area of natural 
risks and has presented a framework to deal with 
them within a risk based approach. The variety of 
natural risks is large and thus only one (landslides) 
was chosen to discuss in more detail its charac-
terization on a risk setting. Finally the emerging 
area of abnormal or freak waves was addressed 
and a review was presented of the main recent 
achievements.

While not aiming to be comprehensive, the risk 
based approach has been formulated and applied to 
the established area of landslides, suggesting direc-
tions that can be adopted for other natural hazards.
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ABSTRACT: Risk assessment has been applied for petrochemical plants for a number of years, but 
its application has been inefficient. The design of a petrochemical plant is normally carried out in three 
phases, conceptual, front-end engineering and detailed design. Safety input is required to each of the 
phases as the design progresses. This is difficult to achieve because it requires analyses, of which many 
are slow to perform.

This paper presents an approach that has been successfully applied to a variety of petrochemical plants. 
using this approach the level and depth of every analysis is such that it provides timely input for the design 
as the design develops. The benefits of this approach is that various design solutions can be assessed in 
terms of safety practically immediately as the design solutions come from process, layout and other design 
disciplines, including the safety discipline. This results in cost savings. Also, when the final risk assessment 
is performed on completion of the detailed design, the risk assessment confirms that the selected design is 
of as low as reasonably practicable risk, it is cost efficient and with no surprises.

at the RQR07 Conference, and it also incorporates 
additional experience in practical applications 
of risk assessment methods in various phases of 
design during the period from 2007 to 2010.

2 DESIGN PROCESS 
OF PETROCHEMICAL PLANT

For readers who are not familiar with the design 
of petrochemical plants, the design of a new plant 
or modifications of existing one normally requires 
the involvement of the following engineering 
disciplines:

• Process,
• Mechanical;
• Piping;
• Control and instrumentation;
• Electrical;
• Civil and structural; and
• Safety.

These disciplines form groups in a project team, 
whose organisation is normally formed outside of 
the reporting line of the company that undertakes 
the design project.

In order to briefly describe the design process:

• The plant being developed has its objectives, 
which dictate the plant operational data. The 
process discipline takes a natural lead and designs 
the plant process. It performs process simulations 
and develops Process Flow Diagrams (PFDs, 

1 INTRODUCTION

Methods of risk assessment have continuously 
developed during the last 13 years. The Piper Alpha 
offshore platform disaster in 1997, which killed 
167 people, resulted in large scale development 
of methods of risk assessment and engineering, 
which proliferated into the petrochemical indus-
try offshore and onshore world-wide. Present day 
methods allow for the design of many systems to 
successfully resist potential accidents in the pet-
rochemical industry. Surprisingly, accidents still 
happen, large and small. In on-land petrochemical 
industry large accidents happen with the frequency 
of one every fifth year in Europe alone. One of the 
reasons is that available risk engineering methods 
cannot be practically applied in the normal sched-
ule of a petrochemical plant design as they are very 
time-demanding.

ISO 17776 provides guidelines on tools and 
techniques for hazard identification and risk 
assessment but it does not give guidance on when 
these should be applied in the design process. This 
Chapter presents a method of working which has 
been developed over a number of years, where 
safety engineers have succeeded to provide a timely 
engineering input to the design from the risk point 
of view so that their risk-engineering input has 
been used in the design process.

This Chapter is broadly based on the author’s 
Paper entitled “Efficient Application of Risk 
Assessment for Petrochemical Plants” presented 
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sometimes also called “process schematics”) and 
Process and Instrumentation Diagrams (P&IDs), 
which document the desired process design.

• The designed process requires the use of mechan-
ical systems such as pressure vessels, pumps, 
compressors, piping, storage tanks, etc. The 
mechanical and piping disciplines are responsi-
ble for this.

• The plant needs to be controlled, hence the 
requirement for contributions from the control 
and instrumentation disciplines.

• The electrical engineering discipline designs 
power supplies for the petrochemical equipment.

• Equipment and pipework require supports and 
Control Rooms need to be built. This is under-
taken by the civil and structural group.

• All the above information is received by the 
safety group, which carries out the assessment 
of risk associated with the design and recom-
mends changes, such as to safety barriers (Safety 
Critical Elements) (SCEs).

The design is normally carried out in the three 
following phases:

• Concept design;
• Front End Engineering Design (FEED); and
• Detailed design.

The safety discipline carries out the following 
tasks as design information becomes progressively 
available through the design phases:

• Identifies hazards associated with the plant being 
designed (hazard identification—HAZID);

• Performs an Escape, Evacuation and Rescue 
Analysis (EERA);

• Determines the Design Accidental Loads (DALs);
• Assists in the design of SCEs; and
• Carries out risk assessment, including the esti-

mation of potential fatalities associated with the 
operational hazards of the plant.

The safety discipline can only contribute when 
the inputs of other disciplines are available. It is 
not efficient to carry out risk quantification during 
the concept design phase because:

• Design details required for risk quantification 
are not available in the concept to such an extent 
that would enable worthwhile quantification to 
be performed; and

• The design is carried out by competent design 
contractors who include in the design their past 
experience, where they successfully designed 
plants within risk acceptance criteria.
The various safety discipline tasks are illustrated 

in Figure 2.
It should be noted that there are more than two 

activities associated with every text box in Figure 2. 
They are described in the following Sections of this 
Chapter.

The safety activities are compliance-based and 
risk-based. The compliance-based activities are 
related to safety equipment and solutions that 
are dictated by regulations and standards, and/or 
by the client’s internal standards. The risk-based 
assistance is based on failure frequencies and prob-
abilities. The compliance and risk-based informa-
tion is intertwined and it is applied together.

It should be borne in mind throughout all design 
phases that accidents develop in a time-dependent 
manner and hence the SCEs have to function in 

Figure 1. Fire is the main cause of escalation to domino effects and cataclysmic (violent) destruction of process 
plants. (Ref. Frank P. Lees, “Loss Prevention in the Process Industries”, Second Edition 1996.)
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harmony with each other and with the activities of 
all personnel during emergency.

3 SAFETY ACTIVITIES IN CONCEPTUAL 
DESIGN

The first task in any risk assessment and/or safety 
engineering is to establish HSE philosophy or 
strategy. This is usually determined with regard to 
legislation and regulations of the country where 
the plant is to be built. The HSE philosophy may 
be for the protection of the health, safety, environ-
ment and the plant (asset), or purely for the protec-
tion of safety of personnel.

The legislation and regulations normally also 
provide a framework for the establishment of 
risk criteria. It is then up to the plant operator to 

Hazard Identification 
(HAZID) 

at Conceptual Design

HAZID Update at 
FEED

HAZID Update at 
Detailed Design

Quantitative Risk Assessment (QRA), 
including: 
Frequency estimation 
Consequence estimation, and 
Calculation of risk 

Conceptual Design

Front End Engineering 
Design 

Detailed Design 

Determination of 
Design Accidental 

Loads

Escape and Evacuation 
Analysis 

Assessment of Safety 
Barriers

Risk evaluation to 
confirm regulatory 

compliance

Establishment of HSE 
Philosophy / Strategy 

and Risk Criteria

Risk Assessment 
Report 

and
ALARP report

Figure 2. The involvement of safety discipline in various 
phases of the design process of petrochemical plant.

translate it into risk criteria in the form of actual 
numerical values.

The process of assessment of risk to person-
nel safety starts by the identification of hazards 
(HAZID) at the conceptual phase of the design. 
HAZID is conducted in the form of a multi-discipline 
meeting chaired by a HAZID Chairman, and it 
is recorded by a HAZID Secretary. The HAZID 
Chairman prompts and encourages discussion. 
Many organisations seem to believe that this func-
tion can be carried out by anybody with a higher 
technical or engineering education. In the author’s 
experience, the HAZID Chairman function is best 
performed by a Chartered Mechanical Engineer as 
he/she probably has the broadest multi-discipline 
background, and can not only prompt and encour-
age discussion, but also contribute to it through his/
her own knowledge of equipment, structures, their 
thermal and strength behaviour, reliability, surviv-
ability, etc. This brings additional quality into the 
HAZID process and its results.

Table 1 illustrates the HAZID record. “Safety 
Barriers”, which are also sometimes called “Safe-
guards” or “Safety Critical Elements”, are parts of 
facilities, equipment or components (including com-
puter programs and procedures) the objective of 
which is to prevent or limit the consequences of major 
accidents. A failure of a safety barrier may cause or 
considerably contribute to a major accident.

The applications of appropriate regulations, 
standards and guidelines are not considered as 
safety barriers.

“F” and “C” in Table 1 denote the frequency of 
the hazard and its consequence severity, which are 
expressed in the form of a Risk Matrix (Table 2). 
For risk to safety of personnel there are the follow-
ing three areas in the Risk Matrix:

• Broadly acceptable (III),
• Tolerable (II), and
• Intolerable risk (I).

No risk must fall into the intolerable category. 
Tolerable risks should be reduced to “As Low 
As Reasonably Practicable” (ALARP). HAZID 
also extents to include further safety barriers that 
reduce the risk to ALARP.

The advantage of collectively carrying out 
HAZID in this extended form is that practically all 
disciplines involved in the design brain-storm the 
existing design and try to find potential additional 
improvements that should reduce risks.

As the example of Risk Matrix in Table 2 shows, 
the Matrix can also include the risk of asset dam-
age, damage to the environment, risk of sched-
ule delays or loss of production, and publicity 
damage.

The completed HAZID record, together with 
safety barriers and the semi-quantification of risk 
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Table 1. Example of HAZID record.

No. Hazard Cause
Potential 
consequences Safety barriers F C

Risk
cat. Further safety barriers F C

Risk 
cat.

1 Hydrocarbon 
release from 
process 
equipment.

Corrosion.
Erosion. 
Material 

fatigue. 
etc

Pool fire. 
Jet fire. 
Explosion of 

flammable gas cloud.

Gas detectors. 
Fire detectors. 
Emergency shutdown valves. 
Depressurisation.

F4 C3 II Risk based corrosion 
monitoring. 

Calculate yearly 
corrosion rate. 

Consider other material.

F3 C3 II

etc etc etc etc etc etc etc etc etc etc etc etc

Table 2. Example of Risk Matrix.

Consequence severity (C) Outcome annual frequency (F)

Personnel
injury

Asset 
damage

Environm. 
damage

Schedule 
delays/
loss of 
production

Publicity 
damage

Insignific’nt 
10E-5 or less 
F1

Remote 
10E-5 to 
10E-4 
F2

Unlikely 
10E-4 to 
10E-3 
F3

Possible 
10E-3 to 
10E-2 
F4

Probable 
10E-2 to 
10E-1 
F5

Extremely 
serious 
(�10 fatalities) C5

Euro20M 10T spill 180 days Internat’l Tolerable 
(ALARP) II

Tolerable 
(ALARP) II

Intolerable I Intolerable I Intolerable I

Critical 
(several fatalities) C4

Euro5M 1T spill 90 days National Tolerable 
(ALARP) II

Tolerable 
(ALARP) II

Tolerable 
(ALARP) II

Intolerable I Intolerable I

Major 
(single fatality) C3

Euro1M 200 kg spill 30 days Prosecut’n Broadly 
acceptable III

Tolerable 
(ALARP) II

Tolerable 
(ALARP) II

Tolerable 
(ALARP) II

Intolerable I

Moderate 
(lost time injury) C2

Euro200K 50 kg spill 7 days Local Broadly 
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using the Risk Matrix, form a semi-quantitative 
risk assessment. Results of the assessment should 
be prepared in the form of a technical report, 
which should provide input to FEED. The report 
should also include a description of how the safety 
barriers would function in case of a major hazard 
materialising.

4 SAFETY ACTIVITIES IN FEED

During FEED the PFDs prepared during the con-
cept design are further detailed and P&IDs are 
prepared.

The FEED phase of the design receives the 
semi-quantitative risk assessment from the concep-
tual design as input. All elements of the concep-
tual assessment should be reviewed and the FEED 
information added.

The HAZID carried out during concept design 
should be made up to date with respect to new and 
detailed information generated during FEED.

In order to influence design from the safety 
point of view and because P&IDs are prepared, it 
is worthwhile to carry out some quantification of 
risk in the form of assessment of fire and explosion 
risks. This involves the determination of failure 
frequencies based on statistical data and analyses 
of consequences of potential accidents.

For the consequence analyses of fires and explo-
sions the application of phenomenological models 
should be justified if  they are verified by full scale 
measurements or by Computational Fluid Dynam-
ics method, where the latter is verified by full scale 
measurements.

The hydrocarbon fire models give time-dependent 
flame lengths, fire loadings and isopleths, where the 
latter include the decay of heat flux in the direction 
away from the flame.

The hydrocarbon explosion model calculates 
the explosion overpressure and the overpressure 
decay away from the ignited gas cloud. Realistic 
levels of  explosion overpressures may be obtained 
using previous explosion analyses based on simi-
larities of  congestion and blockage to the layout 
in hand.

Effects of fire and explosion on plant, structures 
and SCEs may be obtained from data available in 
the industry based on tests, verified calculations 
and observations.

The HSE Philosophy should be made up-to-
date for FEED based on the concept design and 
the following safety activities should be carried out 
during FEED:

• Update of HAZID;
• Fire Protection Review (FPR);
• Dropped Objects Review (DOR);
• Escape, Evacuation and Rescue Analysis (EERA);

• Fire and Explosion Risk Assessment (FERA);
• Identification of Safety Critical Elements and 

their Performance Standards (SCEs & PS); and
• Major Accident Hazard Register (MAH Register).

The objective of these activities is to assist 
design development and to confirm that the design 
is within acceptable risk criteria.

These activities should ensure that in the event 
of accident, (escaping) personnel and SCEs act in 
a realistic harmonised manner. As for example, 
area firewater deluge may be ineffective during the 
first minute after the detection of leaking hydro-
carbon gases as it would take this long for water 
to actually come out of the deluge nozzles after 
the detection and automated activation of the del-
uge system. Thereafter, however, the deluge would 
reduce the probability of delayed ignition of a gas 
cloud forming and the effects of deluge would also 
reduce the overpressure level of potential Vapour 
Cloud Explosion (VCE).

HAZID, FPR, DOR, EERA and FERA will 
identify the requirements for the SCEs & PS. It 
should be the PS required from the SCEs which 
should be identified and recorded for the detailed 
design of the SCEs. If  available, probabilities of 
failure on demand of SCEs should be given as part 
of the PS, together with their sparing, and alterna-
tive SCEs and their functions.

5 SAFETY ACTIVITIES IN DETAILED 
DESIGN

Safety input to the detailed design comes in the 
form of FEED safety studies reports. Contents of 
these reports form the basis of the risk quantifica-
tion for the whole project, which is carried out dur-
ing the detailed design, and which reflects detailed 
design information.

5.1 Quantitative risk assessment

Analysis of consequences of hazards involves the 
study of a sequence of events. In a process plant 
this usually is an accidental release of hazardous 
material that gives rise to certain physical effects.

The set of consequence chains is conveniently 
represented in the form of an Event Tree and it is 
necessary to identify any features that may mitigate 
the effects of these events on people or property 
(assets). In order to estimate injury or damage it is 
necessary to model the sequence of events leading 
up to each outcome. Physical models are required 
that describe each phase in the sequence.

Another aspect that needs to be taken into 
account is the possibility of effects leading to 
escalation. In a plant processing flammable 
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substances, for example, an initial explosion or fire 
may damage process equipment or pipework other 
than that causing the initial accident. This may 
result in additional releases of flammable fluids, 
which may ignite, resulting in additional explosion 
and/or fire and further escalation. The escalation 
may spread to neighboring plant units causing 
“domino” effects, which may result in a cataclys-
mic fire throughout the plant.

5.1.1 Frequency estimation
A typical Event Tree calculates the frequency of 
each outcome on the tree. This requires the esti-
mation of the frequency of the initial accidental 
release (‘initiating frequency’) and the number of 
potential release sources, where the latter is often 
termed as ‘parts count’.

Initiating frequencies may be obtained from 
statistical reliability and failure data or it may 
be necessary to obtain initiating frequency val-
ues using Fault Trees and/or Cause-Consequence 
Diagrams.

For a process plant, parts count is normally 
obtained from P&IDs, which may be a lengthy 
exercise, especially for large plants. Databases may 
be used to obtain parts counts for typical petro-
chemical plant systems and the initiating frequen-
cies may be calculated using a spreadsheet.

5.1.2 Consequence estimation
As mentioned in Section 4, verified phenomeno-
logical models may be applied for the estimation 
of consequences of fire and explosions on both 
personnel and plant. These calculations need to 
be performed for specific hydrocarbon compo-
sitions and operational data of pressures and 

temperatures, and various sizes of accidental 
hydrocarbon releases.

Effects of explosions and fires on structures and 
equipment Verified models should be used for 
predicting the response of structures, equipment 
and SCEs to fires and explosions. On contrary 
to fire and explosion intensities, structure and 
equipment response is not unique to a specific 
plant. Databases exist (or may be developed) which 
show the relationship between various explosion 
overpressure levels and the damage that they cause 
to structures and equipment. For fires, such a 
database should show the relationships between 
fire loading, duration of the fire effect onto a 
structure or equipment, and structure/equipment 
response.

For more complex problems, such as progressive 
collapse of structures or the response of pressu-
rised systems, verified numerical models are nor-
mally required.

As an example of a more complex problem, 
Figure 3 shows temperature distribution and a 
collapsed frame of equipment support structure 
affected by fire impinging on the KT joint on the 
right hand side of the frame. The picture on the left 
hand side shows the temperature distribution and 
the picture to the right shows the deformed shape 
and stress utilisation factors.

As another example, Figure 4 illustrates the 
processes in a horizontal separator engulfed by 
fire. Clockwise from top left:

1. Elevated temperature of the outer vessel sur-
face due to heat transferred from flame and the 
start of heat conduction from the vessel surface 
through the vessel wall;

Figure 3. Example of temperature distribution and collapsed shape of equipment support frame.
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2. The temperature of the upper part of the vessel 
is rising but the lower part of the vessel is cooled 
by the hydrocarbon liquid;

3. The vessel upper part is much hotter than the 
lower part;

4. The hydrocarbon liquid starts to evaporate; and
5. Almost all the hydrocarbon liquid has evapo-

rated; the vessel is very hot and (due to high 
temperature) has lost much of its load bearing 
capacity, which may result in explosion of the 
vessel.

5.1.3 Calculation of risk
Event Trees process the initiating frequencies and 
consequence probabilities, and give risk contribu-
tions from every initiating frequency. The risk con-
tributions are summed-up to give the total risk for 
a specific hazard category.

5.2 Determination of design accidental loads

Many SCEs need to survive the initial accidental 
event and remain functional throughout and after 
the event to prevent escalation. Experience shows 
that it is practically impossible to design for worst 
case accidental loads, which are normally related 
to very rare low frequency events anyway. Design 
Accidental Loads (DALs) are therefore determined 
on the basis of a return frequency and the prob-
abilities of effects of the loads on structures and 
equipment.

The determination of DALs needs to be seen 
in conjunction with the risk criteria. For exam-
ple, an explosion DAL may be of a higher return 
period than the risk criteria to ascertain that a 

safety barrier designed for the explosion DAL will 
survive and remain functional with a good safety 
margin to provide protection of personnel.

5.3 Escape and evacuation analysis

Figures 3 and 4 show the response of structures 
and pressurised equipment, but they also illustrate 
the time dependent effects of fire that may lead to 
escalation. The simplest and most probable esca-
lation in a hydrocarbon processing plant is differ-
ential thermal expansion in flanges affected by an 
engulfing fire, together with the loss of loadbear-
ing capacity, which result in the flanges leaking and 
additional fires.

Time-dependent effects also exist for explosion. 
Explosion normally occurs as a result of a delayed 
ignition, where there is enough time for a flamma-
ble cloud to form and “find” a source of ignition.

When a leak of hydrocarbon is detected, alarm 
sounds and personnel working in the plant should 
make their workplace safe and start to escape. 
Due to the above mentioned delayed ignition 
they should be able to escape to a place of relative 
safety, such as behind the nearest blast wall and 
away from the cloud before the explosion occurs so 
that they are exposed to lower overpressure, which 
reduces the likelihood of injuries and fatalities.

It is important to identify the primary and sec-
ondary escape routes, muster areas and evacuation 
from the site and calculate the time required for per-
sonnel to escape and evacuate. The time required 
for escape and evacuation should be prepared on 
a time-history basis showing the locations where 
the personnel will be at various times starting from 
the alarm sounding. A similar time history should 

Figure 4. Illustration of processes in a separator vessel engulfed by fire.

SAFERELNET.indb   105SAFERELNET.indb   105 10/30/2010   4:29:16 PM10/30/2010   4:29:16 PM



106

be prepared for potential escalation. The time 
histories of personnel escaping and evacuating 
and the equipment and structures response to the 
fire and/or explosion event should be compared 
and the most practicable escape and evacuation 
route should be determined based on the “as low 
as practicable” risk.

5.4 Assessment of safety barriers

The SCEs & PS report from FEED should be made 
up-to-date to include the detailed design data. The 
update should be comprehensive to confirm that 
all SCEs that are to function in case of a specific 
accident scenario work in harmony with each other 
in the time-dependent manner and with the desired 
functionality, reliability and availability. A SCE 
analysis, such as that of depressurising (blowdown) 
system should confirm that the SCE is designed for 
relevant accidental loads. This assessment should 
also include SCEs required for successful escape 
and evacuation.

5.5 Risk evaluation to confirm regulatory 
compliance

The risk should be evaluated for the plant as a 
whole and should include the breakdown showing 
risk contributions per area and per type of worker 
in the plant.

5.6 Risk assessment report

The risk assessment report should contain the fol-
lowing sections:

• Summary of conclusions and recommen dations
• Plant description
• Hazard identification
• Prevention of escalation of specific accidental 

events
• Quantitative risk assessment
• Determination of design accidental loads
• Escape, evacuation and rescue analysis
• Assessment of safety critical elements
• Results
• References
• Key drawings

The report should be manageable and easily 
updatable as the risk assessment will have to be 
made up-to-date with respect to design changes 
associated with possible changes of the hydrocar-
bon reservoir.

The report should also include an overview of 
the adopted and rejected actions to reduce the risk 
to As Low As Reasonably Practicable (ALARP). 
Alternatively, the ALARP report can be sepa-
rate from the main risk assessment report. Risk 
reduction can be illustrated by the movement of 
the various risk scenarios in the Risk Matrix.
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Consequences of explosions in various industries
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ABSTRACT: This paper presents a review of accident statistics with respect to explosion hazards world-
wide and a short summary of the problem area in the industries prone to explosions. The statistics for 
both the offshore and onshore industries are presented. The explosion hazard in the industry is presented 
for selected explosive media including vapour clouds, dust, hydrogen and hydrocarbon. Consequences of 
explosions on human beings and buildings are outlined. A review of prediction methods of the conse-
quences of explosions on structures as well as design solutions to improve safety in different industrial 
sectors is given.

Despite the large effort to improve industrial 
safety undertaken by authorities, standardisation 
organisations and facility designers during the last 
decade, the human, industrial and environmental 
losses due to explosions and fires in the industry 
are not decreasing. In order to focus on this issue, 
a review of accident statistics involving explo-
sions and fires is presented for both the offshore 
and onshore industries. The explosion hazard in 
the industry is outlined for explosive media such 
as vapour clouds, dust, hydrogen and hydrocar-
bons. Methods for the assessment of explosion 
loads to be used for structural design and safety 
assessments are presented and compared. The 
application of different assessment methods of 
the consequences of explosions on structures is 
reviewed together with design methods that can 
be used to improve structural design and safety of 
structures and facilities.

2 EXPLOSION ACCIDENTS IN THE 
INDUSTRY, HISTORICAL REVIEW

2.1 General

When analysing causes of explosion accidents in 
the industry, it is obvious that nearly all of acci-
dents are due to human errors. Human errors are 
too diverse to be treated as a single group, and can 
be classified as follows, (Trevor, 2003):

• Mistakes
• Mismatches
• Slips and lapses of attention

As a consequence of these errors a large number 
of deaths, injuries and extreme damage to assets 
and environment are experienced. Understanding 

1 INTRODUCTION

Fire and gas explosion accidents are well repre-
sented among the major losses within the indus-
try. The gas explosion hazard is present also in 
other areas like transportation, energy production, 
domestic accidents and mining. Widely known 
major accidents that include explosions in onshore 
sites like Flixborough (1974), and offshore sites like 
the Piper-A disaster (1988) were initiated by a gas 
explosion. But also the TWA-800 plane crash (1996) 
seems to have been caused by a gas explosion in the 
almost empty fuel tank. In mines around the world 
methane explosions (often followed by secondary 
dust explosion) kill many people every year.

Worldwide statistics show that accidental explo-
sions occur in industries such as:

• Petrochemical
• Pharmaceutical
• Chemical
• Food production
• Metallurgical
• Wood processing
• Coal mining
• Cement production
• Shipping and transportation

In general a “one size fits all” solution for the 
explosion hazard in the industry does not exist. 
The complexity of industrial explosion issues 
requires industry and site-specific strategies as well 
as improved education and awareness with respect 
to explosion management and design. Generally, 
today’s science cannot conclusively predict what is 
safe and what is unsafe.

However, design codes give guidelines that are 
based on state-of-the-art research and best indus-
trial practice.
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of the consequences of these disasters is a major 
motivation for further work to improve design pro-
cedures, design standards and industry practice to 
reduce social costs of explosions in the industry.

From 1970 to 2005, 268 major accidents involv-
ing an explosion or explosion and fire were regis-
tered. In total there were 130 779 persons injured 
and 13 497 deaths in a time lapse of 35 years all 
over the world. The criteria for being registered as 
a major accident are:

− 25 deaths or more
− 125 injuries or more
− 10 000 evacuated or more
− 10 000 or more deprived of water.

Direct access to the database is obtained 
at: http://www.uneptie.org/pc/apell/disasters/ 
database/disastersdatabase.asp.

Hence, the numbers would be much larger if all 
accidental explosions were considered. Main indus-
tries experiencing such explosions and fires are 
usually within transportation or general chemical 
manufacturing (either process or storage). Another 
issue is the completion of the database after 1997. 
The more recent accidents lack information concern-
ing the number of injuries and deaths etc, including 
5 accidents without sufficient information.

2.2 Onshore industry

Large scatter between numbers of explosion acci-
dents exists across the world. The number of acci-
dents for each continent is given in Figure 1.

The number of deaths and injuries of people 
involved in these accidents do not follow the number 
of accidents in different parts of the world, Figure 2.

Statistics of industrial explosions indicate 
involvement of different chemicals and explosive 
media. Figure 4 and Figure 5 give general overview 
of the statistics of different explosive media caus-
ing injuries and deaths in the industry.

2.2.1 Dust incidents, USA—1980 to 2005
To determine the extent of dust explosion haz-
ards in the United States, the CSB investigators 
researched the history of dust fires and explo-
sions from 1980 to 2005, and identified 281 major 
combustible dust incidents that killed 119 work-
ers, injured 718 others, and destroyed many of the 
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Figure 1. Distribution of major explosion accident 
across continents.
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Figure 2. Number of injuries in explosion accidents 
across the world.
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Figure 3. Number of deaths in explosion accidents on 
the world basis.
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Figure 4. Number of injuries in explosion accidents on 
the world basis according to main products involved.
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Figure 5. Number of deaths in explosion accidents on 
the world basis according to main products involved.

Figure 6. West Pharmaceutical Services facility destroyed 
by polyethylene dust explosion.

Figure 7. CTA Acoustics’ production area after resin 
dust explosions.

industrial facilities. Based on this data, the fatal or 
disabling/disfiguring injuries in the 2003 dust explo-
sions, and the damages caused by those explosions, 
the CSB concludes that combustible dust incidents 
are a significant industrial safety problem.

The extent of facility damage during dust explo-
sion is significant; see Figure 6 to Figure 9. Gen-
eral statistics of different sources of dust involved 
in explosions are presented in Figure 12. Despite 
significant effort of professionals working for the 
safety in the industry and also large involvement of 
authorities, the number of explosion accidents has 
continuously increased during the last decade.

The U.S. Chemical Safety and hazard Investi-
gation Board (CSB) investigated three fatal dust 
explosions that all occurred in 2003. These explo-
sions caused the deaths of 14 people and injured 
hundreds more. Two of the facilities were damaged 
beyond repair, and several hundred employees 
lost their jobs. CSB found that combustible dust 
presents serious safety hazard in general industry. 
Nearly 300 incidents caused 119 fatalities and 723 

Figure 8. Fire damage to inlet duct of line 405 bag-
house.

injuries in the 25-year period beginning in 1980. 
In many of the recent catastrophic dust explo-
sion incidents, facility personnel were unaware of 
the hazards of the combustible dusts and had not 
taken steps to prevent or minimize explosion.
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Consequence diagram as shown in Figure 12, 
(Moan, 2004). The horizontal axis gives the con-
sequence, in this case in terms of fatalities, N. The 
vertical axis shows the frequency of N or more 
fatalities per accident. We see that the accident rate 
for mobile drilling units is much higher than for 
fixed production platforms. Fixed platforms are 
mainly used as production facilities. Moan and 
Holand (1981b) explained the main reasons for 
the differences in safety levels between mobile and 
fixed platforms. Floating production platforms are 
not included because of limited experience with 
such platforms. The risk is similar to that of pas-
senger vessels and tankers. The total statistics of 
accidents for both mobile and fixed platforms are 
given in Table 1.

2.3.2 Floating structures
The recent well-known loss of the Petrobras P-36, 
the world’s largest oil rig, was caused by a minor 
explosion, Figure 13.

The general statistics of dangerous incidences 
on floating oil rigs have recently been collected 
by Muncer (2003). The statistics shows significant 
contribution of hydrocarbon releases followed by 
fires and explosions, Figure 14.

2.3.3 Fixed structures
At about 10 pm on 6 July 1988 an explosion 
occurred in the gas compression module on the 
Piper Alpha platform, 176 km north east of Aber-
deen. This initial explosion put the main control 
room and main power supplies out of action and 
caused extensive damage to hydrocarbon process-
ing equipment. It was followed immediately by 
a large fire in the oil separation module, which 

Figure 9. Collapsed firewall and metal panels at south 
end of line 405 blend room.
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Figure 10. Distribution of combustible dust fuel types 
involved in 281 incidents from 1980 to 2005.
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Figure 11. Dust fires and explosions per year.

Figure 12. Comparison of accident rates with respect 
to fatalities in the offshore and shipping industry, (Moan, 
2004).

2.3 Offshore industry

2.3.1 General statistics
An overall picture of the accident rate in an indus-
try may be displayed by the so-called Frequency-
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the gas pipeline from one of the adjacent platforms. 
Ruptures of other risers further intensified the fire.

During this disastrous accident 167 of the 226 
men on board perished. The platform was totally 
damaged, Figure 15.

The Piper Alpha accident was a major inspira-
tion for extensive research and development work 
undertaken by the UK and Norwegian industry to 
increase safety in offshore production of oil.

However, the statistics of accidents for fixed 
platforms developed for the UK continental shelf  
for the period from 1980 to 2003 identify signifi-
cant contribution of explosions and fires to the 
total hazard picture.

3 CHEMISTRY AND PHYSICS 
OF EXPLOSIONS

3.1 General overview

An explosion is a sudden increase in volume and 
release of energy in a violent manner, usually with 
the generation of high temperatures and the release 

Table 1. Number of accidents per 1000 platform-year. 
WOAD 1996.

Figure 13. P-36 sinking after the explosion incident.

Figure 14. Dangerous occurrences for floating produc-
tion 1996–2002, Muncer (2003).

gave rise to a massive plume of black smoke that 
engulfed the north end of the platform. This fire 
was fed by oil from the platform and a leak in the 
main oil line to the shore, to which the pipelines 
from two other platforms were connected.

At about 10.10 pm there was a second major 
explosion which caused a massive intensification of 
the fire. This was due to the rupture of the riser on 

Figure 15a. Piper Alpha destroyed by the explosions 
and fire.

Accident Statistics, Fixed Offshore Units UK

1980-2003

Crane
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Contact
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Fire
1692

Explosion
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736

Other
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Spill/release
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Figure 15b. Fixed offshore units, UK. Accident  statistics 
1980–2003.
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of gases. An explosion causes pressure waves in the 
local medium in which it occurs.

The most common artificial explosives are 
chemical explosives, usually involving a rapid and 
violent oxidation reaction that produces large 
amounts of hot gas.

3.2 Definition of explosions

Explosions are often characterized by their pri-
mary means of generation (physical or chemical); 
this categorization includes the following types of 
explosions:

• Physical explosions are those caused when the 
high-pressure gas is generated only by mechani-
cal means without any chemical change, as in the 
following types of explosions:
• External heating of a tank leading to increased 

internal pressure and resultant failure of the 
tank

• Sudden release of super-heated liquid which 
flash-evaporates, causing a rapid explosion

• Chemical explosions occur when the high-
 pressure gas is generated only by chemical 
reactions without any physical or chemical inter-
action, as in the following:
• Combustion explosions are caused by rapid 

oxidation of combustion material, which 
results in an explosion of gases that triggers a 
pressure wave. Combustion explosions include 
the following types:
− Dust explosions
− Gas explosions
− Natural gas explosions
− Backdraft explosions
− Mists

• Thermal explosions are a special class of chemi-
cal explosions where the heat released by the 
reaction of two or more chemical compounds 
results in a more rapid reaction rate that eventu-
ally causes an explosion. These types of explo-
sions are a great concern in chemical processes.

• Condensed phase explosions are those caused 
by rapid reactions of chemical components in 
the solid or liquid phase. This type of chemi-
cal explosions include those resulting from high 
explosives or propellants (solid and liquid) used 
for missile fuel.

• Nuclear explosions are associated with the fis-
sion or fusion of matter.

3.3 Gas explosion

A gas explosion is a process where combustion of a 
premixed cloud of gas, i.e. fuel-air or fuel-oxidiser 
is causing rapid increase of pressure. Gas explo-
sions can occur inside process equipment or pipes, 
in buildings or offshore modules, in open process 

areas or in unconfined areas. The consequences of 
gas explosions are very closely related to the geom-
etry in which thay take place.

3.3.1 Deflagration and detonation
In an accidental gas explosion the deflagration is the 
common mode of flame propagation. In this mode 
the flame speed ranges from the order of 1 m/s up 
to 500–1000 m/s corresponding to explosion pres-
sures between a few mbar and several bar.

A deflagration is normally defined as a combus-
tion wave propagating at subsonic velocity relative 
to the unburned gas immediately ahead of the flame, 
i.e. the burning velocity, U, is smaller than the speed 
of sound, C, in the unburned gas. The velocity of 
the unburned gas ahead of the flame is produced 
by the expansion of the combustion products. The 
combustion wave propagation mechanism develops 
through heating up of unburned gas mixture by 
both molecular transport mechanisms (diffusion) 
and by turbulent transport mechanisms.

A detonation is defined as a combustion wave 
propagating at supersonic velocity on the order of 
2,000 m/sec, relative to the unburned gas immediately 
ahead of the flame, i.e., the detonation velocity is 
larger than the speed of sound in the unburned gas.

In simple terms, a detonation wave can be 
described as a shock wave immediately followed 
by a flame. The shock compression heats the gas 
and triggers the combustion. The energy released 
by the combustion maintains the detonation wave. 
The velocity of the shock wave always exceeds 
sonic velocity in the reactant.

For fuel air mixtures at ambient pressure the 
detonation velocity can be up to 2000 m/s and the 
maximum pressures produced are close to 20 bar.

A detonation can either: i) be initiated directly by 
detonating a high explosive charge, or ii) be produced 
when a deflagration accelerates due to obstacles and 
confinement and transits into a detonation.

A detonation is more likely to occur for reac-
tive gases such as ethylene, hydrogen and acety-
lene. Recent full-scale tests in an offshore module 
involving natural gas, however, resulted in local 
pressure effects pointing towards a detonation as 
well (Al-Hassan & Johnson, 1998).

Summary of different forms of explosions is 
illustrated in Figure 16.

3.4 Chemistry of explosions

3.4.1 Ignition
A flammable gas cloud may ignite if sufficient energy 
is provided to heat certain volume of the gas cloud 
above the temperature needed for the chemical reac-
tion to be initiated. If the heat released in the chemi-
cal reaction is sufficient to heat further layers of gas 
above the necessary initiation energy, the gas can be 
said to have ignited and flame propagation will start.
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Figure 16. Definitions of explosions.

Table 2. Minimum ignition energy for different 
chemicals.

Flammable
Min. ignition
energy mJ

CS2 0.009
H2 0.011
C2° 0.017
C2= 0.07
CH3OH 0.14
n- C6° 0.22
n-C7° 0.24
IPA 0.65
Acetone 1.15
i-C8° 1.35
“Fine” sulphur
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Figure 17. Minimum ignition energy for methane in air.

The Minimum Ignition Energy (MIE) is defined 
to be the lowest energy that may ignite a given gas 
mixture, specified by using point ignition source in a 
quiescent premixed gas mixture. Below a MIE curve 
for methane is shown for varying gas concentra-
tion. It is seen that sparks with energy below 0.5 mJ 
can ignite methane. The necessary energy increases 
moving towards the explosion limits, Figure 17.

Minimum ignition energy for different chemi-
cals is given in Table 2.

3.5 Explosion energy

A typical explosion in an enclosure is caused by 
flammable gas leaking, which mixes with air in 
the enclosure and subsequently ignites to cause 
an explosion. The energy released by expansion 
of compressed gas upon rupture of a pressurized 
enclosure may be estimated using the following 
equation (Zalosh, 1995):

E = α ΔHc mf (1)

where:
E = explosive energy release (kJ)
α = Yield (i.e., the fraction of available combustion 
energy participating in blast wave generation)
ΔH = Theoretical net heat of combustion (kJ/kg)
mf = mass of flammable vapour release (kg)

The yield, α, is typically in the range of 1 per-
cent (0.01) for unconfined mass releases, to 100 
percent (1.0) for confined vapour releases (Zalosh, 
1995). Table 4 presents the theoretical net heat of 
combustion for flammable gases.

4 EXPLOSION HAZARD 
IN THE INDUSTRY

4.1 General

Explosion hazard in the industry exists due to large 
possibility of ignition of:

• Vapour clouds
• Hydrogen
• Dust
• Hydrocarbon

4.2 Vapour cloud explosions

The process of explosion of a vapour cloud can be 
described in the following, simplified steps:

• Cloud spreads from too rich, through flamma-
ble range to too lean.

• Edges start to burn through deflagration (steady 
state combustion).

• Cloud disperses through natural convection.
• Flame velocity increases with containment and 

turbulence.
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Table 4. Fitted coefficients of equation 4.

J K L M

Propane/oxygen 0.4580 0.2150 −0.1442 0.0292
Propane 1.2020 1.2436 −0.6410 0.1034

Table 3. Heat of combustion, ignition temperature, and adiabatic flame temperature* 
of flammable gases.

Flammable
gas 

Heat of
combustion cDH
(kJ/kg)

Ignition
temperature
Tig°C

Adiabatic flame
temperature
Tad°C

Acetylene  48,220 755 2,637
Carbon monoxide

(commercial)
 10,100 765 2,387

Ethane  47,490 945 1,129
Ethylene  47,170 875 2,289
Hydrogen 130,800 670 2,252
Methane  50,030 1,190 1,173
n-Butane  45,720 1,025 1,339
n-Heptane  44,560 – 1,419
n-Octane  44,440 – 1,359
n-Pentane  44,980 – 1,291
Propane  46,360 1,010 1,281
Propylene  45,790 1,060 2,232

* Adiabatic flame temperature of lower limiting fuel/air mixture.

• If  velocity is high enough, the cloud detonates.
• If  the cloud is too small and with little confine-

ment, it cannot explode.

More information on vapour cloud explosion 
can be obtained on the Military Network: http://
www.fas.org/man/dod-101/sys/dumb/fae.htm.

4.2.1 Modelling of vapour cloud explosion
Based on the known properties of flammable sub-
stances and explosives, it is possible to use con-
servative assumptions and calculate the maximum 
distance at which overpressure or heat effect of 
concern can be detected. Distances for potential 
impacts could be derived using the following cal-
culation method:

D = C × (nE)1/3 (2)

where:
D = distance to a 1 psi overpressure (m)
C = a constant for damages associated with 1 psi 
overpressure or 0.15
n = a yield factor of the vapour cloud explosion is 
derived from the mechanical yield of the combus-
tion and assumed to be 10 percent (or 0.1)
E = the energy content of the explosive part of the 
cloud in Joules. E can be calculated from the mass 

of substance in kilograms times the heat of com-
bustion (hc) in Joules per kilogram as follows:

E = mass × hc (3)

The combination of these two equations gives:

D = 0.15 × (0.1 × mass × hc)1/3 (4)

Historically, vapour cloud explosion modelling 
has been subject to large uncertainties resulting from 
inadequate understanding of deflagrative effects. 
According to current single-degree of freedom 
models, blast damage/injury can be represented by 
 Pressure-Impulse (P-I) diagrams, which include the 
effects of overpressure, dynamic pressure, impulse, 
and pulse duration. The peak overpressure and 
duration are used to calculate the impulse from 
shock waves. Even some advanced explosion mod-
els ignore the effects of blast wave reflection off  
structures, which can produce misleading results 
over- or  under-estimating the vulnerability of a 
structure. Sophisticated software used to produce 
 three- dimensional models of the effects of vapour 
cloud explosions enables the evaluation of damage 
experienced by each structure within a facility as a 
result of a primary explosion and any accompanying 
secondary explosions produced by vapour clouds.

A simple equation for calculating TNT equiva-
lence for propane-oxygen and propane is proposed 
by Deway (2005) in the form:

η = J + KlnRs + L(lnRS)2 + M(lnRS)3 (5)

where:
η = TNT equivalence
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J, K, L and M = Fitted coefficients, exact values 
in Table 4
RS = Scaled radius (the distance from a 1 kg 
charge)

At lower overpressures a single equivalence fac-
tor is valid: 0.55 for a total charge mass includ-
ing the propane and oxygen and 1.95 for a charge 
mass including the propane only and assuming 
an optimum mixture of the propane with atmos-
pheric oxygen. This confirms the conclusions of 
Dewey and McMillin (1981), who found that for 
peak overpressures of less than about 1.5 atm the 
wave profiles of the blast wave from the propane-
oxygen explosion were similar to those produced 
by a hemispherical 20 tn TNT charge.

The TNT equivalence of VCE is well described 
by Lee et al (1977), who define the explosive yield 
of TNT in terms of its nominal explosive energy of 
4,198 × 106 J kg−1.

4.2.2 Comparison of assessment methods
To examine the validity of the results of several cor-
relation models, two actual cases were used to evalu-
ate these models. The overpressure vs. distance from 
the explosion centre predicted by these models is 
compared with the results observed in the Flixbor-
ough accident (1974) and with those in the La Mede 
refinery accident (1992). The results are shown in 
Figure 18 and Figure 19, (Jiang, et al., 2001).

4.3 Hydrogen explosions

The limits of flammability of hydrogen in air are 
4.1% to 75% and the limits of detonability in air 
are 18.3% to 59%. These relatively wide limits must 
be considered when working with hydrogen. The 
minimum energy for ignition is low −0.02 mJ. This 
value for the ignition energy refers to stoichiomet-
ric concentration and it increases rapidly as you get 
away from stoichiomentry.

Battery rooms in Nuclear Power Plants (NPPs) 
represent a potential problem area because of the 
generation of hydrogen gas.

Hydrogen gas has an extremely wide  flammability 
range and the highest burning velocity of any gas. 
Its ignition temperature is reasonably high [500°C 
(932°F)], but its ignition energy is very low.

As hydrogen contains no carbon, it burns with 
a nonluminous flame, which is often invisible in 
 daylight. At ordinary temperatures, hydrogen is 
very light, weighing only about 7% as much as air.

Combustion of hydrogen according to the 
reaction:

2H2 + O2 → 2H2O + Energy (heat) (6)

results in a release of about 57.8 kcal/g-mole of 
burnt hydrogen (NUREG/CR-6042). For a flam-
mable gas mixture, the flammability limits are 
defined as the limiting concentrations of fuel, at a 
given temperature and pressure, in which a flame 
can propagate indefinitely. Limits for upward 
propagation of flames are wider than those for 
downward propagation. Limits for horizontal 
propagation are between those for upward and 
downward propagation.

Accidental ignition of hydrogen could be caused 
by several sources in a structure if  the hydrogen 
concentration in air were to reach sufficient levels. 
Ignition of dry hydrogen-air mixtures, particularly 
when the mixtures are well within the flammability 
limits, can occur with a very small input of energy 
(Shapiro and Moffette, 1957). Common sources of 
ignition are sparks from electrical equipment and 
the discharge of small static electric charges. In fact, 
the minimum energy required from a spark for igni-
tion of a quiescent hydrogen-air mixture is on the 
order of 10−4 J(10-7 Btu)—a very weak spark.

Figure 20 (Drell and Belles, 1958) shows the igni-
tion energy required as a function of  hydrogen con-
centration. For a flammable mixture, the required 

Figure 18. Comparison between observed and pre-
dicted results (Flixborough).

Figure 19. Comparison between observed and pre-
dicted results (La Mede).

SAFERELNET.indb   115SAFERELNET.indb   115 10/30/2010   4:29:19 PM10/30/2010   4:29:19 PM



116

Experimental values for burning velocities and 
heat releases of the dusts can be estimated from 
pressure time curves from standardized closed 
bomb experiments. The two main values from the 
pressure time curves are the maximum pressure 
Pmax and the Kst value
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where:
V = volume of the bomb.

If the flame is propagating spherical outwards 
with a thin reaction zone, the Kst value would not 
depend on V, and a burning velocity can be esti-
mated as shown below.

When the flame is assumed thin and propagat-
ing spherical outwards from the bomb centre, the 
actual burning velocity, S, can be estimated from 
the maximum pressure, Pmax, the actual  pressure, 
P and the initial pressure, P0, as shown e.g. by 
Dahoe (2000):
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Similar, but a little more complicated estimates 
can be done for a thick and more realistic flame. 

Figure 20. Spark ignition energies for dry  hydrogen-air 
mixtures (drell and belles, 1958).

Figure 21. Dust explosion in a silo, from experiment 
and simulation. Courtesy GexCon, Norway.

ignition energy increases as the  hydrogen concen-
tration approaches the  flammability limits. The 
addition of a  diluent, such as steam,  substantially 
increases the required  ignition energy.

4.4 Dust explosions

Dust explosions are normally a large problem, 
especially in land based process industries han-
dling powders.

An extensive overview of dust explosions and 
research and experiments related to them are given 
by Eckhoff (2003).

Although particle size/specific surface area is 
the main factor in the estimation of the likelihood 
of a dust explosion there are other factors that will 
influence it:

• Chemical Composition of the dust (and its 
moisture content)

• Chemical Composition, pressure and tempera-
ture of the gas

• Particle shape and size distribution
• Degree of dispersion of the dust cloud
• Concentration distribution in the dust cloud
• Turbulence in the dust cloud
• Amount of turbulence caused by the explosion 

in unburnt parts of the cloud
• Flame front disturbance by mechanisms other 

than turbulence
• Radiative heat transfer from the flame (depend-

ant on chemistry)

Dust explosions have earlier been simulated 
with a somehow simpler dust version of the 
FLACS code, as illustrated in Figure 21, where the 
 products from a silo dust explosion are yellow in 
both experiment and simulation.
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Table 5. Methods applied in the North Sea since 1980.

Method Description
Typical year
(North Sea)

Design pressure in
current study

A Full probabilistic
(Norsok)

1999–2001 0.45 barg

B Like A, but steady
state dispersion

1996–1999 1.05 barg

C Probabilistic approach,
simplified dispersion

1995–1999 8.20 barg

D Realistic Worst-Case,
CFD-dispersion establishes WC

1994–1998 2.20 barg

E Worst-Case 100%
gas cloud

1993–1995 6.20 barg

F Worst-Case, inaccurate
geometry model

1990 0.42 barg

G NFPA-68 estimate 1980s 0.05 barg

The burning velocity found is turbulent, at elevated 
pressure and temperature (due to compression). 
The burning velocity dependence on turbulence, 
pressure and temperature is not well known. This 
dependence must be estimated or found experi-
mentally by varying different parameters.

4.5 Hydrocarbon explosions

The presence of hydrocarbon and under high pres-
sure, at offshore topside facilities implies an inherent 
hazard associated with the accidental release and 
ignition of this material. The consequences can be 
very destructive as witnessed by several accidents.

Preventive measures to avoid accidental releases 
of flammable inventory and its ignition are there-
fore of paramount importance. Nevertheless, 
releases and subsequent fires and explosions can-
not be ruled out completely and measures need to 
be taken to limit the consequences of such events. 
In this handbook the consequences of gas explo-
sions are treated.

Limitation of the consequences of explosions 
requires a thorough knowledge of all events lead-
ing to accidental explosion loads. This implies 
knowledge of the processes occurring during the 

release phase, dispersion phase and explosion 
phase, as well as knowledge on the factors affect-
ing these processes, including mitigation measures, 
Figure 22.

In an accidental explosion of a hydrocarbon-
air cloud (ignited by a weak source—a spark) the 
flame will normally start out as a slow laminar 
flame with a velocity of the order of 3–4 m/s.

If  the cloud is truly unconfined and unob-
structed (i.e. no equipment or other structures 
are engulfed by the cloud) the flame is not likely 
to accelerate to velocities of more than 20–25 m/s, 
and the overpressure will be negligible.

In an offshore module with process equip-
ment, the flame may accelerate to several hun-
dred meters per second. When the gas is burning 
the temperature will increase and the gas will 
expand by a factor of  up to 8 or 9. The unburnt 
gas is therefore pushed ahead of  the flame and a 
turbulent flow field is generated. When the flame 
propagates into a turbulent flow field, the effec-
tive burning rate will increase and the flow veloc-
ity and turbulence ahead of  the flame increases 
further. This strong positive feedback mecha-
nism is causing flame acceleration and high 
explosion pressures and in some cases transition 
to detonation.

The analysis of hydrocarbon explosion risk shall 
normally account for ventilation and possibility of 
dispersion at the location. The possibility for con-
trol ignition sources should be accounted for.

Review of different explosion overpressure 
analysis methods, used for the design and safety 
assessment during last two decades, together with 
the resulting predictions of overpressures is given 
in Table 5.

An overview of methods for calculation of over-
pressure and drag forces from hydrocarbon explo-
sions is in more details given in Czujko (2001).

Release of 
flammable gas 
and/or liquid 

No ignition

Immediate 
ignition 

Formation 
of 
flammable 
fuel-air 
cloud (pre-
mixed) 

Fire 

Ignition 
(delayed) 

Gas 
explosion 

No
damage 

Damage 
to 
personnel 
and 
material 

Fire 
and/or 
BLEVE 

Figure 22. Event tree for consequences of  accidental 
releases of flammable material into the atmosphere, 
 Czujko (2001).
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5 CONSEQUENCES ON HUMANS 
AND ASSETS

5.1 Humans

Human beings are capable of withstanding rela-
tively high dynamic pressures, Table 6, and con-
siderably higher static pressures, Figure 23. When 
people are fatally injured as a result of blast waves, 
it is usually because of falling objects, rather than 
the pressure associated with the blast wave.

5.2 Buildings

Facility site analysis. Plants are analysed to see 
which areas can produce a blast overpressure and 
how these blasts will affect given areas of the plant 
site. This is referred to as a facility site analysis. 
Typically, this report will provide an overview of 
the plant’s layout and depict various sized con-
centric rings surrounding each blast source. These 
rings represent the areas, which will be affected by 
the blast, and to what degree they will be impacted. 
The highest pressures are nearest the blast source 
and dissipate for each ring thereafter. These con-
centric rings may overlap, as many facilities have 
multiple sources of blast pressures.

Advanced design. From a structural standpoint, 
specialized engineering firms have utilized a wide 
array of techniques and procedures to make signifi-
cant advances in designing buildings to withstand 
overpressures. Modern blast-resistant modularised 

buildings can range from single module structures 
to multi- module and multi storey framed structures 
with floor areas of up to and beyond 10,000 sq ft. 
These buildings have been designed using static 
analysis, dynamic Single Degree Of Freedom meth-
ods (SDOF), as defined in ASCE (1997), as well as 
dynamic finite element analysis methods. Dynamic 
finite element analysis has been used where the 
loads are onerous and to prevent excessively con-
servative building designs that can arise when using 
equivalent static methods or dynamic SDOF meth-
ods. When using the equivalent static load and 
dynamic SDOF procedures, the building response 
analysis is generally divided into two parts; a local 
wall and roof panel analysis, and the building frame 
analysis. The local panel analysis is used to define 
an adequate panel cross-section for the applied 
loads. Dynamic response is defined using a SDOF 
approach to determine peak ductility levels.

An equivalent static load approach can be used 
to determine the members of the frame. Equivalent 
static blast loads are derived using the empirical 
relationship between peak applied loads and build-
ing resistance defined by ASCE 42:
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where:
P = peak applied load
R = structural resistance
td = duration of the applied load
T = building period of vibration
μ = structural ductility factor (ratio of maximum 
displacement to displacement at first yield in the 
structure).

Dynamic effects are included in the above rela-
tionship in the form of the ratio between the dura-
tion of the applied load and the building period of 
response (td/T). Inelastic response is included in 
the empirical relationship by specification of the 
permissible building ductility.

5.3 Assessment methods

The most recent publication on this subject is 
(CCPS, 1996).

The equivalent TNT yield is based on two fac-
tors: first, the ratio of the heat of combustion of 
the combustible gases in the vapor cloud to the 
heat of detonation of TNT; and, second, the effi-
ciency of the vapor cloud explosion.

An equivalent mass of TNT is calculated using 
the following equation:

Table 6. Pressure effects on humans.

Pressure, [kPa] Effect

 35 Limit for eardrum rupture
 70 Limit for lung damage
100 50-percent eardrum rupture
180 1-percent mortality
210 10-percent mortality
260 50-percent mortality
300 90-percent mortality
350 99-percent mortality

Figure 23. Effects of overpressure on human survival.
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where:
X = Distance to given overpressure, m
Op = Peak overpressure, psi

Equation 10 is simply the ratio of the total ener-
gies available per unit mass of material. For most 
hydrocarbon materials, this ratio is about ten. Thus, 
on a mass basis, a hydrocarbon release has ten 
times as much potential explosive energy as TNT. 
Equation 11 relates to how well or efficiently the 
vapour cloud behaves as an explosive material upon 
ignition. The efficiency is dependent upon several 
conditions, including the quantity released, the 
rate of release, the direction of release, the degree 
of confinement, wind and atmospheric stability at 
the time of the release, the time between the initial 
release and ignition of the cloud, and the degree of 
turbulent mixing of the released vapour with air.

6 MODELING OF EXPLOSION LOADS

6.1 General

Modelling of  explosion loads for design and risk 
assessment purposes can be based on models 
such as:

1. Empirical models:
a. Blast curves
b. TNT models
c. TNO multi-energy models
d. Baker-Strehlow model

2 Phenomenological models:
a. SCOPE, (Puttock et al., 2000)
b. CLICHÉ, (Advantica Technologies Ltd)

3. CFD models including:
a. FLACS, http://www.gexcon.com
b. EXSIM, http://www.exsim-consultants.com
c. REACFLOW, http://www.jrc.ec.europa.eu
d. CFX-4, http://www.ansys.com
e. COBRA, (Mantis Numerics Ltd)
f. AutoReaGas,

http://www.century- dynamics.com

6.2 Empirical models

Blast curves
All the blast curves are indexed in terms of the 
scaled distance parameter Z. This allows them 
to be automatically scaled for different strength 
explosives. A scene distance must be divided by the 
cube root of the bomb’s mass before it can be used 
to index a blast curve, (Neff, 1998).

Figure 26 and Figure 27 show the main blast 
parameters: Static pressure Ps, dynamic pressure 
q, scaled pulse period, T/W1/3 and wave velocity U. 
These charts are used to define functions in the 
model that will return the value of  a given param-
eter for a given Z. (The charts used to build theses 

Figure 24. Dimensionless positive phase duration vs. 
combustion energy scaled distance.
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 (10)

where:
MTNT = TNT equivalent mass, (kg)
ΔHc = Lower heat of combustion, kcal/kg
Mcloud = Mass in cloud, (kg)
Ef = Efficiency

The distance to a given overpressure is then cal-
culated from the equation:

X MTNM T
p OpO− +

00 39673967 1 3

3 5031 0 7241 0 2
, /

exp[ , ,5031 0 l , (0398 ln ) ]2( )OpOOpO  (11)

Figure 25. Dimensionless maximum “side on” overpres-
sure as a function of combustion energy scaled distance.
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Figure 26. The blast curves for static overpressure (PS) 
and scaled pulse period (TS/W1/3) as a function of scaled 
distance Z. These curves are for spherical TNT charges 
exploded in air at ambient conditions.

Figure 27. The blast curves for scaled wave velocity 
(U) and dynamic pressure (qs) as a function of scaled 
distance Z. These curves are for spherical TNT charges 
exploded in air at ambient conditions.

Figure 28. The refection coefficient (Cr) as a function 
of both angle of incidence and static overpressure. Each 
curve corresponds to a specific static overpressure (bar).

functions are of  higher resolution than the ones 
shown here. They are plotted on full log paper 
with each decibel shown here subdivided into 
tenths and further subdivided into hundredths or 
fiftieths.) The charts are built by taking at least ten 
samples per decibel. More samples are taken for 
the area of  a curve that changed rapidly. The orig-
inal plots are log-log, so values are computed by 
taking a linear interpolation of  the points stored 
in the charts.

The reflection coefficient CR is used to determine 
the initial impact of the wave. It models the effect 
of the increased particle density caused by a colli-
sion. (It does not relate to subsequent reflections of 
the wave). The reflection coefficient is multiplied by 
the static pressure to determine the peak pressure 

felt by a frontal face. It is highly sensitive to both 
the static pressure and the angle of incidence.

Figure 28 shows the reflection coefficient as a 
function of both static pressure and angle of inci-
dence. An angle of incidence of zero indicates a 
wave striking the face head on. The transition 
point in the middle of the chart corresponds to 
the mach stem transition. There is a small increase 
in reflected pressure for low static pressure near 
the mach stem transition. As the static pressure 
becomes higher, the mach stem transition marks a 
step decrease in reflected pressure.

TNT Equivalence method 
This concept is quite simple for blast-prediction 
purposes. The TNT equivalence of an explosive is 
defined as the mass of the explosive that will produce 
a blast wave with the same strength, peak hydrostatic 
overpressure, as a unit charge of TNT at the same 
radial distance. The combustion energy of the com-
bustible gas (the vapour cloud) is converted into an 
equivalent charge weight of TNT, as shown:

W
W H
HTNWW T g

g gW HW

TNHH T
= ηg  (12)

where:
WTNT = The equivalent weight of TNT (kg)
Wg = The weight of the combustible gas (kg)
HTNT = TNT blast energy (J/kg)
Hg = Combustion energy of the com bustible 
gas (J/kg)
ηg = A factor that can be treated as a TNT equiva-
lence factor, yield factor, or efficiency factor.

Once the weight of the TNT is determined, the 
scaled distance, R (m/kg1/3) is computed according 
to the following:
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R
R

WTNWW T
= 1 3/  (13)

where:
R = the actual distance measured from the blast 
centre (m)

Then, using Figure 29, the side-on overpressure 
as expressed in bar (10^5Pa) can be interpolated. 
Note that Figure 29 takes into account a reflected 
surface. To correctly calculate a gas explosion far 
away from a surface, WTNT is divided by 2.

Note that the blast characteristics of this 
method do not predict the gas-explosion blast 
characteristics well, especially in the near field. 
Far-field results can be measured satisfactorily 
with the TNT Equivalence Method, but with some 
under-predictions. This method does not account 
for the effect of the gas dynamics and the confine-
ment resulting from obstacles. Thus, the efficiency 
factor is not well characterized.

The Baker-Strehlow Method 
This method is based on dimensionless  overpressure 
and positive impulse as a function of energy-scaled 
distance from the gas blast centre. This method 
seems to be more conservative and more accurate 
than the TNT Equivalence Method. It can predict 
well in both near and far fields. Thus, a scaled dis-
tance, R , is calculated as:

R r
P
E

0PP1 3

1 3

/

/  (14)

Figure 29. Peak side-on overpressure curve for a  surface 
TNT Equivalence Method3.

Figure 30. Positive overpressure vs. distance for  various 
flame speeds.

where:
r = distance from the gas blast centre (m)
P0 = atmospheric pressure (Pa)
E = energy of the blast (J)
Ps / P0 = dimensionless overpressure, where
Ps is the peak side-on overpressure (Pa)

The Multi-Energy Method
This method is based on the assumption that the com-
bustion begins with a deflagration and the explosive 
potential is determined by the obstructed and/or par-
tially confined areas of the vapour cloud. The word 
“multi” means the vapour cloud explosion is treated 
as a number of sub-explosions. The governing equa-
tion of this method for overpressure is very similar to 
that of the Baker-Strehlow Method (Eq. 15):

R
R=

( )E P /PP 1 3/  (15)

where:
R  = Sachs-scale distance from the blast centre
R = actual distance from the blast centre (m)
E = blast combustion energy (J)
P0 = atmospheric pressure (Pa)

In Figure 25 the dimensionless overpressure ΔPsPP  
as a function of the explosive strength values of 
the Multi-Energy Method. ΔPs is defined as the 
ratio of the actual side-on overpressure, Ps(Pa) and 
the atmospheric pressure, P0(Pa).

New curves from Baker
Detonation and fast deflagrations As can be seen 
from Figures 30 and 31, the overpressure versus 
distance curves merge into a single curve.

6.3 Phenomenological models

For explosion prediction inside vented compart-
ments there is one group of models referred to as 
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• mass balance (continuity)
• impulses
• enthalpy
• turbulence
• fuel transport and mixture fraction

are solved for each time step and control volume.
Special purpose CFD-models, like FLACS, 

EXSIM and Auto Reagas have a greater poten-
tial to perform well, as all of these simulators are 
developed by people doing experimental and theo-
retical work within gas explosions. Still, significant 
differences will be seen between the models, both 
with regard to applicability and validity. Despite 
the much better resolution in space compared to 
phenomenological models, there is still a lot of 
physics taking place at smaller scales than the grid 
cell (typically 0.5m-1.0m in an offshore module). 
Examples of such sub-grid models are:

• Turbulence
• Flame propagation/wrinkling
• Water deluge.

This is one reason why there will be differences 
between different CFD-models, even if  they may 
seem similar, and why effort into model develop-
ment and validation is important.

Since geometry and scenario details are of high 
importance for explosions, the special purpose 
CFD-models need to represent geometry properly. 
Porosities/blockages are calculated due to geometry 
mapping onto the simulation grid. Geometries can be 
either defined by hand or imported from CAD sys-
tems. EXIM and Auto Reagas use a similar concept.

6.5 Selection of tools for the prediction of gas 
explosion action

Some of the relevant conclusions regarding selec-
tion of prediction tools are summarised below:

• The phenomenological code SCOPE and ‘sim-
ple’ CFD codes FLACS, AutoReaGas, and 
EXSIM are in widespread use.

• Phenomenological and CFD methods gener-
ally give fairly good accuracy (within a factor 
of two) so these models yield solutions that are 
approximately correct.

• The limitations associated with empirical and 
phenomenological methods (simplified physics 
and relatively crude representation of geom-
etry) can only be overcome through additional 
calibration.

• It is recommended to develop ‘advanced’ CFD 
codes that will allow creating fully realistic combus-
tion models and resolution of all obstacles but is it 
is likely to be 10 or more years before such tools are 
available. This is primarily due to the large compu-
tational expense of this type of model.

Figure 31. Negative overpressure vs. distance for vari-
ous flame speeds.

Figure 32. Positive impulse vs. distance for various 
flame speeds.

phenomenological models (e.g. CHAOS, SCOPE). 
These are based on 1D considerations, trying to 
model some of the physics involved in the proc-
ess. From ignition, flame will accelerate influenced 
by obstruction density. The heat release generates 
overpressure and flow towards the vent opening. 
A typical module may be divided into a limited 
number, typically less than 10 different boxes (con-
trol volumes). The effects not picked up by the 
physics will be handled by a range of empirical 
constants found from calibrating against a range 
of relevant experiments.

6.4 CFD models

In Computational Fluid Dynamics (CFD) approach 
one attempts to resolve the physics numerically by 
dividing space into small boxes (control volumes) 
and implementing models for various phenomena 
like fluid flow and turbulence. In each cell, all varia-
bles are assumed constant in one time step, and based 
on the flow balance and fluxes, as well as the physics 
taking place inside the cell in the next time step, the 
variables may change. For explosions, further models 
will have to be incorporated compared to a standard 
CFD-model, as flame propagation and combustion 
will have to be modelled. Thus equations for:
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Figure 33. Typical time-pressure characteristics from 
gas explosion on a fixed relatively confined (upper) and 
low confined floating (lower) facilities.

Further evaluation of the methods can be found 
in Czujko (2001).

6.6 Description of explosion loads for structural 
and risk analysis

6.6.1 Deterministic models
Description of time-pressure characteristics from 
CFD analysis The output of the gas explosion 
analysis is normally a set of irregular shaped time-
pressure impulses. Due to the difference in confine-
ment between a typical topside of a fix platform 
and a floating production platform, gas explosion 
time-pressure characteristics will differ as shown in 
Figure 33.

A pressure-time history is usually described in 
terms of maximum pressure generated, pmax, dura-
tion of the impulse pressure, T, and the rate of 
pressure rise, (dp)/(dt), Figure 34.

The area under the time-pressure characteristics 
defined pressure impulse and is normally calcu-
lated as:

I p t dt
t

∫ ( )t
0∫∫

2  (16)

Different methods for the simplification of 
complex time-pressure characteristics are given in 
Czujko (2001).

Calculation of drag forces

Drag method. With the drag method drag pressures 
are plotted over cut-planes through the module or 

Figure 34. Definition of typical parameters in descrip-
tion of time-pressure history.

reproduced as impulses for monitor points located 
clear of obstacles. To obtain loading on an obstacle 
the drag pressure is multiplied by its area and drag 
coefficient CD from literature. The X, Y and Z 
direction loads can be reproduced separately or the 
vector sum of these loads should be established.

At present there are no reliable data on CD val-
ues for gas explosion type impulses in the near field. 
Until more accurate CD values become available, val-
ues given in Figure 35 and Figure 36 can be used.

6.6.2 Probabilistic models for description 
of explosion loads

Why perform probabilistic analyses?
Explosion loads are determined by several 

parameters. Some of them are hard to represent 
realistically or accurately in an analysis. The three 
perhaps most important ones are:

• Congestion—piping, structure, equipment, 
cabling, HVAC

• Confinement—walls, decks, larger equipment
• Gas cloud size (i.e. size of part of cloud at near- 

stoichiometric conditions)

This is recognized in ISO 13702, chapter 13:
“To reduce to an acceptable level the prob-

ability of an explosion leading to unacceptable 
consequences.”

And later stated in 13.2 Functional 
requirements:

“As input to the FES (Fire and Explosion Strat-
egy) an evaluation of explosion loads and the asso-
ciated probabilities of exceeding those loads shall 
be performed.”

Gas dispersion is a random event, which hap-
pens when a chain of undesired events takes place. 
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Figure 36. Drag coefficient for circular cylinders as a 
function of the Reynolds number (Schlichting, 1979).

Figure 35. Incompressible flow regimes for circular 
 cylinder (Sarpkaya & Isaacson, 1981).

Probabilities of those events vary from case to case. 
After gas leakage or fluid evaporation a combus-
tible gas cloud can be formed or not, depending 
on leakage rate, position of leakage with respect 
to vent system and wind conditions. Thus, gas dis-
persion by itself  is not a hazardous event. It can 
still be detected and mitigated. However, when 
the fuel concentration in a cloud passes the lower 

Table 7. CD Values for use with drag method.

A
Subcritical

B
Critical

C
Supercritical

D
Post-supercritical

Boundary layer laminar transition turbulent turbulent
Separation about 82 deg. transition 120–130 deg. about 120 deg.
Shear layer

near separation
laminar laminar separation,

bubble turbulent
reattachment

turbulent

Strouhal number S = 0.212–2.7/Re transition 0.35–0.45 about 0.29
Wake Re < 60 laminar;

60 < Re < 5000 
 vortex street
Re > 5000 turbulent

not periodic

Approximately
re range

>2 × 105 2 × 105 to 5 × 105 5 × 105 to 3 × 106 >3 × 106

flammability limit, a gas explosion can take place, 
if  the cloud meets an ignition source. There is an 
enormous number of possible cases, (i.e. position 
of gas cloud in the investigated space, degree of 
filling, position of ignition source with respect to 
cloud and structure), which result in different con-
sequences of gas explosion.

Hence, the overpressure induced by gas explo-
sion and other characteristics related to gas explo-
sion should be treated as random fields, i.e. ran-
dom functions in space and time domain.

Explosion assessment has in the past often been 
concentrated on generating information on conse-
quences of identified worst-case scenarios. Recent 
full-scale explosion tests, as well as the application 
of CFD tools for explosion modelling, have dem-
onstrated that worst-case design is unrealistic.

A probabilistic explosion assessment takes into 
account the probability of establishing gas clouds 
of various sizes, locations and concentrations. Due 
to limitations in computer speed and capacity, this 
has previously been done by:

Figure 37. Left. Drag coefficient of a circular cylinder 
at very large Reynolds numbers and for Mach number 
M < 0.2. Right. Drag coefficient of spheres in terms of 
the Reynolds and Mach numbers (Schlichting, 1979).
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• Simulating a very high number of scenarios 
using simple models, or

• Performing a low number of CFD simulations 
and extrapolating the results.

Neither approach is considered to be satisfac-
tory. Even if  these studies are performed in an 
appropriate way, very conservative estimates for 
the risk as well as wrong trends with regard to sen-
sitivity studies can be expected.

The following three probabilistic approaches 
can currently be used for the development of prob-
abilistic models of gas explosion actions:

1. Semi-probabilistic approach implemented into an 
industry standard, [NORSOK, 2001], see Z-013, 
Risk and emergency preparedness analysis.

2. Risk-based approach where accidental scenarios 
for gas explosion analysis are selected based on 
probability of occurrence of parameters affect-
ing scenarios. Resulting probabilistic models of 
explosion loads, exceedance curves, are derived 
from probability of scenarios implemented, 
Czujko (2001).

3. Generic probabilistic approach where the selec-
tion of scenarios for explosion analysis is based 
on probabilistic procedure and the probabilistic 
model of explosion loads, exceedance curve, is 
developed based on numerical, i.e. probabilistic, 
simulations, see Czujko (2001).

7 MODELING CONSEQUENCES 
OF EXPLOSION

7.1 Overpressure action on structures

The main load from an explosion on the structure 
and piping will generally be due to pressure differ-
ence on the surfaces and skin friction from fluid 
flow. Thermal effects from radiation can usually 
be ignored in explosions; yet in a jet fire or fire-
ball heat fluxes thay will become more important. 
The time dependent load from overpressure on an 
object will be equal to an integral of pressure dis-
tribution over the surface in given instant of time.

For large objects, in particular walls, this load 
can be significant even for slow flames. In a situ-
ation with an average wall overpressure of 1 bar 
(105 Pa), the load is similar to the weight of a mass 
of 10 tonnes per m2 surface.

For an explosion propagating inside a module 
or room, increased pressure will generally be seen 
against walls (often a factor of two higher pressure 
at a wall if  hit by an explosion), and even more in 
corners and edges (focusing effect into the corner). 
Such effects are picked up by 3D explosion simu-
lation tools. Designers should, however, be aware 
of these effects, and take necessary precautions 

against possible higher explosion loads on walls 
near corners.

There is a lot of confusion with regard to how 
to estimate loading from explosions, and there is 
still work that could be done to increase the knowl-
edge. The guidance below is an attempt to set up 
the best practice rule of how to estimate loading 
from explosions on different kind of equipment:

Solid walls and decks Both total pressure loads 
at entire walls and also pressures at smaller wall 
elements are recommended used when specifying 
wall design. These can be extracted from e.g. CFD 
simulations.

Grated decks, louved walls At low Mach-number 
flows, there will be a low pressure difference across 
a partly porous deck or wall. In this case the main 
contribution to the load may be modelled by a 
form drag load. For higher flow velocities, sonic 
in particular, there may be a significant pressure 
difference across the porous wall/deck. The best 
way to estimate the load across a porous plate is 
to find the pressure difference across the plate and 
multiply by the blocked area to find the forces. For 
the low Mach-number regimes, loads can also be 
estimated by the form of a drag load assuming a 
proper drag factor.

Structural beams An estimate for the loading on 
structural beams can be found by monitoring pres-
sure difference across or by free flow estimated drag 
loading (across). The pressure method is assumed to 
be preferable in case of larger beams, whereas loads 
on smaller beams not resolved on simulation grid 
should be estimated by drag. Form drag will often be 
of highest importance (at least at maximum). Flame 
interaction may give short duration peaks of higher 
amplitudes, whereas choked flow may give global 
pressure differences across the object that should be 
included in the estimates. From a FLACS simula-
tion it is proposed to extract the contributions from 
(local) pressure difference and form drag, and apply 
the higher one for the load estimate (remember drag 
contribution is directional).

7.2 Drag force action on structures

Both for small and large objects exposed to a fluid 
flow, pressure differences will build up across the 
object. For stationary flows, the stagnation pres-
sure in front can be found from Bernoulli’s equa-
tion, and it will be the same for objects of different 
sizes and shapes. For accelerated flows higher pres-
sures will build up. The drag force can be obtained 
by integration of normal and shear stresses over 
the surface of the obstacle. For objects of smaller 
size, and in particular cylindrical pipes or tanks, 
it may be problematic to extract the forces from 
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the  pressure loads properly in a CFD-simulation. 
A better approach can therefore be to use an 
expression for the drag from the fluid. This will for 
instance apply to open process areas and FPSOs 
with low density of walls. Drag contributions are 
well descibed by Sand (1999).

Drag loads can be significant when equip-
ment or piping are located in a strong flow field 
(piping directed along the flow field is much less 
exposed). For flow through a grated deck loads 
can also be strong. For quite confined situa-
tions high drag loads can particularly be seen 
near the vent openings, for instance at equip-
ment and structural beams in the ceiling directed 
across the typical flow direction. In very open 
configurations high drag loads can be expected 
everywhere.

Piping/Piperack For freestanding pipes, good 
estimates of  the load can be based on directional 
drag estimates. For comparison the pressure dif-
ference across the pipe (or pipe elements) could 
also be extracted (and load from this used if  
higher). Due to uncertainty in this field, signifi-
cant conservatism should be applied. Change of 
density in burnt gas, flame interaction and oscil-
lations due to vortex shedding may all give vibra-
tions in the pipes, which may increase the received 
load significantly if  frequencies are close to pipe 
eigenfrequencies.

For piperacks one can also consider the pressure 
loss across the rack and the blocked area.

Equipment Loading on equipment should be 
estimated in a similar way. Conservatively, one 
could consider the local pressures in front and rear 
of the object, and apply the pressure difference on 
the area blocked by the equipment to find a direc-
tional force as function of time.

Primary and secondary missiles Vessels contain-
ing high pressure gas may burst into larger chunks. 
Often these larger chunks have flat, elongated 
geometry. They can weigh several kilograms and 
have speeds in the hundreds of m/s.

Secondary missiles are objects which are near a 
powerful explosive and are accelerated powerfully 
outwards by it.

The forces which act on these objects after the 
initial acceleration are gravity and fluid dynamic 
forces. The force of gravity is given by the product 
of the mass and the acceleration due to gravity; 
Mg. Fluid dynamic forces commonly considered 
are the drag and lift forces. The drag force acts 
along the trajectory of the object and the lift force 
is normal to the trajectory. They are given by the 
following equations:

F CLFF L AC
LA

1
2

2ρυ  (17)

F CDFF D AC
DA

1
2

2ρυ
 (18)

where: L refers to lift and D drag and C is the lift/
drag coefficient, and A is the lift/drag area.

Notice that these definitions are comparable to the 
earlier definition of drag force. For a chunky frag-
ment, CD �� CL and the object is a drag target (lift 
can be ignored). If CL � CD the fragment is a lift type 
fragment. Lifting fragments have a diameter several 
times greater than their thickness. Missiles often have 
irregular shape and may be tumbling, making precise 
fluid dynamic calculations difficult. In a visual model, 
the drag resistance can be used as a damping term to 
reduce the speed of the outward flying objects.

A simplified approach to drag forces is proposed 
by Huser (2003).

In a field example, Figure 39 is applied to deter-
mine the total dimensioning load on equipment. 

Figure 38. Total load on 1m diameter vessel. Contribu-
tion from drag and differential pressure.

Figure 39. Proposed pressure load on equipment. The 
figure shows how the load on intermediate size equip-
ment, pipes and members can be determined from the 
drag and differential pressure components. The monitor 
pressure is used to normalise the pressure load.
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The pressure obtained on a regular grid of 
monitors on a process deck is applied as the refer-
ence pressure load. This pressure load is applied 
in a probabilistic analysis. It is found that a moni-
tor pressure of 0.23 barg occurs with a frequency 
of 10−4 per year (which is a typical acceptance fre-
quency). Applying Figure 39, first, for equipment 
with diameter less than 0.2m, the drag load will be 
the dominating load. The drag is found to be 1/3 of 
the monitor pressure, hence, 0.08 Barg. For inter-
mediate sized equipment between 0.2 and 1.33m, 
a linear relation is applied increasing from 0.08 to 
0.27 barg. For equipment larger than 1.33m, a load 
of 0.27 barg is applied.

8 DESIGN METHODS

8.1 Codes and standards

8.1.1 International standards
ISO standards and documents: For further 
details regarding ISO 13702 see Internet sites: 
http://www.api.org/iso/tc67/ and http://www.api.
org/iso/tc67/ISO 13702 communication form.
htm

ISO 19900 is currently under development but 
will become the primary standard. ISO standards 
are issued as Normative (mandatory) and Informa-
tive (guidance) sections separately within the main 
document.

In January 2001, it has been decided that the 
ISO 13819 will be renumber and re-title into ISO 
19900. For further details, schedules, draft docu-
ments etc. see project Internet Homepage http://
sc7.tc67.net/.

Relevant European standards are given in 
Table 8.

Guidelines regarding dust explosion protection 
are given in Guideline VDI 2263 Part 5.1: Dust fires 
and dust explosions—Hazards, assessment, protec-
tive measures—Explosion prevention in fluid bed 
dryers, 2004.

The main American standards are developed 
by the National Fire Protection Association under 
title NFPA 69, Standard on Explosion Preven-
tion Systems, 2002 Edition. For details see: http://
www.nfpa.org/aboutthecodes/AboutTheCodes.
asp?DocNum=69.

8.1.2 API standards
In the oil industry, API has been the main standards 
producer. API originally intended that design for 
extreme environmental events (and accidents) should 
be covered in a new section 18C to API RP2A. About 
5 years ago it was decided not to proceed with section 
18C and adopt section 7.9 of ISO 19900 (ISO 13819) 
instead. API standard RP14J “Design and Hazard 
Analysis of Offshore Production facilities” is in force 
and may be applicable for explosion design.

More information on the current status of the 
API Standards can be found on the API Internet 
Homepage http://www.api.org/tech/.

8.1.3 NORSOK standards
The following NORSOK standards are used for 
the design of structures exposed to accidental fire 
and explosions:

N-001 Structural Design
N-003 Actions and Action Effects
N-004 Design of Steel Structures
S-001 Technical Safety
 Z-013 Risk and Emergency Preparedness 
Analysis
The NORSOK documents are closely related to 

the previously discussed ISO documents.
Current revisions of NORSOK standards can 

be obtained from http://www.nts.no/norsok/.

8.2 Acceptance criteria

The acceptance criteria for structures designed 
to resist explosion loads are based on one of the 
following:

• Peak overpressure
• Frequency of exceedance of design blast
• Probability of failure

8.3 Simplified design methods

Pressure-impulse diagrams
Another way to analyse structure’s response is 
in terms of work. The work done on the object 
is equal to the sum of the strain energy and the 
kinetic energy generated in the structure.

This can be stated as:

fx R Relmax mxel ax maRR x= +x Rmx RR ax ( )x xelmx ax −
1
2

 (19)

where:
xel = maximum elastic displacement

If the ratio of the positive pulse length to 
the structure’s period td/T is large, the structure 
receives quasi-static loading and kinetic energy 
changes dominate. If  the ratio of td to T is small, 

Table 8. European standards.

PrEN 15089 Explosion isolation systems
EN1 4373 Explosion suppression systems
EN1 4491 Dust explosion venting protective systems
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Figure 40. Elasto-plastic SDOF system loaded by 
explosion load pulse.
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Figure 41. Pressure-impulse, iso-damage, diagram for 
elasto-plastic SDOF system for different ductility ratios.

Now the response curve can be re-plotted using 
non-dimensional axes to obtain Figure 41. A series 
of iso-damage curves can be drawn for different 
ductility ratios. The combination of pressure and 
impulse that fall to the left and below these curves 
will not induce failure while those to the right and 
above the graphs will produce damage in excess of 
the allowable limit.

8.4 Finite element methods

The response of structures to gas explosion loads 
involves a complicated deformation process in 
which many failure modes occur. To capture the 
essential features of the deformation process, 
material and geometrical nonlinearity have to be 
considered in the analysis model. For obtaining 
the optimised design of such a structure, investiga-
tions into the details of deformation, and collapse 
mechanisms are extremely important.

The Nonlinear Finite Element Analysis 
(NLFEA) method is a powerful tool to calculate 
structural response and has been widely adopted 
by offshore industry in design of offshore struc-
tures against gas explosion loads.

To evaluate damage extent of a structure, 
acceptance criteria regarding to material behav-
iour, cracking development of welded connections, 
member performance, dynamic deflection and 
residual capacity of the structure are summarised. 
These can be used to judge if  the structure can sur-
vive an explosion event or structural collapse can 
be expected.

Before starting the modelling an evaluation of 
the structure must be performed according to the 
loading conditions the structure is exposed to and 
according to the response/results expected. Typical 
evaluation questions are:

• Global or local response?
• Main structure included?

the  structure experiences impulsive loading and 
the strain energy changes dominate. These lim-
its define impulsive and quasi-static asymptotes. 
Where graphed as in Figure. 2.15, a given load can 
be plotted on the graph to see if  Xmax is exceeded 
and damage occurs.

For the elasto-plastic system as shown in 
 Figure 40, the non-dimensional axis of the P-I 
 diagram can be expressed as follows:

The quasi-static response is:

Fx x R Rel elmax mel ax max max= +x R ( )x xelmax −
1
2

 (20)

The structural resistance R in the elastic range 
is Kx, and at yield Rmax = Kxel. By substituting this 
relation to 19 and after rearrangement:

Fx Kx
x
xel

el
max

max= −Kx l
a⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

2 1
2

 (21)

By introducing the ductility ratio μ = xmax/xel, the 
quasi-static asymptote is given by:

F
Kxmax

= 2 1−
2 2
μ
μ22

 (22)

For the impulse regime we have:

I
M

Kx
2

2
22

2 1
2

=
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠max

μ
μ22

 (23)

And the impulsive asymptote can be expressed as:

I
x KMKKmax

=
2 1−μ

μ  (24)

where:
F = peak explosion load
K = structure resistance
M = structure mass

More details regarding development and use 
of iso-damage curves are given in Smith and 
 Hetherington (1994).
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• Include deck structure?
• Include secondary structure?
• Include equipment and equipment supports?
• Include piping?

Examples of model development phases are 
presented in Figure 42.

8.5 Design of explosion barriers

The purpose of a blast-resisting wall is to separate 
hazardous and non-hazardous areas of the topside 
and to protect people and vital equipment from the 
effects of gas explosions.

The unique thing about blast walls is that they are 
designed for gas explosion load only, which implies:

• High utilisation of the material is allowed for.
• Significant permanent damage is acceptable.
• High degree of optimisation can be achieved 

because of simple load and boundary conditions.
• Use of accurate analysis method pays off  directly 

in low weight.

An analysis model of a blast-resisting wall 
should represent true behaviour of the structure 
up to and beyond ultimate strength, i.e. predict 
true behaviour both in the elastic and in the plas-
tic regime. Designing blast-resisting walls by using 
NLFEA implies high utilisation of the wall design 
and the material, and a direct consequence/pay-off 
is low weight. Therefore it is important that the FE 
model predicts the results as accurately as possible, 
so that one can relay on the results produced by 
NLFEA. This is possible by:

• Representing the geometry and boundary con-
ditions accurately

• Using the best possible material data available.

The advantages of using the FE-method when 
designing a blast-resisting wall are:

• The total production cost of the wall is reduced, 
i.e. lower mass.

• The structural response prediction of the wall is 
correctly and accurately documented.

Typical lightweight blast walls are built as:

• Thin corrugated stainless steel panels.
• Assemblies of stiffened steel plates supported by 

frames.

An example of typical corrugated blast resisting 
wall and the results of strength analysis are given 
in Figure 44 and Figure 45, respectively.

8.6 Design of pressure venting panels

In order to reduce explosion overpressure in an 
enclosed area Explosion Relieve Panels (ERP) may Figure 42. Principles in global and local model develop-

ment, parts and mesh densities.

Figure 43. Detailed structural assessment of deck 
response to gas explosion overpressure.

Figure 44. Example of typical thin corrugated blast 
resisting wall.

SAFERELNET.indb   129SAFERELNET.indb   129 10/30/2010   4:29:33 PM10/30/2010   4:29:33 PM



130

would only be assumed if  this leads to further 
hydrocarbon loss. Therefore failure could be deter-
mined/defined by:
• Loss of hydrocarbon containment.
• Strain limits e.g. 5% for weld and/or 15% for 

parent metal.
• Deformation limits—span/depth ratio.
• Buckling Checks.

8.8 Cost-benefit analysis

If explosion hazard is considered together with 
other hazards, then a trade off becomes a possibility. 
However, if  hazards are considered separately, then 
a decision should be made as to what frequency is 
acceptable. In order to avoid associating frequency 
to an event, sometimes the design criteria are estab-
lished according to deterministic techniques with-
out reference to their probability of occurrence, 
e.g. Maximum Credible Explosion. Deterministic 
parameters are often defined with reference to the 
largest event “reasonably possible” or “reasonably 
expected”, based on the understanding of the phys-
ics of the process. The likelihood of occurrence of 
such an event is subjectively assumed to be very low, 
but its numerical value is usually left undetermined. 
On some occasions a numerical probability is asso-
ciated to this choice and fed into the Quantitative 
Risk Assessment (QRA). Currently, the practice is 
moving towards associating numerical values to the 
design criteria to confirm that their likelihood of 
occurrence is low indeed, Yasseri (2003). The basic 
issues in the cost-benefit analysis are:

• The initial cost premium e.g. the cost of provid-
ing enhanced capacity.

• The cost of future damage.

The initial cost premium must be determined 
as a function of the design parameter, such as the 
wave climate, soil condition, water depth and so 
on. The cost damage should, in general, include all 
components of the loss, namely human and social 
costs, the loss of revenue and repair costs. The 
social costs could include impact on the company’s 
standing within the community.

9 CONCLUSIONS

The review of explosion accident statistics in vari-
ous industries, documents significant levels of 
injuries and deaths among the workers and the 
communities involved. This indicates that the safety 
measures in use are neither being properly focused 
on in management procedures, nor in the predic-
tive and design activities. Greater focus ought to 
be placed on the design of facilities involving dust 
due to the increasing rate of accidents in this type 
of industry in the last 20 years.

Figure 45. Example of strength analysis results of cor-
rugated blast resisting wall.
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Figure 46. Example of a typical proprietary venting 
panel.

be installed. An example of a propriety ERP is 
shown in Figure 46.

8.7 Safety element capacity

Before undertaking this work, the design engineer 
should have a clear understanding of what is meant 
by “failure”. For example, hydrocarbon pipework 
could have plastically deformed but impairment 
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In offshore activities, the release of hydrocarbons 
is in some cases followed by explosions and fires. 
This adds significantly to the total number of acci-
dents on floating and fixed platforms.

Significant work has been carried out within var-
ious industries in the last two decades, to develop 
simplified methods for the assessment of explosion 
loads. In parallel, large resources have been used 
and development work carried out in producing 
modern CFD codes, allowing for the accurate pre-
diction of explosion loads for different media and 
complex geometries where simplified prediction 
methods are not adequate. However, the phenome-
non of explosion is extremely complex and numeri-
cal simulations require continuous improvements 
both with respect to theory and correlation with 
experiments. Design methods in the construction of 
explosion resistant and safe structures have recently 
been based upon design codes advocating the use 
of non-linear finite element methods in strength 
assessment. Modern computers offer sufficient 
computational resources to make such assessments 
feasible in the design of these structures However, 
some limitations exist in the availability of and 
access to qualified and experienced engineering 
personnel necessary to perform this work.

The safety of industrial workers and the com-
munities closely affected by the industry can only 
be improved by further increasing our knowledge 
of the explosion phenomenon and the protective 
measures needed. And such an objective would 
require extensive world wide and multidisciplinary 
research work—across industries.
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ABSTRACT: Experience and available data indicate that the probability of fire start, fire flashover, 
structural failure and injuries in a given building may be expected within a broad range depending on the 
applied fire safety system. It is shown that Bayesian causal (belief) networks provide an effective tool for 
analyzing the significance of various safety measures. Moreover the Bayesian networks supplemented by 
decision nodes and utility nodes make it possible to estimate the expected total risk for both the buildings 
and their occupants. Input data for the influence diagrams consist of conditional probabilities concern-
ing the states of chance nodes and data describing possible consequences of unfavorable events including 
costs of injuries. The submitted analysis shows that the expected total risk depend significantly on the 
size of the building and on the application of various fire safety measures including the arrangements of 
escape routes for occupants.

 persons),  decision nodes (fire safety measures) and 
various utility nodes (cost of safety measures and 
injuries). All nodes are inter-connected by arrows 
corresponding to causal links between the relevant 
nodes including the utility nodes used for estimat-
ing economic and societal risks.

The Bayesian network presented in this study was 
developed as a simplification of previously inves-
tigated networks proposed by Holický &  Schleich 
(2000a), (2000b) and (2001) including those with 
active measures (sprinklers and fire brigade).

2 PROBABILISTIC CONCEPTS

Probabilistic approach to risk analysis aims at con-
sideration of all possible events that might lead to 
unfavorable effects (Stewart & Melchers (1997), 
Melchers (1999)). These events are often caused 
by accidental actions as fire, impact, explosion, 
and extreme climatic loads. In the following it is 
assumed that during the specified design period 
adequate situations Hi (based on common design 
situations and hazard scenarios) occur with the 
probability P{Hi}. If  the failure (unfavorable con-
sequence) of the structure F due to a particular 
situation Hi occurs with the conditional probabil-
ity P{F |Hi}, then the total probability of failure pF 
is given by the law of total probability (see Ang & 
Tang (1975)) as:

pF = ∑ P{F |Hi}P{Hi} (1)

Equation (1) can be used to harmonize  partial 
probabilities P{F |Hi} P{Hi} in order to comply 

1 INTRODUCTION

Safety in case of fire is one of the essential require-
ments imposed on construction works by  European 
documents (Council Directive 89/106/EEC 1989, 
EN 1990 (2002), EN 1991 (2002)) and Interna-
tional Standards ISO (1995) and ISO (1997). Expe-
rience and available data (BSI (1997), CIB (1993), 
DIN (1998), ECCS (1996)) indicate that depend-
ing on particular conditions and the applied fire 
safety systems, the probability of fire flashover 
and structural failure may be expected within a 
broad range. Recent studies by Holický & Schleich 
(2000a), (2000b) and (2001) attempt to show that 
the reliability methods applied commonly for the 
persistent design situations may be also used for 
the accidental (fire) design situation.

Basic probabilistic concepts of the fire safety 
analysis presented in this study are developed 
using international documents ISO (1995) and 
ISO (1997). An acceptable probability of failure 
due to fire is derived from the total probability of 
failure due to persistent and accidental design situ-
ations. Illustrative examples related to office areas 
are provided.

It appears (Holický & Schleich (2000a), (2000b) 
and (2001)) that the Bayesian belief  networks pro-
vide an effective tool for finding a more accurate 
estimate of the probability of fire flashover and 
for estimating risk including damage to human 
life in a rational way. The networks applied in 
these studies consist of a number of chance nodes 
(including fire starts, detection, tampering, sprin-
klers, smoke detection, fire brigade, fire flashover, 
structural collapse and number of endangered 
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with the design condition pF < pt, where pt is a 
 target (design) probability of failure. The target 
value pt may be determined using probabilistic 
optimization, however, up to now it is mostly based 
on a past experience (e.g. 7,2 × 10–5 per 50 years 
(EN 1990 2002).

Similarly as in previous studies by Holický & 
Schleich (2000a), (2000b) and (2001) design work-
ing life of 50 years and two basic design situations 
for a given structure are considered only:

− Η1  normal (persistent) design situation, assumed 
to occur with the probability P{H1} = 0,9;

− Η2  accidental design situation due to fire start-
ing, assumed to occur with the probability 
P{H2} = 0,1 (corresponds to an office area 
of 250 m2, Holický & Schleich (2000a), 
(2000b) and (2001)).

The accidental design situation H2 may lead to 
another two subsequent situations:

− Η3  accidental design situation without fire 
flashover (which is assumed to occur with 
the probability P{H3|H2} = 0,934);

− Η4  accidental design situation with fire flashover 
(which is assumed to occur with the prob-
ability P{H4|H2} = 0,066).

The conditional probabilities P{H3|H2} and 
P{H4|H2} indicated above were obtained in previ-
ous detailed studies by Holický & Schleich (2000a), 
(2000b) and (2001) for a structure without sprin-
klers. In case of sprinklers these probabilities are 
estimated as 0,998 and 0,002 respectively. Consid-
ering the above-defined situations it follows from 
general equation (1) that the total probability of 
failure pF can be written as

pF = P{F |H1} P{H1} + [P{F |H3} P{H3|H2}
 + P{F |H4} P{H4|H2}] P{H2} (2)

The conditional probabilities P{F |Hi} entering 
equation (1) must be determined by a separate 
probabilistic analysis of the relevant situations Hi.

3 BAYESIAN NETWORK

Bayesian network (influence diagram) used in the 
following analysis is shown in Figure 1. The net-
work consists of seven chance nodes numbered 
1, 2, 3, 4, 5, 12 and 14, four decision nodes 6, 7, 15 
and 16, and six utility nodes 8, 9, 10, 11, 13 and 17. 
The utility nodes represent the costs of various fire 
safety measures (nodes 8, 10, 17), damage to the 
building (nodes 9, 11), and injuries (node 13).

All the nodes are interconnected by directional 
arrays indicating causal links between parent and 

3-Flashover

4-Protection

1-Situation

5-Collapse

9-C9

11-C117-Protection10-C10

6-Sprinklers 2-Sprinklers8-C8

12-Smoke

13-C13

15-Size

14-Number16-Escape r.17-C17

Figure 1. Bayesian network describing a structure 
under normal and fire design situations.

children nodes. Note that all the utility nodes except 
the utility node 13 are directly dependent on the size 
of a building (node 15). The utility node 13, describ-
ing the cost of injury, is however affected by the size 
of the building through the number of endangered 
persons represented by the chance node 14.

The chance nodes 1, 2, 3, 4, 5, 12 and 14 rep-
resent alternative random variables having two 
or more states. The node 1-Situation describes 
occurrence of the design situations H1 and H2. The 
chance node 2-Sprinklers describes  functioning 
of sprinklers provided that the decision (node 6) 
is positive; the probability of active state of sprin-
klers given fire start is assumed to be very high 
0,999. The chance node 3-Flashover has two states: 
the design situation H3 (fire design situation with-
out flashover) and H4 (fire design situation with 
flashover when fire is fully developed).

If  the sprinklers are installed, the flashover in a 
compartment of 250 m2 has the positive state with 
the conditional probability 0,002; if  the sprinklers 
are not installed then P{H4|H2} = 0,066 (Holický & 
Schleich (2000a), (2000b) and (2001)). It is assumed 
that with the probabilities equal to squares of the 
above values the fire will flash over the whole 
building, thus the values 0,000004 and 0,0044 
are considered for the chance node 3. The chance 
node 4-Protection (introduced for formal compu-
tational reasons) has identical states as  decision 
node 7-Protection. The chance node 5-Collapse 
represents structural failure that is described by 
the probability distribution given in Table 1. Note 
that the probability of collapse in case fire but not 
flashover is smaller than in persistent situation due 
to lower imposed load.

The chance node 12-Smoke describes the inten-
sity of smoke due to fire. Table 2 shows conditional 
probability distribution for the node 12-Smoke. 
Three states of the node 12 are considered here: 
non, light and heavy smoke. Judgment based 
mainly on past experience is used to assess the 
effect of sprinklers on the intensity of smoke indi-
cated in Table 2.
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Finally, the chance node 14-Number describes 
number of endangered people that is dependent on 
the size of the building and system of escape routes 
(decision nodes 15 and 16). The probability distribu-
tion describing the number of endangered persons 
(chance node 14) is indicated in Table 3 (for the case 
when no special escape routes are available) and in 
Table 4 (when special escape routes are available).

It is further assumed that the cost due to struc-
tural collapse C11, which is directly correlated to 
the size of the building (decision node 15), is con-
sidered within a hypothetical range from 103 to 
106 monetary units. Note that the monetary unit 
considered here is a value corresponding to 106 
Czech Crowns (or 30 000 EUR). The maximum 
value C11 = 106 is included to investigate the over-
all trends in the total risk. The other costs due to 
installation of sprinklers C8, due to fire flash over 
C9, due to structural protection C10, and the cost 
of providing escape routes C17 are related to the 
cost C11 as indicated in Table 5. It is assumed that 
the cost sprinklers C8 is independent of the fact 
whether the protection is applied or not.

Note that cost of  flash over C9 (estimated 
as one half  of  C11) covers damage caused by all 
extinguishing activities. The most difficult estima-
tion concerns the cost due to injury C13, which is 
indicated in Table 6 for one endangered person. 
Taking into account available information it is 
assumed that the maximum value for one per-
son is 80 units. This uttermost value is primarily 
derived from data (Lewis (1995) that further refers 
to results obtained by University of  East Anglia 
in (1988)). Similar data are also indicated in a 
recent study by Schneider (1997) and (2000) and 
by Rackwitz (2002).

The distribution of  the cost C13 given states 
of  parent nodes in case of  fire (situation H2) has 

been derived assuming the maximum 80 units 
as an equivalent to fatality of  one endangered 
person in the most severe case of  structural col-
lapse, heavy smoke and flashover. Past experience 
indicates that the cost C13 is most significantly 
affected by the intensity of  smoke. An effect of 
structural collapse seems to be relatively small. 
However, the distribution of  the cost C13 indi-
cated in Table 6 should be considered as a first 
prior estimate that should adjusted to particular 
structural conditions whenever relevant data are 
available.

In case of normal situation H1 (not indicated in 
Table 6) one half  of the maximum injury cost (thus 
40 units) has been assumed when collapse occurs 
under normal (persistent) situation.

Table 1. Conditional probabilities of structural collapse (node 5-Collapse).

1-Situation Persistent (H1) Fire (H2)
2-Flashover No Yes No
3-Protection Yes No Yes No Yes No
5-Collapse yes 0,00000131 0,01 0,486 0,000000485
5-Collapse no 0,99999869 0,99 0,514 0,999999515

Table 2. Conditional probabilities of smoke (node 
12-Smoke).

3-Situation H2-Fire H1-Persistent
2-Sprinklers Yes No Yes No
 12-Smoke non 0.95 0 1 1
 12-Smoke light 0.05 0.05 0 0
 12-Smoke heavy 0 0.95 0 0

Table 3. Probability distribution of the number of 
endangered persons (node14-Number) when no special 
escape routes are available(node16).

Number of
endangered persons

Node 15-Size ∝ C11
[monetary units]

1000 10000 100000 1000000

  0 0 0 0 0
  1 0 0 0 0
  10 0.1 0 0 0
 100 0.8 0.3 0.2 0
 1000 0.1 0.7 0.6 0.2
10000 0 0 0.2 0.8

Table 4. Probability distribution of the number of 
endangered persons (node 14-Number) when special 
escape routes are available (node 16).

Number of
endangered persons

Node 15-Size ∝ C11
[monetary units]

1000 10000 100000 1000000

  0 0.99 0.9 0 0
  1 0.01 0.1 1 0
  10 0 0 0 1
 100 0 0 0 0
 1000 0 0 0 0
10000 0 0 0 0
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4 RISK ASSESSMENT

In general, the situations Hi may cause a number 
of events Eij (including structural failure F ) that 
may have economic consequences (e.g. excessive 
deformations, full development of the fire). It is 
assumed that adverse consequences of these events 
including injuries and fatalities can be normally 
expressed by one-component quantity Cij. If  there 
is one-to-one mapping between the consequences 
Cij and the events Eij, then the total risk R related 
to the considered situations Hi is the sum

R = ∑Cij P{Eij|Hi}P{Hi} (3)

In some cases it is necessary to describe the con-
sequences of events Eij by the quantity having more 
components, (for example by the cost, injuries or 
casualties). Furthermore, the dependence of con-
sequences on relevant events may be more compli-
cated than one-to-one mapping. An effective tool 
to estimate the total risk is the network shown in 
Figure 1, which is a simplified influence diagram 
described in detail in previous studies by Holický & 
Schleich (2000a), (2000b) and (2001). This network 
is analyzed using the program Hugin (1996).

Figure 2 shows the total risk R for the design 
working life of 50 years assuming that no special 
escape routes are provided, Figure 3 shows the 
total risk R assuming that special escape routes 
are provided. In both cases the total of 4 deci-
sions may be made: 1—sprinklers and protection, 
2— sprinklers no protection, 3—protection no 
sprinklers, 4— neither sprinklers nor protection.

Obviously the total risk in the first case 
 (Figure 2—no special escape routes) is greater 
than in the second case (Figure 3—special escape 
routes are provided). It appears that when no 
escape routes are provided then the lowest risk is 

Table 5. Cost of sprinklers C8, the cost due to fire flashover C9, the cost of protection C10, 
and the cost of escape routes C17.

Cost of

Node 15-Size ∝ C11 [monetary units]

1000 10000 100000 1000000

C8-Sprinklers  60  600  4000  6000
C9-Flashover 500 5000 50000 500000
C10-Protection  60  600  4000  6000
C17-Escape routes  10  100  1000  10000

Table 6. Cost C13 due to injury related to one person (node 13-Injuries), in case of fire.

Collapse Yes No
Smoke Non Light Heavy Non Light Heavy
Flashover Y N Y N Y N Y N Y N Y N
Cost C13 8 1,6 16 9,6 80 73,6 6,4 0 14,4 8 78,4 72

100

1000

10000

1000 10000 100000 1000000 

1

3
4

R

C11

2

Figure 2. The total risk R when no special escape routes 
are provided, 1—sprinklers and protection, 2— sprinklers 
but no protection, 3—protection but no sprinklers, 
4—neither sprinklers nor protection.

100

1000

10000 

1000 10000 100000 1000000 

1

2 ≈ 3 
4

R

C11

Figure 3. The total risk R when special escape routes 
are provided, 1—sprinklers and protection, 2—sprin-
klers but no protection, 3—protection but no sprinklers, 
4—neither sprinklers nor protection.

very clearly achieved by decision 2 (sprinklers are 
installed but no protection is provided).

In case when special escape routes are pro-
vided then there is no need for sprinklers nor does 
 structural protection, so decision 4 leads to the 
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lowest risk. However in that case the total failure 
probability is rather high, pF = 21,5 ⋅ 10–5, which is 
not acceptable. Hence decision 2 gives again the 
lowest risk; note that the differences between the 
total risks corresponding to the decisions 2 and 3 
are negligible.

Figure 2 and 3 may be used to make adequate 
decisions depending on particular building condi-
tions. However, it should be emphasized that the 
obtained results are valid for input data based on 
subjective assessment without considering par-
ticular conditions. The most significant input data 
include the cost data entering the utility nodes 
8, 9, 10, 17, the cost C13 due to injuries and the 
distribution of the number of endangered people 
(node 14).

Further, a more detailed investigation may con-
cern the type of occupancy, which may affect the 
expected risk. Obviously, when analyzing a given 
building the network may have to be adjusted and 
new input data may be needed to make an appro-
priate decision. In general all input data for util-
ity nodes should be carefully related to the actual 
building conditions.

5 CONCLUSIONS

The probabilistic concepts provide effective opera-
tional methods for analyzing structural reliability 
and life safety under various design situations 
including the persistent and accidental design situ-
ation due to fire. Both structural safety and injuries 
may be taken into account.

The Bayesian belief networks provide a logi-
cal, well-defined and effective tool for analyzing 
the probability of fire flashover and probability 
of structural failure and injury. Different decisions 
concerning installation of sprinklers, application of 
structural protection and providing special escape 
routes are considered. It appears that the target 
probability of structural failure 7,2 × 10–5 (reliability 
index 3,8) is very likely to be exceeded if  neither the 
sprinklers nor the structural protection are used.

The Bayesian networks supplemented by deci-
sion and utility nodes (influence diagram) enable 
to minimize the expected risk under persistent 
and fire design situations. It appears that the most 
effective solution is to provide escape routes with 
neither the sprinklers nor the structural protection. 
However, in general it may not be an acceptable 
solution because of a high probability of structural 
failure. This conclusion follows from the life sav-
ing function of escape routes (see Tables 3 and 4), 
which however have no impact on the structural 
reliability.

When no escape routes are provided then the 
decision 2 (when only sprinklers without a  structural 

protection are used) is the most  economic solution. 
Indeed sprinklers play the role of life saving meas-
ure through smoke reduction (see Table 2), but 
also decrease the structural failure probability by 
reducing the probability of a flashover.

Further comprehensive studies focused on the 
effects of various fire safety measures, on the prob-
abilities of fire occurrence, on the types of standard 
and natural fires, and on the flashover including 
economic assessment are needed. In particular a 
conceivable interdependence of various costs and 
number of endangered persons should be investi-
gated and taken into account.
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ABSTRACT: An overview of the Human Reliability Analysis (HRA) techniques and methods is 
presented. A detailed description of the most often applied techniques involving first and second gen-
eration HRAs and the context in which they are applied is highlighted, including methods as THERP, 
HEART from the first generation and CREAM, ATHEANA from the second generation. This will pro-
vide an adequate insight of the advantages/shortcomings of each technique to assess the reliability of 
human operations in a given context.

in use in different industries across Europe. 
 Section 2 summarises the history and theory 
behind four approaches to the study of Human 
Reliability describing the key assumptions that 
underlie the majority of the Human Reliability 
Assessment techniques outlined in Section 3. For 
each HRA technique, where possible, information 
is presented covering: the industry in which it has 
been developed and applied, what scope there is 
for wider industrial applications, whether it adopts 
qualitative/quantitative methodology and what 
types of causal/contributory factors are included.

2 BASIS FOR HUMAN RELIABILITY 
ANALYSIS

2.1 Probabilistic Safety Assessment (PSA)

Reliability techniques and Probabilistic Risk 
 Assessment (PRA) or Probability Safety 
Assessment (PSA) were originally developed in 
the nuclear power industry. PSA methodologies 
are employed to obtain reasonable estimates of 
the intrinsic and dynamic risk of complex systems 
like Nuclear Power Plants and Chemicals plants. 
The main thrust in the field of PSA has come from 
the nuclear industries, since this was thought to 
be the most dangerous and therefore needed to 
be  “controlled”. One of the means to control the 
dangers of such industry is to identify and analyse 
occurrences. Hence the mathematical and logical 
approach of classic PSA techniques.

1 INTRODUCTION

Despite the implementation of new technological 
advances, improvement in management styles, 
training requirements, design and ergonomics 
of equipments, accidents and incidents due to 
human errors still occur with high frequency, 
independently of the industry under scrutiny. The 
main issues that arise are how and why human 
errors still occur, particularly in contexts that have 
high human performance requirements, which are 
the cases, for example, of nuclear and aviation.

There is, therefore a need to increase the resilience 
of the systems with which the humans interact, 
due to intrinsic limitations of the latest. These 
limitations range from the physical characteristics 
(anthropometric, age or gender) to cognitive or 
psychological ones (cognitive biases, attitude, etc.), 
from individual (memory capabilities, behaviour 
under stress, propensity to error) to group 
characteristics (group behaviour, communication 
procedures, organizational pressure, etc.).

An adequate understanding of the potential 
human failures in the performance of a given 
task, the probabilities of its occurrence and the 
consequences to the system is a crucial part of risk 
assessment within any organization in order to 
minimize the occurrence of an accident. Currently 
there exist a large number of techniques and 
methods based on Probabilistic Risk Assessment 
for Human Reliability Assessment (HRA).

This chapter presents an overview of human 
reliability methods and techniques currently 
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At the heart of PRA are logical ‘tree’ models 
of the plant and its functions. These can take two 
forms: (a) fault trees that address the question: 
How can a given plant failure occur?; and (b) event 
trees that answer the question: What could happen 
if the event/failure occurs? In the case of a fault 
tree the starting point is usually the main fault and 
then the causes are traced back through a series 
of logical AND/OR gates to the possible initiat-
ing faults. An event tree begins with the initiating 
fault and works forward in time considering the 
probability of failure of each of the safety systems 
that stand between the initial malfunction and 
some unacceptable malfunction. Lower leaves of 
Fault trees represent hardware failures which (logi-
cally) combined result in a so-called “top-event” 
(since it works towards the top of the fault tree). 
Event trees show the possible resulting (physical) 
behaviours of a plant due to a “branching-point”. 
Branching points are moments where a circum-
stance causes the plant to behave differently. Such 
a circumstance can be modelled in a fault tree; 
hence, fault-trees drive event trees. PRA thus has 
two aims: first, to identify potential areas of sig-
nificant risk and indicate how improvements can 
be made and, second, to quantify the overall level 
of risk from a potentially hazardous plant.

PRA was originally a purely engineering 
application focussing only on hardware failures 
and has been criticised on a number of grounds. 
The logic of event trees demands that only 
conditional probabilities be used. In practice 
however this conditionality is rarely recognised 
and independence of events has normally been 
assumed. In short, PRAs have neglected the 
possibility of common-mode failures, something 
that is made considerably more likely by the 
presence of human beings at various stages in 
the design, installation, management, maintenance 
and operation of the system. But the major 
drawback of PRA is its inability to accommodate 
adequately the substantial contribution made by 
human failure (and particularly mistakes) to the 
accident risk. This problem was the stimulus for 
numerous attempts to quantify human error rates 
to be used in PRA. These attempts come under the 
collective heading of Human Reliability Analysis 
or Assessment techniques or HRA.

2.2 Human Reliability Assessment (HRA)

Human Reliability Assessment is a tool to assess 
the reliability of human operators. Since the early 
1950s much progress has been made to incorporate 
Human Reliability Assessment methodologies into 
PSA (Swain, 1990) to account quantitatively and 
qualitatively for the possible effects of human 
decision errors. At first these studies have been 

made for the nuclear energy production facilities, 
but other industries are following (Beckjord et al., 
1993).

Information on the types and probability of 
human (decision) errors in complex system is 
essential for HRA. Using expert opinions, model 
studies and simulations compensates for the present 
lack of data of human errors from practice. Since 
the early 1980s, interest has been growing to develop 
more accurate estimates of human engaged errors 
(Swain, 1989, 1990; Reason, 1990; Gerdes, 1992). 
Most of these publications have been specifically 
aimed towards a nuclear environment (Swain and 
Guttman, 1983; Stefens, 1993; Norman, 1983). It 
was recognized that these techniques could also 
contribute to the safety of other complex systems, 
such as industrial plants (Cacciabue et al., 1992; 
Cojazzi et al., 1993).

The outcome of a PSA/HRA is a variety of 
numbers. These numbers show the (estimated) 
probability of a certain (physical) event in a plant 
(nuclear power plant, airplane, spacecraft, etc.) 
based on (dynamically generated) fault-trees, fault-
models and human operator models. In recent years, 
it has become clear that the fraction of human 
contribution to error and failure is increasing. The 
growth in this number can be explained as follows 
(Hollnagel and Cacciabue, 1991).

• The reliability of technical systems has increased, 
thus increasing the relative weight of each human 
error.

• The complexity of technical systems has 
increased.

• Risk homeostasis; Humans tend to allow a 
higher (personal) risk when the system is rated 
“more safe”, thus balancing the total risk of 
man and machine at the same level.

• The increasing level of automation causes 
operators to loose the ability to control the 
 system manually, and does not allow proper 
training of such skills.

There are several methodologies to  execute a 
HRA: THERP (Technique for Human Error Rate 
Prediction), SLIM (Success  Likelihood Index 
Methodology), HCR (Human  Cognitive Reli-
ability Correlation) and TRC (Time-Reliability 
Correlation). At this time, the most successful 
applied HRA methodology is THERP (Swain 
and Gutterman, 1983). Most of  these method-
ologies are based on data obtained in real-life 
situations. However, all HRA methodologies 
have a number of  specific setbacks. Among these 
the lack of  reliable data to use as frequency num-
bers in the assessment models. Information on 
frequencies of  occurrences of  errors and failures 
are hard to get for a number of  reasons (Song-
Hua Shen, 1994):
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• The number of accidents is low,
• The information and data from simulator studies 

are not necessarily correct: operators are known 
to adapt their behaviour to the simulator,

• Not every mistake, failure, error or even near 
miss is reported.

Other drawbacks of the HRA methods are:

• Only the probability of failure (error) is assessed; 
the error mechanism is not.

• Errors and failures only occur at instants on 
time-line, whereas an operator in real-life can 
make errors or failures at any given time or 
sequence.

• Errors and failures are defined as binaries, 
whereas in real-life, the severity of the same 
mistake does play role.

• Influences of management, company-style, 
mind set and irrational behaviour are not taken 
into account (Swain, 1990).

2.3 Human error theories

The figures given for percentage of human error 
as primary causal factor in transport incidents and 
accidents range from 60% to more than 80%. The 
fact that this percentage varies in different studies 
indicates that there is no widespread agreement 
on what exactly can be defined as human error, 
and which part they play in accident causation. 
However, it is agreed that errors on the part of 
the humans in the system are the most important 
factor.

Senders and Moray (1991) performed an 
analysis and synthesis of the concepts and 
terminology involved in the study of human error, 
using contributions from a large number of experts 
working in this field. Their work shows that it is 
not easy to come up with a unified definition of 
(human) error. Most contributors agreed however 
that error is always something:

• Not intended by the actor,
• Not desired by a set of rules or an external 

observer, or
• Leading a task or system outside of its acceptable 

limits.

Definitions of various authors add a different 
emphasis to these basic properties according to 
their point of view. It appears that the decision of 
what is a useful definition of human error depends 
also on the context it will be used in and the goal to 
be achieved using it (Petkov et al., 2001).

HRA aims at the quantification of the human 
factor in safety and risk analysis studies. In order to 
be able to quantify this factor some understanding 
of the nature of human error will be necessary, 
for instance to be able to make a meaningful 

classification of errors. Quantification can give an 
overview of which errors exist and their importance 
relative to each other and to the other factors.

The information provided in this way can guide 
decisions about where remedial effort should be 
aimed. The process of qualification will provide 
insight into the background of human error and 
so provide ways to deal with those errors, either by 
preventing the error itself  or the adverse effect to 
happen. These two approaches are complementary, 
each contributing part to the information required 
to assess and enhance the safety of a system.

2.4 Human behaviour theories

The following levels of cognitive behaviour are 
described by Rasmussen (1983).

2.4.1 Skill
“Skill based” behaviour describes behaviour 
executed without any special attention to each 
action. At certain instances, the environment will 
be checked to compare the course of events to the 
expected events. In some cases the mental repre-
sentation of the environment will be adjusted on 
either the rule-or knowledge based level.

2.4.2 Rule
“Rule based” behaviour is behaviour based on the 
application of known rules and/or procedures in 
familiar situations. A rule from the rule-based con-
sists of a number of pre-conditions, characteristics 
of situations at which the rule can be applied and a 
listing of actions to be taken. These actions are not 
necessarily physical actions. The goal determines 
which rules are to be applied.

2.4.3 Knowledge
In unfamiliar situations, knowledge based behav-
iour prevails. At this level, goals are explicit and 
based on an analysis of the environment and inten-
tions set. Based on these, an internal representation 
is devised. To construct such representation, three 
strategies are available:

• Aggregation: Parts of representations are 
merged into one, larger, representation.

• Abstraction: A representation of characteristics 
of a system is transformed to a higher level of 
abstraction; instead of the physical characteris-
tics, functions and relations are described.

• Knowledge: Representations of other systems 
are transformed to this system.

2.4.4 Underspecification theory
When knowledge is retrieved from memory, usually 
the knowledge is deficient. To be able to retrieve 
applicable knowledge (rules), Similarity Matching 
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and Frequency Gambling are used (Reason, 1990). 
At the rule based level, rules consist of a number 
pre-conditions, characteristics of situations for 
which that rule can be used and which steps to 
take. In many cases, situations are not identified 
properly. However, based on available information 
on a situation, decisions are to be taken—thus a 
rule will be chosen. Similarity Matching compares 
pre-conditions of the rules with observations of 
the environment. Based on the degree of similar-
ity of both, rules are selected. Frequency gambling 
determines how often selected rules resulted in 
successful results. The more often the rule proved 
successful, the better chances the rule will prove 
useful again. The choice of rules to be applied in 
a specific situation depends on a combination of 
both mechanisms.

3 HUMAN RELIABILITY ANALYSIS (HRA) 
TECHNIQUES

This section presents the various HRA techniques 
that have been developed to the present day and 
summarises their uptake across the industries and 
nations represented by the members of SAFEREL-
NET. The Table 1 lists some of the key HRA meth-
odologies in use and these are described in more 
detail in the paragraphs that follow.

3.1 The confusion matrix

The confusion matrix (Potash, 1981) was devel-
oped as a means of evaluating the errors of opera-
tors responding to abnormal nuclear power plant 
conditions. Its relatively unique feature is that it 
seeks to identify various modes of misdiagnosis for 
a range of possible events. The method relies upon 
the judgement of experts (usually the training staff  
of the plant in question) as to the likelihood of dif-
ferent misdiagnoses of specific plant critical states.

These judgements are elicited in a structured 
and systematic fashion, allowing for the evaluation 
of probabilities at different times during the 
accident sequence. Thus its outputs represent the 
probabilities that operators will fail to respond 
correctly to events A, B, C, etc., at times t1, t2

…tn 
after the initiation of the sequence. In giving their 
judgements the experts are encouraged to take into 
account such factors as the overlap of symptoms 
between different events, the operator’s experiences 
based on their previous experience, the effects of 
stress and the general ergonomic quality of the 
control room.

The principal advantage of this technique is that 
it provides a simple structure for helping analysts 
to identify situations not easily modelled by other 
HRA methods. It appears to have more value as 
a qualitative analytical tool than as a quantitative 

one. Considerable disagreements arise between the 
probability estimates of different experts. It also 
shares with other techniques the weakness of being 
based upon simplistic manipulations of subjec-
tive data that, in this case, are low-value absolute 
probabilities.

3.2 Failure Modes and Effects Analysis (FMEA)

FMEA is a straightforward method from the 
field of hardware reliability analysis, which can 
be modified and used as a human reliability 
technique. It can be used at different levels in a 
system from operator functions through to specific 
operator tasks. It enables the analyst to consider 
the reliability of the operator and the consequences 
on the system. The technique uses a bottom up 
approach meaning that it starts at the lowest level, 
i.e. the task level, postulates failure mechanisms 
and investigates the consequences in the overall 
system. A tabular format is used and in practice 
tends to be based on the use of four columns:

• The task or task step
• Possible errors
• The effects of the error on the system
• Comments and notes

However this can be expanded depending on the 
nature of the system and can include:

• The causes of the error
• The criticality of the error
• Compensating safeguards
• Recovery possibilities
• Means to reduce the error probability

3.3 Human Hazard and Operability Analysis 
(HAZOP)

The hazard and operability (HAZOP) technique 
uses a group of personnel to systematically identify 
potential problems in relation to system safety. The 
group consists of a chair person to direct the dis-
cussions, and usually a group consisting of human 
factors and operational personnel with a secretary 
to capture the discussion in a tabular format.

HAZOP involves the detailed and structured 
consideration of tasks (typically through a detailed 
task analysis) and uses a keyword system to iden-
tify problems that could occur at each task element 
(e.g. done, not done, done later than). The causes 
of these problems and their consequences in terms 
of safety and reliability and potential solutions are 
then discussed by the group.

3.4 Human Error And Reduction Technique 
(HEART)

HEART has been developed as an easy, quick 
and simple method based on literature about 
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Table 1. HRA methods (* = method described in text).

Technique/method Description Source/contribution

AIPA Accident Investigation and Progression Analysis Hollnagel, 1998
APJ Absolute Probability Judgement Kirwan, 1994
ASEP Accident Sequence Evaluation Programme Kirwan, 1994
ATHEANA* A Technique for Human Event Analysis USNRC, 2000
CAHR Connectionism Assessment of Human Reliability Sträter, 2000
CM* Confusion Matrix Kirwan, 1994, 

Hollnagel, 1998, 
Potash, 1981

COCOM* Context Controlled Model Hollnagel, 1993/1994
CODA Conclusions from Occurrence by Description of Actions Reer, 1997
COSIMO* Cognitive Simulation Model Cacciabue et al., 1992
CREAM* Cognitive Reliability and Error Analysis Method Hollnagel, 1998
DYLAM Dynamic Logical Analytical Methodology Hollnagel, 1993 
FACE Framework for Analysing Commission Errors Pyy, 1999
FH6* EDF’s PHRA method Mosneron et al., 1990
FMEA* Failure Modes & Effects Analysis Kirwan, 1994
GEMS* Generic Error Modelling System Reason, 1990
HCR Human Cognitive Reliability Kirwan, 1994, 

Hollnagel, 1998
HEART* Human Error Assessment Reduction Technique Kirwan, 1994
HRMS Human Reliability Management System Kirwan, 1994
Human HAZOP* Human Hazard and Operability Study Kirwan, 1994
JHEDI Justification of Human Error Data Information Kirwan, 1994
INA* Influence Network Approach Kirwan, 1994
INTENT Method for Estimating HEPs for Decision Based Errors Gertman et al., 1992
MAPPS Maintenance Personnel Performance Simulations Salvendy, 1987 

Kirwan, 1994 
Hollnagel, 1998

MERMOS* Assessment Method for the Performance of Safety 
Operation (in French: «Méthode d’Evaluation de la 
Realisation des Missions Opérateurs pour la Sûreté»)

Le Bot et al., 1999

Murphy Diagram Kirwan, 1994
Time Reliability Techniques 

(OAT/OATS/OAET)*
Operator Action (Event) Tree (System) Salvendy, 1987, 

Hollnagel, 1998
PC Paired Comparison Kirwan, 1994
SAINT Systems Analysis of Integrated Networks of Tasks Kirwan, 1994
SHARP* Systematic Human Action Reliability Procedure Hollnagel, 1998
SLIM/SAM/SARAH* Success Likelihood Index Method/SLIM Assessment 

Module/Sensitivity Analysis for Reliability Assessment 
of Humans

Salvendy, 1987, 
Kirwan, 1994, 
Hollnagel, 1998

SRK approaches Skill-, Risk- and Knowledge-based behaviour Kirwan, 1994
STAHR Socio-Technical Assessment of Human Reliability Salvendy, 1987, 

Kirwan, 1994, 
Hollnagel, 1998

TALENT Task Analysis-Linked Evaluation Technique Hollnagel, 1993 
TESEO* Technica Empirica Stima Errori Operatori Bello & Colombari, 1980
THERP* Technique for Human Error Reliability Prediction Salvendy, 1987, 

Kirwan, 1994, 
Hollnagel, 1998

human performance. HEART provides a set of 
generic task types with their associated nominal 
error probabilities. The starting point for HEART 
 analysis is to match the activity to be evaluated 
to one of the lists of generic tasks. The next step 
is to consult the list of Error Producing Condi-
tions (EPCs) and Violation Producing Conditions 
(VPCs) and to decide which condition(s) are likely 
to impact upon the performance of the activity 

in question. Having done this, the nominal error 
probability is multiplied by the appropriate EPC 
factor.

When people are asked to make absolute prob-
ability estimates of a particular kind of error or 
violation type, their judgements may vary by orders 
of magnitude from person to person. However, an 
extensive survey of the human factors literature 
has revealed that the effects of various kinds of 
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manipulation upon error and violation rates show 
a high degree of consistency across a wide variety 
of experimental situations.

Together the lists of EPCs and VPCs constitute 
the best account we currently have of the factors at 
work within the workplace to promote errors and 
violations. The fact that they can be ranked reli-
ably—so that we can assess the relative effects of 
the different factors—represents a major advance 
in HRA techniques.

3.5 Influence Network Approach (INA)

The Influence Network is a systems approach to 
understanding accident causation. Influence Net-
works are a method of graphically representing the 
various factors that influence the occurrence of a 
particular undesirable event. As an approach to 
risk assessment it can be used both reactively and 
proactively. It has two important aspects.

• The network can be used qualitatively to model 
influences upon adverse outcomes—either 
assessing contributions to past events or consid-
ering the likelihood of some future event.

• This qualitative model can then be used to 
generate quantitative measures of the influences 
of various technical, human and organisational 
factors on the risks generated by particular 
hazards. Again this can be done reactively in 
regard to a particular event or proactively to 
gauge the probability of some possible adverse 
event occurring in the future.

The influences are structured in a two-
 dimensional diagram for expert analysis. A generic 
network is shown in Figure 1. The diagram is 
referred to as an Influence Network (IN).

The Influence Network provides an effective 
means of organising the generic influences on 
 system safety. Figure 1 shows the top item or event 
which is the scenario being assessed. Below the top 
event, the principal causes are classified into human 
or hardware failure or unforeseen external events. 
Below the ‘failure’ level, influences are defined in 

levels that signify the domain in which the influence 
lies, namely direct, organisational, policy and envi-
ronmental domains described below:

• Direct performance influences which directly 
influence the likelihood of an accident being 
caused.

• Organisational influences which influence direct 
influences and reflect the culture, procedures and 
behaviour promulgated by the organisation.

• Policy level influences which reflect the 
expectations of the decision makers in the 
employers of those at risk and the organisations 
they interface with (e.g. clients, suppliers, 
subcontractors).

• Environmental level influences which cover the 
wider political, regulatory, market and social 
influences which impact the policy influences.

At each level categories of influence have been 
identified as shown in Figure 1. The types of 
influence were determined generically as part of the 
methodology development based on accepted theo-
ries of human factors and safety and risk manage-
ment. A group of experts assess each influence in 
terms of its inherent quality (rating) and the signifi-
cance of its effect (weighting) on each of the influ-
ences at higher levels. The strength of these links 
and the quality of the individual influences (in terms 
of their best, average and worst effect) provide the 
basis for quantification. This hierarchical network 
of influences has the potential for the calculation 
of a single risk index for the entire network which 
provides a powerful format for gaining insight into 
the effect of each influence and combinations of 
influences on the top event. The network provides 
a means to identify routes for improvement allow-
ing the effects of any change in influence brought 
about by improved risk control to be assessed.

3.6 Paired comparisons

This method is conducted through expert groups. 
Each expert in the group compares all possible 
pairs of error descriptions to determine which 
of the two errors is the most probable. The 
 evaluations of each expert are then combined and 
calibrated according to the exact known Human 
Error Probabilities (HEPS) for at least two of the 
errors in the set.

3.7 Systematic Human Action Reliability 
Procedure (SHARP)

Given the comprehensive review of the very few 
studies the practitioner can face a considerable 
problem in deciding which technique to employ, 
and when and where to apply it. To ease these 
difficulties SHARP was devised. SHARP is neither 
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a model nor a technique, but a means of guiding 
the selection of appropriate HRA models and 
techniques. Specifically, it indicates the available 
options with regard to the representation of opera-
tor actions (THERP, OATS, etc.) and indicates the 
kinds of models or data that underlie the various 
HRA techniques: human reliability databases, time 
reliability curves, mathematical models, or expert 
judgements of human reliability.

3.8 Success Likelihood Index Methodology 
(SLIM)

The SLI methodology, like the confusion matrix, 
was developed to provide a means of eliciting 
and structuring expert judgements. The software 
products that support this methodology allow 
experts to generate models that connect error prob-
abilities in a specific situation with the factors that 
influence that probability. The underlying ration-
ale is that the likelihood of an error occurring in 
a particular situation depends upon the combined 
effects of a relatively small number of Performance 
Influencing Factors (PIFs). This is a somewhat less 
behaviourist variant of the Performance Shaping 
Factors (PSFs) in THERP. The Success Likelihood 
Index (SLI) is derived from a consideration of the 
typical variables known to influence error rates (i.e. 
quality of training, procedures, and time available 
for action).

It is also assumed that judges can give numeri-
cal ratings of how good or bad these PIFs are in 
a given situation. The relative weights and ratings 
are then multiplied together for each PIF, and the 
products are summed to give the success likelihood 
index. This index is then presumed to relate to the 
probability of success that would be observed over 
the long run in the particular situation of interest.

The SLI methodology has a number of attractive 
features. It is available in the form of two compre-
hensive, interactive software packages: SLIM-SAM 
(SLIM Assessment Module) and SLIM-SARAH 
(Sensitivity Analysis for Reliability Assessment of 
Humans) which allows sensitivity and cost-benefit 
analyses to be performed. In order to establish the 
independence of PIFs (an important assumption 
of the underlying model), the SLIM-SAM soft-
ware checks the degree of shared variance between 
the rating generated by the experts and informs 
the user if  the ratings on to PIFs are correlated. In 
addition, up to 10 tasks can be evaluated within a 
single SLIM session. This substantially reduces the 
call upon the experts’ time.

3.9 Time Reliability Techniques (OATS/HCR)

These techniques deal with quantifying post-
 accident errors on the basis of time-reliability 

curves. The first of these methods was the model 
termed Operator Action Trees (OATS). When 
OATs was first developed in the 1980s the only 
other technique used to quantify human error con-
tributing to nuclear accidents was THERP. In its 
early form THERP focused primarily upon proce-
dural errors (e.g. leaving valves open in the wrong 
position) which occur prior to the onset of a reac-
tor trip and may either cause the event or prevent 
some safety defence from being activated. OATS 
was designed to fill the gaps that THERP left. Spe-
cifically to capture and quantify those errors that 
occur after an accident sequence has been initi-
ated. These are termed ‘cognitive errors’ because 
they involve mistakes in the higher-level cognitive 
processes, such as reasoning, diagnosis and strat-
egy selection. In brief, the method employs a logic 
tree, the basic operator action tree, which identifies 
post-accident operator failure modes. Three types 
of cognitive error are identified:

• Failure to perceive that an event has occurred
• Failure to diagnose the nature of the event and 

to identify necessary remedial actions
• Failure to implement those responses correctly 

and in a timely manner

These errors are then quantified using an ana-
lytical tool.

3.10  Technique for Human Error Rate Prediction 
(THERP)

THERP is probably the best known and most 
widely used means of  providing human reliabil-
ity data for Probabilistic Risk Assessment (PRA) 
studies. It is readily accessible form the practi-
tioner’s point of  view; its procedures and rationale 
are clearly described in the Handbook of Human 
Reliability Analysis with Emphasis on Nuclear 
Power Plant Applications (Swain and Gutterman, 
1983), it is also probably the oldest technique orig-
inating back to the 1960s. The basic assumption 
of  THERP is that the operator’s actions can be 
regarded in the same light as the success or failure 
of  a given pump or valve. As such the reliability of 
the operator can be assessed in essentially the same 
way as an equipment item. The operator’s activi-
ties are broken down into task elements and sub-
stituted for equipment outputs in a more-or-less 
conventional reliability assessment, with adjust-
ments to allow for the greater variability and inter-
dependence of  human performance. The object of 
THERP is ‘to predict human error probabilities 
and to evaluate the degradation of  a man-machine 
system likely to be caused by human errors alone 
or in connection with equipment functioning, 
operational procedures and practices, or other 
system and human characteristics that influence 
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system behaviour’ (Swain and Gutterman, 1983). 
The procedural stages in THERP correspond very 
closely with those in PRA—there are four basic 
steps:

• Identify the system functions that may be 
influenced by human error

• List and analyse the related human operations 
(i.e. perform a detailed task analysis)

• Estimate the relevant error probabilities using a 
combination of expert judgement and available 
data

• Estimate the effects of the human errors on the 
system failure events

The basic analytical tool in THERP is a form 
of event tree termed probability tree diagram. In 
this, the limbs represent binary decision points 
in which correct or incorrect performance are 
the only available choices. Each limb represents a 
combination of human activities and the presumed 
influences upon these activities: the Performance 
Shaping Factors (PSF). The event tree starts 
from some convenient point in the system and 
works forward in time. All the human task ele-
ments depicted by the tree limb are conditional 
probabilities. The PSFs are in effect the major con-
cession that the THERP makes to the humanity of 
the operators. They are used to modify the nomi-
nal Human Error Probabilities (HEPs) according 
to the analysts judgement of such factors as the 
work environment; the quality of the man machine 
interface; the skills, experience, motivation and 
expectations of the individual operator; and degree 
and type of the stresses likely to be present in 
various situations.

The core of THERP is contained in 27 tables of 
human error probabilities set out in the handbook. 
The values in the tables relate to nominal HEPs 
(the probability that when a given task element is 
performed, an error will occur). These numbers 
are generic values based on expert opinion and 
data borrowed from activities analogous to those 
of nuclear production plant operators. The tables 
deal with those errors associated with specific cog-
nitive activities: for example, errors of commission 
in reading and recording quantitative information 
from unannunciated displays; selection errors in 
operating manual controls or locally-operated 
valves etc.

THERP has been widely criticised on two 
counts. Firstly for its exclusive focus on behav-
ioural error forms and for their corresponding 
neglect of mistakes such as misdiagnosis or select-
ing an inappropriate remedial strategy—exactly 
the kind of errors that contributed extensively to 
the Three Mile Island accident. Secondly for its 
reliance on nominal error probabilities, derived 
from expert judgement, which has been shown to 

be highly variable. Since these criticisms Swain and 
Gutterman have modified the THERP  process so 
that it can accommodate diagnostic errors and 
other higher-level ‘cognitive’ mistakes and have 
moved away from using probabilities derived 
from expert judgement to those derived through 
repeated task simulation.

3.11  Tecnica Empirica Stima Errori Operaori 
(TESEO)

TESEO is an acronym for the Italian name. It was 
developed by the Reliability Research Group of 
ENTE Nazional Idrocarburi (Bello and  Colombari, 
1980) from interview data collected in petrochemical 
process plants, but it is also applicable to nuclear 
process plants.

TESEO yields the probability of operator 
failure through the combined application of five 
error probability parameters, K1 to K5:

• K1 = type of activity (routine or non-routine, 
requiring close attention or not): probability 
parameters between 0.001 and 0.1.

• K2 = a temporary stress factor for routine activi-
ties (assigned according to the time available): 
parameters between 10 and 0.5; a temporary 
stress factor for non-routine activities (again 
depending on available time): parameters 
between 10 and 0.1.

• K3 = operator qualities (assigned according to 
selection, expertise and training): parameters 
between 0.5 and 3.

• K4 = an activity anxiety factor (dependent upon 
the situation, either a grave emergency, potential 
emergency or nominal conditions): parameters 
between 3 and 1.

• K5 = an activity ergonomic factor (according 
to the quality of the microclimate and plant 
interface): parameters between 0.7 and 1.0.

Kletz (1985) gives an example of how the 
technique is applied in practice: ‘Suppose a tank 
is filled once a day and the operator watched 
the level and closes the valve when its full. The 
operation is a very simple one, with little to dis-
tract the operator who is at the plant giving the job 
his full attention’. Assigning values for this opera-
tion we get: K1 = 0.001, K2 = 0.5, K3 = 1, K4 = 1, 
K5 = 1 diving a predicted failure rate of 1 in 2,000 
occasions—roughly once every six years.

The mathematical framework of this technique 
has been judged to be generally useful for quan-
tifying human reliability in specific process situ-
ations. Its relatively simple to use and the output 
compares reasonably well with the assessments of 
expert judges. Once again, though its numerical 
basis is derived from informed guesses rather than 
hard data.
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3.12 PHRA method (FH6)

The method “FH6” of EdF for Probabilistic 
Human Reliability Analysis (PHRA) is essentially 
based on French simulator studies and on models 
from THERP (pessimistic diagnosis curves, 
dependence model) and ASEP (maintenance error 
model).

In comparison to the THERP diagnosis model, 
the EdF diagnosis model is based, at least in part, on 
genuine empirical data. The EdF execution model 
itself  does not refer to modelling of the possible 
errors (after diagnosis) in an event tree in the 
sense of THERP (development of an HRA event 
tree based on a detailed task analysis). Instead, a 
simple execution model (consisting of three factors: 
pB KF, pNR) is presented to apply for every critical 
action. This approach approximately corresponds 
to the screening methods outlined in THERP. 
Furthermore, EdF’s level of action decomposition 
is more holistic, i.e. less detailed than THERP’s.

THERP requires the identification of task-
 participating man-machine interfaces (displays, 
controls, etc.) and elements of cognition (e.g. 
interpretation of a pattern of signals). However, 
for post-diagnosis execution, the latter is usually 
neglected or modelled speculatively. EdF’s PHRA 
accounts for this variety of PSFs in a simplified 
manner: choosing between two basic HEPs (pB), 
three factors for contextual correction (KF) and four 
recovery HEPs (pNR) per critical post-diagnosis 
action. EdF PHRA method combines systematic 
analysis and qualitative simulator data.

The use of qualitative data for error identification 
is an advanced approach in HRA—especially for 
the incorporation of un-required actions. For 
screening, qualitative data can be used exclusively 
to obtain information about the most likely errors.

3.13 Assessment method for the performance 
of safety

MERMOS means “Assessment method for the 
performance of safety operation”, in French it 
is “Méthode d’Evaluation de la Réalisation des 
Missions Opérateur pour la Sûreté”. MER-
MOS is an improvement of EdF’s previous HRA 
method, and is designed to guide EdF’s analysts 
in taking human factor aspects into account in 
the “level 1” Probabilistic Reliability Assessment 
(PRA) for units of EdF.

Emergency operating system: MERMOS con-
siders that the performance of HF mission is 
the responsibility of a system called “Emergency 
Operations System” (EOS). This system comprises 
the operating crew, EOPs and Man Machine Inter-
face (MMI) plus the formal organization and the 
workplace.

Human error: The failure of HF mission is 
explained in terms of the miss-functioning of the 
EOS as a whole, and not by human error. Instead 
of  assuming that human error is a decisive element 
of  failure per se, we take it to be embedded within 
EOS as one of the determinants of inadequate 
performance.

CICAs: The actual functioning of the system is 
modeled with the help of a new concept, named 
CICA (“Important Characteristics of Emergency 
Operation”). CICAs refer to particular ways of 
operating the plant adopted by the EOS in the course 
of the emergency situation. It takes into account 
crew organizational aspects such as task prioriti-
sation or distribution among people and systems. 
Observation made in full-scope simulators show 
that even with very detailed and precise procedures, 
operators still enjoy a certain degree of autonomy 
to  organize the operations with respect to these pro-
cedures (e.g. time management). Nevertheless, this 
autonomy is exercised within a stable, designed sys-
tem, which defines effective guidelines and powerful 
constraints for action. Basically, CICAs correspond 
to positive ways of operating the plant and capture 
EOS global functioning over time.

Prescribed functioning versus required function-
ing: The disfunctioning of a system cannot be 
directly deduced from an analysis of its expected 
functioning. A broader reference is needed to char-
acterize the disfunctioning of a system. This refer-
ence is the PRA analysis that defines which are the 
required actions (and which the forbidden one) in 
specific circumstances.

Quantification: The failure probability of a mis-
sion is the sum of probabilities of the failure sce-
narios imagined by the analysts. The probability 
of occurrence of each failure scenario is the prod-
uct of its constituent elements (situation features, 
CICAs), plus the residual probability, which is a 
minimal conservative value covering scenarios the 
analysts did not imagine (see Figure 2). Only this 
residual probability predetermines the values of the 
probability of failure of a mission by a minimum 
of 10−5, knowing there is neither a methodological 
limitation of the number of scenarios for a mis-
sion, nor of the number of elements of a scenario 
(number of CICAs, number of situation features)

3.14  A Technique for Human Event Analysis 
(ATHEANA)

There are important human performance issues 
which are addressed in the ATHEANA HRA 
method to make improvements over other HRA/
PRA applications (Cooper et al., 1996; OECD, 
1998). The issues which represent the largest 
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departures from current HRA methods all stem 
from the need to better predict and reflect the 
“real world” nature of failures in human-system 
interactions, as illustrated by past operational 
events. Real operational events frequently include 
 post-accident errors of commission, which are 
minimally addressed in current HRA/PRAs. The 
occurrence of an error of commission is strongly 
influenced by the specific context of the event 
(i.e., plant conditions and performance shaping 
factors). This specific context of an event fre-
quently departs from the nominal plant conditions 
assumed by PRA and HRA analysts to represent 
the plant conditions during off-normal incidents. 
Consequently, the HRA modelling approach 
adopted for ATHEANA is a significant shift from 
current approaches. In particular, to be consist-
ent with operational experience, the fundamental 
premise of ATHEANA is that significant post-
accident human failure events, especially errors of 
commission, represent situations in which the con-
text of an event (plant conditions, PSFs) virtually 
forces operators to fail. It is this focus on the error-
forcing context which distinguishes ATHEANA 
from other HRA methods.

The ATHEANA modelling approach involves 
more than simply a new quantification model. 
Included in ATHEANA is a better, more 
comprehensive approach to the identification and 
definition of appropriate Human Failure Events 
(HFEs), and the placement of these human failure 
events in the PRA model. The guidance on how to 
search for the HFEs is based on an understanding 
of the causes of human failures. In applying 
ATHEANA to a PRA, the representation of post-
accident HFEs which are errors of commission will 
be similar to the representation of errors of omis-
sion already addressed by existing HRA methods, 

in that they will be identified and defined in terms 
of failure modes of plant functions, systems, 
or components. However, Errors Of Omission 
(EOOs) result from failures of manual operator 
actions to initiate or change the state of plant 
equipment. Therefore, EOO definitions typically 
are phrased as “operator fails to start pumps”, 
for example. Errors of commission, on the other 
hand, result from specific actions on the part of 
the operators. Generally, post-accident errors of 
commission result from one of the following ways 
by which operators fail plant functions, systems, or 
components:

• by turning off  running equipment;
• by bypassing signals for automatically starting 

equipment;
• by changing the plant configuration such that 

interlocks that are designed to prevent equipment 
damage are defeated; and

• by excessive depletion or diversion of plant 
resources (e.g., water sources).

In a PRA model, only the most significant 
and most likely HFEs need be included. 
Identification of the most likely is based on an 
understanding of the causes of error. An HFE 
may result from one of several unsafe actions'. 
Application of ATHEANA involves, for each 
HFE, the identification and definition of unsafe 
actions and associated Error-Forcing Contexts 
(EFCs). The identified  error-forcing contexts (i.e. 
plant conditions and associated PSFs), and their 
underlying error mechanisms, are the means of 
characterizing the causes of human failures. An 
unsafe action could be the result of one of several 
different causes. Implicit in the definition of the 
HFEs and unsafe actions is the recognition that, 
because of the nature of nuclear power plant oper-
ational characteristics, there is generally time for 
the operators to monitor the changes they have ini-
tiated, which allows them opportunities to recog-
nize and correct errors. Thus, the unsafe action is a 
result of an error and a failure to correct that error 
before the failure associated with the PRA basic 
event occurs. Therefore, the error forcing context 
associated with an unsafe action must address the 
factors that impact both the initial error and the 
failure to recover.

In the application of ATHEANA, the priori-
tization of HFEs is based on the probabilities of 
the contributing unsafe actions, and these in turn 
are based on the probabilities of the associated 
EFCs. Quantification of the probabilities of 
corresponding HFEs is based upon estimates of 
how likely or frequently the plant conditions and 
PSFs which comprise the error-forcing contexts 
occur, rather than upon assumptions of randomly 
occurring human failures. Therefore, quantification 

what is the probability of occurrence of a HF mission failure ?
P (mission failure) =  Σ  Pscenario i   +                 P residual 

i {identified scenarios} 

 what is the probability of occurrence of a scenario ? 

P
scenario 

 = P 
sc/CICAs 

 . P 
CICAs/situation 

 . P 
situation 

with P 
CICAs/situation 

 =  Π   P 
CICA i/situation 

          i {identified CICAs} 
and  P 

situation 
   =  Π   P 

situation feature i 

i {identified situation features} 

each P  ∈  { 0.01, 0.1, 0.3, 0.9, 1} or is given by data 

Figure 2. MERMOS quantification.
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of an HFE using ATHEANA is based upon an 
understanding of the following:

• what unsafe action(s) can result in the HFE 
whose probability is being quantified?

• what error-forcing context(s) can result in the 
unsafe action(s) comprising the HFE?

• how likely are these error-forcing contexts to 
occur?

As discussed above, there are two sets of EFC 
elements to consider: those associated with the 
initial error, and those that impact the potential 
for recovery. There may be common EFC elements 
between the two sets, and therefore the EFCs for a 
given unsafe action will be given by the union of 
the two sets of elements.

3.15  Method for Estimating HEPs for Decision 
Based Errors (INTENT)

INTENT is a topical new development in the field 
of quantification methods based on PSF-structured 
expert estimates. The publication discussed here 
(Gertman et al., 1992) does not refer to any PSA 
application of INTENT. INTENT is specialised 
in the quantification of decision-based errors due 
to errors of intention. INTENT is a promising 
approach complementing the existing methods 
with respect to the quantification of non-trivial 
decisions by the personnel.

INTENT is not intended to be a complete 
quantification method but is instead conceived for 
filling gaps which other quantification methods 
exhibit in the field of  decision-based errors. The 
version of  INTENT described in Gertman et al. 
(1992), however, is difficult to use in practical PSA 
applications. The definitions concerning nominal 
errors and performance shaping factors are lacking 
in clarity. Furthermore, there are no explanations 
concerning the error mechanisms relating to the 
PSFs, for example »safety culture«.

INTENT is specialised in the quantification 
of decision-based errors due to errors of 
intention. The INTENT user is offered a choice 
of 20 nominal errors. These errors were identified 
from a data bank with the aid of two computer 
programs and from North American nuclear 
operating experience. With respect to the causes 
that could lead to errors of intention, INTENT 
classifies these errors into four categories:

1. Four errors due to the inclusion of possible 
action consequences, e.g. »tolerate an out of 
range situation with minor consequences«.

2. Four error attitudes leading to circumventions, 
e.g. »violate procedure and devise own«.

3. Six errors due to set crew response: e.g. » competing 
goal states lead to a wrong conclusion«

4. Six errors depending on internal (e.g. memory 
capacity) and external (e.g. written documents) 
resources (»resource dependencies«, e.g.: »crew 
consult inappropriate resource in emergency«.

For each error INTENT gives estimates for the 
lower bound (LB) and upper bound (UB) of the 
occurrence probability; these are expert estimates. 
Moreover, INTENT also includes a set of 11 (very 
generally and shortly described) performance 
shaping factors (PSFs) whose weighting factors 
(wi, i = 1 ... 11) were also determined by expert 
estimates.

The user of the INTENT method is now 
requested to select that error from among the 20 
nominal errors which applies to the decision-based 
error for which a probability is to be estimated. 
Estimates for the 11 PSFs are then given on a 
5-point scale. Taking the weighting factors into 
account it is then possible to calculate a reliability 
index SLI from these estimates, which is defined 
in the interval (0;1); this corresponds to the SLIM 
procedure.

3.16  Cognitive Reliability and Error Analysis 
Method (CREAM)

The development of the Cognitive Reliability and 
Error Analysis Method (CREAM) emphasises the 
importance of the context in determining human 
performance and the intrinsic role of cognition 
in all actions, and hence in all errors. CREAM 
attempts to explicitly account for how context 
and cognition affect the cause-effect relations that 
underlie the failures of actions. For CREAM, 
this explicit account (or model) is the Cognitive 
Control Model (COCOM); it provides the basis 
for associating causes and effects in the realm of 
cognition.

This summary description of CREAM is based 
on Hollnagel, (1998). Causes and effects are clas-
sified based on distinguishing between error modes 
or manifestations (phenotypes) and their causes 
(genotypes). Error modes or phenotypes include, 
for instance, “action at wrong time” and “action on 
wrong object”; these error modes are further sub-
divided. The error causes fall into twelve groups; 
some examples of these are causes associated 
with interpretation, procedures, the interface, and 
communication. The twelve groups can be divided 
more generally into person-related, system-related, 
and environment-related. Each group of error 
causes is itself  described in terms of relations of 
causes and effects. That is, each cause in the twelve 
groups has potential causes; some causes for com-
munication failures (as a cause of the error mode 
“action at wrong time”) include distraction, inat-
tention, etc. In effect, a network between causes 
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and effects is established; the network structure 
of this classification scheme allows a more flexible 
analysis. It can thus be seen that the set of pos-
sible causes for failure is very large; for HRA, the 
propagation through the network of causes needs 
to be constrained.

The CREAM method relies on a systematic 
description of the context to narrow down what 
causes and error modes should be considered. In 
fact, the analysis begins with an analysis of the 
application (a task analysis). In traditional HRA 
methods, Performance Shaping Factors (PSFs) are 
determined for a given action. In contrast, in apply-
ing the CREAM method, the Common Performance 
Conditions (CPCs), which apply to the performance 
as a whole, are described first, before considering 
actions. The steps in a CREAM analysis are:

1. Application analysis (task analysis)
2. Context description
3. Specification of target events
4. Qualitative performance analysis
5. Selection of events for further analysis
6. Quantitative performance prediction

The application or task analysis (step 1) should 
consider not only the operator and control tasks 
but also the organization and the technical system. 
In step 2, the context is described in terms of the 
CPCs. This set of conditions will determine the 
control mode, the way in which actions are chosen 
and carried out, and thus, potential errors causes.

The specification of the target events (step 3), 
the human failure events to be analyzed, is based 
on the results of both PSA analyses and the task 
analysis. As in the general HRA framework, the 
PSA analysis provides a set of required actions; 
the task analysis determines possible error modes, 
which correspond to the human failure events.

In step 4, the context description in terms of 
CPCs is used to describe (enumerate) possible 
causes for a target event. For each target event, 
both the general groups of causes and then specific 
causes are identified in view of the context; that 
is, the qualitative performance analysis identifies 
potential and likely causes based on the context. 
The relationships between the conditions for the 
performance (CPCs) and error causes are described 
by the COCOM model, which describes the mode 
of operator behavior (the control mode) and the 
associated error modes under different perform-
ance conditions. In PSA, a quantitative prediction 
of performance is usually needed. As a result, most 
events will be selected for further analysis (quanti-
fication). In step 6, the human error probability, 
i.e. the probability for the target event, is derived by 
assigning probabilities to the error modes given the 
CPCs. For now, expert judgement is necessary. The 
expert judgement process, however, is supported 

by the description of the context. The long-term 
aim would be to collect empirical data to supple-
ment, calibrate, or replace expert judgement.

Although expert judgement is unavoidable in 
CREAM, the method appears promising because 
the cause-effect classification scheme provides 
guidance for data collection and analysis. The 
assignment of probabilities for the error modes 
given the CPCs could be eventually supported by 
statistical analysis of actions and their contexts 
(the CPCs).

3.17 GEMS—Generic Error Modelling System

GEMS is a framework employed to locate the root 
causes of human error. To this end, skill, rule and 
knowledge based levels are incorporated in one 
model (Reason, 1990). Each level and transits are 
defined. Per level, a number of types of errors are 
defined. The transitions depend on the results. In 
familiar situations, the operator implements skill 
based behaviour. Regularly the operator switches 
to rule-based behaviour to evaluate the course of 
events based on the plans set. When a deviation is 
detected, solutions available at the rule-based level 
will be tried first. If  the deviations are relatively 
small and a solution is found shortly, the operator 
will return to skill based behaviour.

If  the solutions available at the rule-based level 
are not applicable, the operator will switch to the 
knowledge based level. Based on analogies with 
other systems, the operator will build new rules 
and procedures that can be tested at the rule based 
level. The operator may switch a number of times 
between the levels to test different solutions. The 
results are checked at the knowledge-based level. 
Each level in the model has its own error modes.

3.17.1 Skill based level
Errors can evolve in two ways: either too much or 
too little attention is paid to the situation. Distrac-
tions, intrusions or other process-events can divert 
the attention on crucial moments. Four errors have 
been defined:

1. When an action can be followed by several other 
actions the action most used will be chosen, not 
the desired action.

2. When an action is interrupted by a more 
important event, the original action will not be 
resumed.

3. When the time between the definition and the 
implementation of an action is too long, the 
action will be forgotten.

4. When two actions are executed at the same time, 
parts of the actions can be interchanged.

Too much attention may lead to a delay of a 
series of actions. Extra checks at unusual times can 
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lead to unjust conclusions. Three types of failures 
have been identified:

1. The incorrect conclusion that an action has not 
been implemented and the action, or a part of 
it, will be implemented (again).

2. The incorrect conclusion that a certain have been 
implemented and the action will be skipped.

3. The incorrect conclusion that something has 
gone wrong and the previous (correct) action is 
‘corrected’.

3.17.2 Rule based level
At the rule-based level, there are two types of error. 
Wrong rules are implemented, or correct rules get 
implemented wrongly.

1. When a certain exception is encountered for the 
first time is not identified as such and the gen-
eral rules continue to be used.

2. From the abundant information, only a part 
is used. Information that contradicts the exist-
ing ideas is not easily identified, recognised or 
accepted, or the information gets disregarded.

3. Rules that are used frequently will be imple-
mented, even when better rules are available, 
but less familiar. This means that general rules 
are more likely to be implemented during 
exceptions.

4. When a rule has proven successful, the per-
ception of the world gets adjusted to the rule 
instead of the other way round.

Incorrect rules can be divided into two groups: 
Rules with incorrect pre-conditions and rules 
with incorrect actions. Rules with incorrect pre-
 conditions can stay in existence for a long time 
when rules are devised for every conceivable excep-
tion. Either relevant variables are omitted, or some 
variables are used incorrect. Rules implement-
ing wrong actions can be “wrong”, “shoddy” or 
“unwise”. When a rule is “shoddy” the rule is not 
necessarily wrong, but better, more elegant, rules 
are available. Rules that are ‘unwise’, do reach the 
goals set, but undesirable effects may occur.

3.17.3 Knowledge based level
The causes of  errors at the knowledge-based level 
are based on the fact that the human capacities 
are limited. This results in an incorrect inter-
nal representation. There are different ways this 
emerges:

• Selectivity, a limited attention span is focused on 
the wrong issues.

• Limited capacity.
• “Out of sight, out of mind.”
• Confirmation bias.
• Overconfidence.

3.18 COSIMO: Cognitive Simulation Model

The Cognitive Simulation Model (COSIMO) 
has been developed to simulate human decision-
 making behaviour at crisis management of com-
plex systems. The goal of the model has been to 
identify safety issues related to the man-machine 
interface. COSIMO can be applied for the follow-
ing studies (Cacciabue et al., 1992):

• Analysis of situations that may lead to human 
error.

• Analysis of human operator behaviour.
• Analysis of the effects of change in behaviour 

due to changes in the interface.
• Analysis of the recovery behaviour of operators.

The model uses two hypotheses:

1. The simulated operator is well trained and is 
familiar with the operation of the system.

2. The situation at hand is an emergency with 
extreme time pressure.

Based on two hypotheses, the decision lad-
der (Hollnagel and Cacciabue, 1991) is not fully 
employed by COSIMO. A trained operator will 
use short cuts when time is precious. In COSIMO 
this has been modelled using a direct link between 
“observation” to “execution”. This shortcut has 
been described in the Underspecification Theory 
(Reason, 1990).

3.18.1 Cognitive functions
The behaviour of the operator can be described 
with the following cognitive functions: filtering, 
diagnosing, hypothesis evaluating and executing.

Filtering: Filtering determines which (what) infor-
mation is used during the decision making process. 
The selection of information is based on physical 
and cognitive notability. Selected information is 
interpreted semantically. Changes in information 
are also detected.

Diagnosing: Based on the filtered information a 
diagnosis is made. This is a working hypothesis. 
From all working hypothesis generated, the under-
specification theory determines the most likely 
hypothesis.

Evaluating: When the chosen hypothesis has a 
too low chance for success, new information will be 
gathered to device new hypothesis to be selected.

Executing: Once a hypothesis has been chosen, it 
can be used to take action.

3.18.2 Mechanisms
The theory of COSIMO includes three mecha-
nisms to end up with faulty decisions: Cognitive 
collapse, un-adapted chance in Cognitive lock up.
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Cognitive collapse: A cognitive lock-up may 
occur when COSIMO does not succeed to select 
a promising hypothesis. Therefore, more informa-
tion will be collected to devise a new hypothesis. 
This new information contains also a lot of less rel-
evant information as well. From this, it is less likely 
to devise a new and successful hypothesis. If  no 
new hypothesis can be found, again new informa-
tion will be gathered, the amount of information, 
including the non-relevant information, grows.

At this point, the model ‘knows’ that the first 
hypothesis is incorrect, but finds itself  unable to 
devise a better one. COSIMO will not proceed 
beyond the diagnostic stage.

Un-adapted change: A situation at hand is properly 
identified and the correct actions are taken. Infor-
mation on the changed situation (due to actions) is 
mixed with information on the previous situations. 
Signals from the previous situation are not inter-
preted correctly and contaminate the information. 
None of the hypothesis devised does fit the signals 
that the operator receives. The hypothesis for the 
new situation to become does not show too high a 
similarity at this point. COSIMO will choose for a 
(faulty) hypothesis which has occurred many times 
before.

Cognitive Lock up: At first, the correct hypoth-
esis is chosen, followed by the correct actions. If  
a new and different event occurs, the similarity of 
the current hypothesis declines. However, based on 
the high probability of this hypothesis it prevails 
and no other hypothesis will be devised. COSIMO 
focuses on the prevailing hypothesis.

3.19 COCOM—Context Controlled Model

COCOM (Context Controlled Model) (Hollnagel, 
1993, 1994) has been developed to conduct research 
on reliability of cognition. Based on this model, 
weaknesses and setbacks of man-machine systems 
can be identified.

In a context-controlled model, the environment 
determines how the information enters and proc-
esses through the model. For example, the decision 
ladder is not a context-controlled model since the 
information flow is determined up front. A context-
controlled model incorporates two parts: the com-
petence and the controller. The part ‘competence’ 
contains all actions. Every action can be a single 
event or a group of events. Based on the context 
and goals, the controller determines which actions 
should be taken and which goals are current.

3.19.1 Actions and compound actions
Compound actions are selected and executed to 
achieved goals. An action is a basic block, which 
cannot be split into different and useful subparts. 

Compound actions are a combination of actions, 
invoked as a group and completed to the end.

Every action has three phases: start, end and 
executing conditions. The start must be reached 
before any action can be executed. If  the start of 
an action is not reached, itself  can become a goal 
to be reached.

3.19.2 Control modes
The controller determines which actions are to 
be taken. The strategy of the execution of actions 
depends on the ‘control mode’ of the controller. 
Control modes describe the process of choosing 
the strategy to use to determinate the next action 
to be taken. To characterise the different strategies, 
the following parameters are used:

1. The number of goals to be reached.
2. The introduction of new goals,

a. Context driven
b. Action driven

3. The priority of goals.

3.19.3 Characteristics of control modes
Scrambled: Scrambled control is comparable to 
panic. The time pressure is extreme and there is 
only one, usually very basic, goal to be reached. 
This goal has not necessarily something the opera-
tor normally has to do. Because of the time pres-
sure, there is not enough time to reflect actions. 
Single actions are chosen randomly. The evalua-
tion of actions is limited to the immediate results.

Opportunistic: During opportunistic control, 
the operator has a better control of the course of 
events. Actions are chosen based on the existing 
context. The selection of actions is not based on 
pre-conditions. A limited number of goals will be 
taken into consideration, though usually only one 
gets the bulk of attention. After each action taken, 
the operator checks whether goals are reached 
based on current results.

Tactic: During opportunistic control, the operator 
has a better overall picture of the course of events. 
Several goals are considered; the most recent goal 
the bulk of attention. When a new goals is identi-
fied, the oldest of the gets discarded. Actions to 
be taken are selected based on their results compared 
to the goal(s). Also, the pre-conditions are checked. 
The operator checks results over a longer period of 
time to evaluate the impact of the actions.

Strategic: During strategic control, the operator 
is conscious of the dynamics of the system; the 
course of events is stable and evolves as expected. 
Several goals are simultaneously worked on, with 
equal attention. If  new goals emerge, the least 
important goal of the set is disregarded. Actions 
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are chosen based on their expected results and the 
pre-conditions. Also, the set of goals is checked 
whether conflicts between goals may arise. The 
operator makes predictions of the course of events 
and uses these predictions together with actual 
results when evaluating the situation. The predic-
tions can be adjusted during the evaluation.

Changing between control modes: The changes 
between the control modes depend on the time 
span available to implement actions and the result 
of previous actions. If  errors or failures occur, less 
time is available to select and implement the cor-
rect actions. This leads to a change to a lower con-
trol mode. Is adequate time is available, a higher 
control mode can be applied.

Each control mode has its own reliability and suc-
cess rate: During scramble control, random 
actions are executed. Relevant procedures are not 
followed, and behaviour is not goal oriented. The 
chances the correct (success) actions are taken are 
meagre. During opportunistic control, the choice 
of actions is partly based on relevant goals. Most 
attention goes to outstanding information. The reli-
ability of tactical control is rather good. The time 
span available for actions is sufficient and the tasks 
and events are understandable. Existing plans and 
procedures will be chosen, even if  the changes in 
the environment call for different measures. The 
reliability of strategic control is good. Although 
the operator understands the system, human limi-
tations prevent the operator to process all relevant 
information. The solutions implemented are the 
best possible with available information.

4 CONCLUSIONS

This paper has provided an overview of techniques 
available for human reliability evaluation.

It is apparent that a large number of techniques 
can be used, even if  not all available ways have 
been included in this paper.

The assessment of human reliability is required 
in various different kinds of situations and thus 
these techniques are usually adopted within a wider 
scope of some risk management approach.

This overview should help in identifying the 
technique of interest for a specific situation and 
reference to the original publications will provide 
the required details on the application of each 
technique.
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ABSTRACT: The paper discusses the impact of human factors on proper operation of transport 
systems. It describes and identifies the meaning of errors made by the operator in a defined environment. 
Presented are problems of model-building and analysis of factors affecting the human-being actions 
including evaluation of their reliability. A point of decision-making under uncertainty and risk  acceptance 
conditions has been risen too.

 system should define various kinds of external 
justification including feasibility of own decision-
making and thus, avoidance of danger situations.

External factors are usually created by organiza-
tional and technical conditions. Internal activity-
shaping factors are divided into physiological and 
psychological capabilities.

Those issues that affect the correct-activity apt-
ness to its most significant extent should be taken 
into consideration while strive to improve any 
human activity. The work environment and, in 
particular, equipment, management procedures 
and physical conditions should be seen as external 
factors with respect to the operator.

Internal performance shaping factors are asso-
ciated with individual human predispositions such 
as skill, justification and experience.

The following physiological and psychological 
processes are engaged into these:

− perception or signal detection by stimulation 
and conscious functions;

− interpretation by using the knowledge that ena-
bles you to produce fast appraisal.

2 ANALYSIS OF HUMAN ERRORS

An error occurring in complex man-machine-
 environment systems often results in failure of the 
system-as-a-whole. However, people can be both 
accident initiators and propagators as well as they 
can make the post-accident effects softer. It is dif-
ficult to anticipate a human error because actions 
of particular persons may differ each from another 
to a great extent.

A human-being can perform his/her tasks in many 
different ways under much more different conditions 

1 INTRODUCTION

The adaptability of the operator to his/her work 
environment is a significant feature. It enables 
him/her to react properly and to perform control 
actions under unpredicted circumstances. How-
ever, his/her susceptibility to making various errors 
is a negative side of operator’s actions.

Therefore a model intended to analyse the reli-
ability of a man operating as a component of a 
transport system should be based on a model of 
human actions. General model should take interac-
tions between the operator and the environment—
seen as a dynamic factor of the transport processes 
under discussion—into consideration.

The man receives information from environment 
and expects that the environment behaviour will be 
proper and depending on the progress of the proc-
esses realized in the transport system. The factors 
that affect the capability of proper job execution are 
called performance shaping factors are presented as 
direct and indirect conditions of human actions.

For example: Human Activity, External Perform-
ance Shaping Factors, Internal Performance Shaping 
Factors, Organisational Performance, Conditions, 
Technical Performance Conditions, Ability to Act, 
Ability to Act, Organisation Structure,  Physiological 
Factors, Work Time and Structure, Constitution, 
Age, Physical Potency, Education Level, Training, 
Availability, Biological Rhythm, Own Justification.

Situation factors, task difficulty and organi-
sational performance conditions when taken 
together create the work environment. To improve 
individual work conditions you should take such 
aspects as body ability, individual predisposi-
tions and integrity/resistance into consideration. 
The  organizational structure of the transport 
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than any other member/component of the transport 
system. In spite of this variability, it is possible to 
evaluate the probability of human errors.

A define taxonomy for the improper human 
actions is employed—Figure 1. It is relatively sim-
ple but sufficient to analyse the human activities.

The errors can be divided into deliberate and 
accidental errors. The former occur in situations 
where an operator intends to perform a step that is 
improper but he/she thinks that this one is a proper 
or improved performance step.

However, majority of human mistakes/errors 
are of accidental type and result from error-likely 
circumstances. Some of them depend on lack of 
reaction to critical situation alarm. Others depend 
on procedure step and/or stage omissions.

Significant lowering of operational availability of 
the transport facility systems is due to a few human 
errors only because a potential error effect is weak-
ened by the use of equipment or human redun-
dancy. Besides, the safeguarding against negative 
effects of some errors can be achieved by employ-
ing a system that tolerates errors, i.e. such a system 
which does not accept any erroneous inputs.

Not all the errors must result in undesirable 
results. As reduction of errors results from human 
redundancy employed there are implemented 
some computer-aided supervision, monitoring and 
warning systems where the machine under control 
generates an alarm to warn the operator that tol-
erance of permissible operating conditions have 
been exceeded.

There are four basic types of errors: slips, negli-
gence, mistakes, and violations.

Slips and negligence are the errors resulting from 
lack of success in situations where a sequence of 
steps have been done irrespectively of the plan being 
appropriate to achieve the goal or not. The criterion 

of the slip (or negligence) occurrence is departure 
from the rule of the scheduled activities.

The mistakes lead to lack of success in conclu-
sion or arbitration awards. For instance, operator 
may generate an erroneous analysis of the situa-
tion and although the procedures that have been 
selected improperly are performed correctly, the 
intended goal cannot be achieved.

The operator can be a source of faults and this 
depends on his/her training and skill as well as the 
type of the task and operating conditions as shown 
in Figure 2.

Among other things, there are the following 
useful methods of analysing of the human errors: 
(Table 1) and checklist for the psychological fault-
generating mechanisms (Table 2);

To assess the share of human error introduced into 
the reliability of the transport system, the following 
circumstances have to be taken into consideration:
− Operation and maintenance errors which can 

result in protection system failure under hazard 
conditions;

− Undesirable steps which can next initiate a 
 failure or accident;

− Ineffectiveness of steps intended to removed the 
accident effects;

− Action steps or decisions which result in worsen-
ing of the situations (e.g. erroneous diagnoses);

− Possibility of counteracts to make the dangerous 
pre-accident situation progress slower or to limit 
the consequences.
A concept of the man seen as ‘unreliable’ or 

‘reliable’ member of the system should be dis-
tinguished among many approaches to the 
man-machine-environment system. The human 
unreliability depends on the environmental 

Dangerous Actions 
and Decisions

Unplanned
Actions

Mistake 
Oversight
Luck of Skill 
Carelessness 
Forgetfulness

Deliberate
Actions

Negligence Violation

Negligence of 
Rules
Alcohol
Drugs
Sabotage Act 

Associated 
with Rules 
and
Knowledge

Figure 1. Taxonomy of improper human actions.
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Local operating 
conditions 

Action Errors 

Improper 
Conditions 
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Improper System 
Operations 

External Factors

Accident 
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Figure 2. Methodology for the analysis of primary 
causes of fault making.
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Table 1. Checklist for the external-type faults.

Types of external errors

 1 Neglected action
 2 Early action
 3 Late action
 4 Action that is too intensive 
 5 Action that is too defensive
 6 Action whose duration is too long 
 7 Action whose duration is too short
 8 Action that is made in wrong direction
 9 Action that is proper but performed on wrong 

equipment
10 Action that is improper but performed on 

good equipment
11 Action that is improper and performed on 

wrong equipment
12 Information has been not 

produced/transferred
13 Wrong information has been 

produced/transferred

Table 2. Checklist for the psychological fault- generating 
mechanisms.

Classification of the most important  psychological 
error mechanisms

 1 Specific circumstances have not been taken into con-
sideration: The task is similar to other ones but 
specific circumstances take place and these are 
ignored while the task is performed improperly.

 2 Undesirable shortcut: This approach results in 
an unwanted intention which activates an 
improper rule.

 3 Stereotype assessment: Owing to strong habit 
operator’s activity obeys a known but not 
 deliberate pattern.

 4 Unfulfilled need for information: Owing to defects 
of external or internal displays results in a need 
of hunting information.

 5 Erroneous interpretation: The response depends 
on improper assimilation of information, for 
instance, text or instrument display reading 
error or misunderstanding of a voice command.

 6 Improper assumption: The improper response 
depends on information provided by 
the  operator (or at least guessed by the 
 management) but it does not conform to the 
information that is accessible externally.

 7 Forgotten isolated action step: The operator has 
forgotten realise an individual goal, i.e. activity 
or function which is indicated by the context or 
which does not affect the task results immedi-
ately. Contrary, it might be a device which is not 
an integrated portion of the stored structure.

 8 Mistake among alternatives: A wrong  intention 
results in selection of wrong object and 
 operating on it or the object represents 
 alternative types of actions while a wrong 
action has been selected.

 9 Lost-position error: The actual position in the 
sequence of events has been identified wrongly 
as a one that occurred later.

10 Forced variability: Lack of manual control 
precision—The applied force is too great/small, 
improper adjustment (usually it is a deviation 
from ‘good practice’).

11 Wrong topographic or space orientation: 
 Notwithstanding a good intention of the 
 operator and well made identification marks 
and labels etc. the operator performs his/her 
step/task unconsciously at a wrong place or 
plant. This occurs in situations where the imme-
diate localisation is not feasible or has been not 
updated probably due to getting into old habits. 
The error (or broken rules) might be a widely 
understood appraisal or intention error.

advantageous or disadvantageous (extreme-
type) conditions under which the operator 
performs his/her tasks.

There are many ways of approaching the error 
reduction influence on improper operation of 
the transport system by avoiding or reducing the 
effects of the error.

Operator’s errors often result in accidents. Wrong 
timing of the operating procedure steps and mak-
ing errors are the basic human drawbacks fostering 
the tendency to man-machine system failures. Usu-
ally an accident is due to an effect of accumulation 
of organisational drawbacks and operator’s errors. 
And the operator’s activity depends on individual 
human features to a great extent but also on envi-
ronment conditions.

The human errors rise in stress and panics cir-
cumstances and critical situations. The reaction of 
the operator in a critical situation can be divided 
into three phases: 1) warning, 2) decision making, 
and 3) action.

The system can move out of control in situations 
where a wrong decision has been made or a good 
decision has been made too late or if  the appraisal of 
necessary steps has been wrong. A particular atten-
tion should be paid to the stress phenomenon.

A psychophysical condition of a human being 
where his/her natural behaviour goes out of con-
trol is called a stress. It occurs in situations where 
the human being in his/her own assessment is at 
his/her limit of strain or tension, thus, you can 
 suspect that a mistake, i.e. wrong decision-making 
will be made.

A timing stress is caused by lack of   appropriately 
long extent of  time for the operator’s activity, 

i.e. such a duration which is necessary to prevent 
or avoid the consequences of  the occurring 
hazards.

The following examples of shortage of time and 
of situation that is beyond hope are characteristic 
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circumstances that foster the occurrence of such 
incidents:

The stress of ‘situation that is beyond hope’ 
results from operator’s conviction that there is no 
way to avoid the effects of danger although there is 
actually sufficiently great reserve of time to under-
take possible counteracts.

The circumstances that foster the stress take 
place in the following situations:

1. the operator is forced to perform operations at a 
high rate or on exactly determined instants that 
must not be violated;

2. it is necessary to integrate actions of a team of 
people that are scattered across an area;

3. the decision is to be made while several infor-
mation sources of comparable trustworthiness 
have to be taken into account;

4. there is uncertainty what sequence of operations 
would be the best for the success of the action.

A monotonically decreasing time left over to the 
accident occurrence might be an appropriate indi-
cator of the stress intensity in situations where the 
stress occurs due to a lack of time.

While excess or scarcity of information under 
extreme uncertainty conditions forces us to make 
a decision based on defined arbitrary criteria, 
e.g. Laplace, Wald, Hurwicz, or Savage criterion etc.

3 MODEL BUILDING FOR HUMAN 
RELIABILITY

The human capability of proper performance 
in executing of a given task within defined time 
interval is understood as the human reliability. 
Probability becomes a measure of this capability. 
The human unreliability depends first of all on the 
fact that he/she makes mistakes. The appraisal of 
human reliability applies to three basic issues:

First, the identification of those sides which 
might go wrong in striving to the task execution 
in situations where, a wrong transport facility has 
been used or a failure of the transport facility 
has occurred. This qualitative appraisal requires 
an analysis of the task itself  to be made to state 
whether and how it is to be done. Possible human 
errors and/or types of failures in the task execution 
are to be discussed too. Each of them individually 
and jointly with other events can result in failure 
of the whole system.

Second, estimates of probabilities of human 
errors, thus, the probability of the failure of the 
entire task can be resolved. The numerical estimate 
of the human reliability can be used for resolving 
the reliability issue for the entire system, and the 
weight of individual error types for the system 
 reliability can be estimated quantitatively.

Third, appraising the chance of error reduction. 
Those errors which have been defined as having 
significant influence upon the system reliability 
should be, if  possible, immediately reduced or even 
totally removed .

Behaviour of the operator (decision-maker) in 
the man-transport facility-environment system is 
identified by the following flow chart chain: The 
input is seen as a significant change in the environ-
mental conditions. The internal response includes 
the processing—interpretation—of the input into 
a premise, while the output is generated in a form 
of transmitted impulse (desire) to start a task.

In general, it can be said that a proper operator’s 
response requires the input to be received appro-
priately and then interpreted properly, while the 
action stimulation should lay within the capabili-
ties of the operator himself/herself.

The existence of a feedback path that is decisive 
in capabilities of continuing the started action pro-
vides an appraisal of the efficiency of the response 
to a given stimulus.

As it has been stated somewhere earlier, it is possi-
ble that the operator while executing his/her task can 
reach the limits of his/her capabilities and this results 
in stress occurrence. The rise of psychic tension might 
be a cause of escalation of the rate of mistakes.

The probability of operator’s resolution provid-
ing a fault-free solution for the emergency situa-
tion is a measure of the operating reliability.

The time the operator operates under emergency 
conditions determines his circumstantial operating 
characteristics which include the following steps 
that are to be made:

1. to recognise an emergency situation (operator’s 
perception),

2. to analyse the occurring emergency situation,
3. to make a decision how to resolve the emergency 

situation, and
4. to execute the decision that has been made.

Thus the operating reliability can be meas-
ured by means of the probability of completing 
a task in compliance with requirements and on a 
defined time.

By building a general statistical model for 
appraisal of efficiency and integrity of the human 
functionality, the following stages should be 
distinguished:

1. objective and task analysis,
2. analysis of human capabilities of performing 

the task,
3. creation of data base, algorithm of the process 

executed by a man, and
4. program that simulates the human behaviour.

The methods of  analysis of  system reliability and 
safety are always based on a model. While  building 
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models for appraisal of  dangerous situations in 
man-machine-environment systems there arise the 
following principal questions: What is the function 
of the model? Because we can make mistakes if  we 
try to answer only a question: For what a thing we 
are building a model? To present a total analysis 
of  a human role in the  man-machine-environment 
system functional control-system models are 
employed. The basic principles of  building such a 
model are presented in Figure 3.

It is worthy to keep in mind that mistakes made 
by the operator affect both loss of availability of 
equipment and resulting failure in executing the 
task in case of the fully-operative equipment.

Before starting the model building for a man-
machine-environment system, it is necessary to 
develop appropriate assumptions.

First, an analysis is carried out for the task goal 
with individual operations being distinguished 
so that a formal identification of the task chain 
might be done. The effects of external factors 
upon correct execution of the task is also taken 
into consideration.

Next, human engineering analysis is carried out 
with human predispositions and machine worthi-
ness under defined environmental conditions taken 
into account.

This paper presents characteristics of a man-
machine system whose model in a form of measur-
able parameters together with the times necessary 
for executing individual operations, probabilities of 
their fault-free execution, and probabilities of fail-
ures and unreliability of man-machine- environment 
system components etc. is to be built.

Now, the acquisition of numerical data to create 
a data base that is necessary to perform a math-
ematical experiment is provided and this makes a 
further stage of model development.

Then a logic description of the modelled proc-
ess of task execution with a defined order and 
sequence of the carried out operations being kept 
is made.

These provide a basis for developing an 
algorithm of the task execution. Appropriate 

computer program is selected and the necessary 
adjustment modifications are made appropriate 
for the task specifics.

The developed simulating program is tested and 
debugged.

The model structure is capable of covering 
a limited number of factors conditioning the 
proper human performance. Should the model be 
expanded too much, it might loose its sensitivity to 
variations in the environment.

3.1 Problem model

A program simulating the human behaviour—in 
situations where problems occurring during a 
defined task execution including emergency situ-
ations and those reaching extreme conditions for 
the operator are to be solved—to a sufficiently 
high degree is to be developed.

Particular attention is to be made to the meth-
odological side of this issue. The environment con-
sists of a set of discrete objects, so-called elements 
for our purposes, from a formal point of view. Let 
us assign an identifying name and defined symp-
toms to each of these elements. The set of elements 
and their features and relationships make the envi-
ronment in which a human being operates.

Acceptance of the human being as an object 
that is relatively isolated in this environment is our 
central assumption.

The human being in its functionality is capable 
of transmitting two types of signals: to test (inves-
tigate) and to act.

The test signal does not change the environment 
structure but collects information about its ele-
ments, features and relationships only.

The act signal always changes system symptoms 
or relationships. The simulation of signals trans-
mitted by the system is provided by means of so-
called internal model of problem situation.

The model-building system consists of the fol-
lowing sub-units: a) selection, b) hypotheses, 
c) operating time, d) model structure, e) model-type 
experience, f) experiment carrying, and g) man-
machine/object-environment model itself.

The test (investigation) results are transferred 
to the selection unit where required information is 
separated. These data are in turn transferred to the 
hypotheses unit where probabilistic relationships 
between elements are established because the set 
of data is not complete. Now, the problem situa-
tions unit transforms this input into a model of 
this situation.

This model is employed to verify various actions 
in mathematical experiments and by using the 
data base—built from model-type experience—
decisions to transmit signals intended to initiate 
actions are made. Should the result be ineffective, 

Human
Task

Action Strategy 

Diagnoses

Figure 3. Functional approach to the system safety.
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the  experiment-carrying unit transmits the test 
signals intended to recognize the environment to a 
greater extent and to continue the model developing 
process.

The task identification performed by the model-
building system is of hypothesis type and this 
hypothesis is subject to become more comprehen-
sive during the test process where the environment 
properties are investigated.

The internal model check depends on logic verifi-
cation that there no inconsistency is found. Should 
the verification result be disappointing, the model is 
adjusted by removing the feedbacks of small prob-
ability value or, if  possible, an instruction is formu-
lated to investigate the real world additionally.

3.2 Internal model

The relationship man-engineering transport facil-
ity is continuously varying. This is due to both 
engineering progress and developing human capa-
bilities, culture changes and varying preferences. 
The operator not only executes defined procedure 
steps but also predicts and plans them.

In his forecast, the operator takes extreme cases 
into his/her account:

1. future events without operator’s involvement in 
the system performance, and

2. future events with operator’s involvement in the 
system performance.

In situations where the control actions are 
scheduled it means that the set of future states is 
known in the class of feasible states and one of 
them, the best one, can be selected. Thus, when 
the control actions are scheduled, the operator 
pinpoints the objectives that can be achieved and 
this approach includes both choice estimation and 
decision making.

Characteristic are mistakes in appraising the 
objective value leading to improper encourage-
ment and, in consequence, losses. Mistakes of 
another kind are generated in situations where an 
objective lying outside the class of feasible ones 
has been selected.

The internal model being a reflection of real 
world in the operator’s mind plays a basic role 
in the man-machine-environment systems. It is 
accepted that the internal model makes the basis 
for decision-making and actions.

For a diagram of operator and object/machine 
relationship refer to Figure 4. Operator’s steps are 
aimed directly to the controlled machine/plant, 
while the feedback involved with the action comes 
from the internal model which is updated by match-
ing it with the controlled machine/plant.

We know that the internal model exists owing 
to the functions performed by it as well as the 

functions it is capable of solving in the transport 
task process.

3.3 Estimation model

The qualitative appraisal of the human behaviour 
can be converted into quantitative estimation in 
terms of statistics and probability. A human reli-
ability estimation flow chart is shown below in 
Figure 5.

The following can be included in the operator’s 
performance features: 1) time to the first operator’s 
mistake, 2) time interval between operator’s mis-
takes, and 3) number of operator’s mistakes during 
an established time interval.

The human error-proneness is not constant and 
varies not only with time and load but also depends 
on individual persons. Owing to this all the  features/ 
characteristics are of probabilistic type.

3.4 Quantitative human-error estimation

A human being in his/her activities observes vari-
ous features C*of technical systems and compares 
them with engineering and safety specifications W. 
The process of comparing the features and the 
requirements can be burdened with two types of 
errors:

− Error of the first type occurs in situations where 
a feature C meets the requirements W, but the 
operator recognizes the observed feature C*as 
that which does not meet the requirements W. 
This error is defined by the following probability 
relationship:

α = P(C* ⊄ W|C ⊂ W) (1)

− Error of the second type occurs in situations 
where a feature C does not meet the require-
ments W, but the operator recognizes the 
observed feature C* as that which meets the 

Selection

Operating
Time 

Hypotheses

Problem
Situations

Know-how

Man-Plant-
Environment Model

Experience

Resolutions

Figure 4. Developing a problem situation in a man-
machine-environment system.

SAFERELNET.indb   162SAFERELNET.indb   162 10/30/2010   4:29:38 PM10/30/2010   4:29:38 PM



163

requirements W. This error is defined by the fol-
lowing probability relationship:

β = P(C* ⊂ W |C ⊄ W) (2)

The errors mentioned above correspond to 
the following proper judgements:

− Correct judgement of the first type occurs in situ-
ations where a feature C meets the requirements 
W, and the operator recognizes the observed fea-
ture C* correctly as that which meets the require-
ments W. The trustworthiness of this judgement is 
defined by the following probability relationship:

α α( )P ( 1)  (3)

− Correct judgement of the second type occurs in 
situations where a feature C does not meet the 

requirements W, and the operator recognizes 
the observed feature C* correctly as that which 
does not meet the requirements W. The trust-
worthiness of this judgement is defined by the 
following probability relationship:

β β( )*  (4)

Interpretations of the feature C and require-
ments W can be of different character. The fea-
ture C can be, for instance, a start-up velocity CS 
of  aircraft, a cruising velocity CP of  aircraft, or a 
 landing velocity CL of  aircraft, and the require-
ments determine the low and high permissible 
values of the features, respectively. These can be 
written (WS,WS),(WP,WP),(WL,Ws) respectively.

The operator’s decisions will be correct or mis-
leading according to the appraisal of the match of 
features and requirements. If  the weather condi-
tions are changing during the aircraft cruise, the 
aircraft velocity conditions are changing too. Thus, 
both features and requirements become random 
processes. A variety of examples of features and 
requirements can be presented for this purpose.

When a vehicle is employed, the operator makes 
mistakes, e.g. in appraisal of the vehicle velocity. 
The time interval between successive operator’s 
mistakes is T with distribution function F(t) and 
probability density function f(t). The error rate 
function is expressed by the following formula:

λ
f
F

( )t = ( )t
− ( )t1  (5)

The rate of the error of the first type is, 
λα(t) = Pα(t)λ(t), and of second type is λβ(t) = Pβ(t)
λ(t); where: Pα = α/(α + β), Pα = β/(α + β).

A graph representing the situations mentioned 
above is shown in Figure 6.

This graph can be defined by a Kolmogorov-
Chapman set of differential equations:

R R′ ( )t = − ( )t ( )tλ (
Q RαQQ′ ( )t = ( )t ( )tλα
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Figure 5. Human reliability estimation flow diagram.
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Figure 6.  Graph of operator’s errors.
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Q R′β βλββ( )tt = ( )t ( )t

R Q1 Q 0( )0 ( )0 ( )0 =α βQ QQ( )0

R Q Q( )t + ( )t + ( )t =α βQ Q( )t + 1  (6)

By solving the set of equations (6), the following 
are found:

Q R d F P F
t

α αQ R α αFF PPλα τd( )tt = ( ) ( )τ = ( )tt = ( )t∫
0

Q R d F P F
t

β βR β βF Pλβ τd( )tt = ( ) ( )τ = ( )tt = ( )t∫
0

 (7)

By calculating the respective limits, the prob-
abilities of the made mistakes are found:

Q Q P
tα αQ Q αPP( )t
→∞
li  (8)

Q Q P
tβ βQ
t βP( )t
→∞
li  (9)

The probabilities: Qα(t), Qβ(t) can be interpreted 
as conditional probabilities that the errors of the 
first and second types are made, respectively, pro-
vided that the operator has made those errors.

The acquisition of numerical data to create a 
data base necessary to carry out a statistical analy-
sis becomes the next stage in the model building.

4 DECISION MAKING ANALYSIS IN 
A SAFE MACHINE—USING PROCESS

The performance of man-machine-environment 
under uncertainty conditions is the object of the 
decision-making analysis. Preparation of the 
premises of merits for decision-making under 
uncertainty conditions is the goal of the analysis.

It is worthy to note that the uncertainty condi-
tions themselves can be a cause of the stress . The 
psychic tension rises together with approaching the 
moment the situation is to be cleared as the solu-
tion might be undesired one and even dangerous 
(failure, accident or catastrophe).

Let us assume that each task performed in real 
world and going into future can be burdened with 
an error.

Taking a risk depends on decision-making 
under uncertainty conditions with respect to a suc-
cess resulting from the executed errand. A decrease 
in the machine operation process is a particular 
objective of the analysis. The highest risk is meas-
ured by the probability generated in situations 
where erroneous permission has been granted to 

an  unqualified operator for using a machine—that 
is out of order—under external hazard conditions.

The hazard conditions are understood as 
those that generate expected consequences for the 
decision-maker due to the expected damages and 
property loss possible under those circumstances 
and in the system under discussion.

The problem of consequences generated by the 
performed mistakes in the decision-making con-
cerned with the use of a machine under hazardous 
conditions is to be solved by means of statistical 
decision-making analysis.

The statistical decision-making analysis depends 
upon strict-rule approach to the analysis of the 
problem of decision-making under uncertainty 
conditions. It creates procedures comparing the 
operation methods and undertakings that exclude 
themselves mutually as well as establishes decision-
making criteria.

In practice, there are two types of hazards: these 
result from mutually coupled external and internal 
stresses.

The hazards of the first type is due to the fact 
that external conditions of the use of machines as 
well as the stresses produced by the environment 
are subject to random changes.

The hazards of the second type is due to the fact 
that also internal conditions of the machine opera-
tion as well as the stresses produced by the environ-
ment are subject to random changes.

This makes a premise to both loss of opera-
tor’s effectiveness and machine availability as well 
as degradation of natural environment. Among 
other things, this results in damaging of the links 
and decoupling of the internal structure of the 
man-machine systems and thus, degradation of 
their internal coherence and organisation. This is a 
cause of failures, accidents and catastrophes.

The growth of measurable and immeasurable 
damages and loss of property as well as informa-
tion resources, subjects of the cult, monuments 
and culture resources is a result of embodiment of 
the stresses discussed earlier.

The society and its culture affect the human 
activity recognition to a great extent. However, 
just economic factors make an impact on the 
limitation of safety requirements and the accept-
able risk level getting higher and higher. Although 
there is a ‘safety level’ that can be negotiated from 
the economic standpoint. Because the investment 
and operation costs increase with the safety level 
rise but the losses related to the accidents become 
smaller (Figure. 7).

However, owing to other reasons, the safety 
level based only on the economic premises might 
be intolerable from the social point view. There is 
a great impact of the public opinion and there is a 
trend to tolerate frequent single small accidents 
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such as road accidents but not single large ones 
where tens or hundreds persons are killed.

There are solutions concerned with acceptable 
risk presented in many publications. Table 3 can be 
used as a basis for discussions of this type.

The ALARP (As Low As Reasonably Practi-
cal) principle is employed to determine the toler-
able risk. Refer to Figure 8 which explains how this 
principle is employed.

The human errors occurring in the man-vehicle-
environment system can be classified and their 
effects can be sorted according to economic criteria. 
The methods of analysis of the human role devel-
oped in the nuclear industry and space flights are the 
most interesting ones from the safety standpoint.

The methods of analysis of the operator’s 
errors suitable for driving/piloting the vehicles are 
 computer-aided and have their strict rules.

Experts are very often employed to aid in esti-
mating the frequency of occurrence of the defined 
error types and to plan the methods of reducing 
the risk.

Joining of the human error analyses and the 
methods of engineering system safety analysis is the 
most difficult issue. It can be solved by using various 

ways. There are known many interesting methods 
concerned with this technique. Handbooks intended 
to determine the basic components of the HFE 
(Human Failure Events) analysis have been devel-
oped where basic events are presented in a form of 
logic model—event and fault trees to represent the 
loss of functionality in the system or its compo-
nents. The EFC (Error-Forcing Context) analysis 
is concerned with combinations of procedures and 
system states that foster occurrence of situations 
where improper human activity is rather possible.

5 CONCLUSION

There are many methods intended to safeguard 
and counteract against undesirable progress of 
dangerous situations where human factors play 
the principal role. A human error most often 
occurs in a form of improper human response to 
a stress caused by external factors with respect to 
the operator.

There are distinguished two cause types: objec-
tive ones resulting from the environment state or 
other stimuli of technical internal factors, and sub-
jective ones including the erroneous performance 
of crew (operator) and disadvantageous activities 
of people present in the environment.

First of all, the causes of accidents are to be 
divided into direct and hidden ones. Acquisition of 
additional factors that had an impact on the devel-
opment of the events leading to the accident is a 
partial solution for this problem. Thus, there are 
two causes: the main one and the other of lesser 
significance, which can participate openly or be 
hidden.

Besides, three ‘paths’ of the system are to be 
analysed at the same time:

1. human behaviour,
2. vehicle availability, and
3. environment state (behaviour) variation.

Safety

C
os

t Total Cost 

Cost of Accident 

Investment Cost 

The Best Point 

Figure 7. The ‘Best’ level of system safety.

Table 3. Frequency of critical accidents.

Activity FAR × 108 Activity FAR × 108

Total marine 11.8 Coal mining  40
Air lines—

crews
14.0 Car driving  70

Air lines—
passengers 

 1.4 Marine 
engineering

 76

Agriculture 10 Climbing 4000
Fishing 

industry
35 A man of 

30-year 
age—All 
causes

 15

Very Small Small Big Catastrophic 

Outcome

Frequency 

Frequent 

Reasonably 
Probale 

Rare

Mostly 
Rare 

Neglegible 

Intolerable 

Figure 8. Illustration of a principle of determination of 
allowable risk.
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ABSTRACT: A model for assessing the failure probability multiplier for use in Quantitative Risk 
 Analysis (QRA) is here proposed, taking the uncertainty with regards to the performance of a project or 
an organization being analysed into account. The model may contribute to a relatively realistic quantita-
tive estimate of a multiplier, F, being applied to the failure probability in a QRA, when taking Human and 
Organizational Factors (HOF) of a project or an organization into account.

The use of the model for a typical quantitative risk analysis is discussed and the model is applied to 
two “organizations”:

• A societal infrastructure system, traffic safety in Norway with emphasis on fatalities caused by traffic acci-
dents. Good fit to an official Norwegian strategy document is found when assuming that the potential for 
failure reduction, the “Failure Probability Multiplier Range” (n) related to improved traffic safety, is “half  
an order of magnitude”, i.e. a factor of 3. This represents an assumed range for improved traffic safety.

• Budgeting and costs in major projects carried out by a European oil company that has been blamed for 
cost overruns in major projects. It can be shown, however, that the overruns relate to “stretched goals” 
while there in fact have been major cost savings obtained. With the introduction of a “Budget (Failure) 
Probability Multiplier Range” (n) of a “quarter of an order of magnitude”, i.e. using a factor of 3 , we 
obtain an improved understanding of the performance uncertainty in these projects.

failure rates for organization II Stoelsnes et al., 
(2001) the original failure rates that are influenced 
by HOF were divided by 3 and to find the failure 
rates for organization III, the original failure rates 
were multiplied by 3. A value of 3 for the “failure 
 probability multiplier” represents half an order of 
magnitude, meaning that the difference in values 
between the organization that takes HOF very seri-
ously and the organization that does not take HOF 
very seriously was suggested in this analysis to be one 
order of magnitude. The risk analysis showed clearly 
the influence of the HOF and it could not be argued 
that the HOF estimates were over- emphasized as 
one order of magnitude worsening could well be 
realistic in case of an organization not taking HOF 
properly into account. One could, however, argue 
that a much wider range between the serious and the 
non-serious organizations would be several orders 
of magnitude. Reference is also made to Swain and 
Guttman, (1983) and to Kirwan, (1994).

We are of the opinion that there is a need to improve 
on the assessment of the failure probability multi-
plier. The selected number 3 (for the “failure prob-
ability multiplier range”) (as chosen by Stoelsnes et 

1 INTRODUCTION

In any Quantitative Risk Analysis, there exists 
a need to quantify failure rates. Stoelsnes et al., 
(2001) presented the results of three QRAs where 
three organizations were analysed:

  I:  An organization for which an original QRA 
was carried out for a specific marine transport 
project.

 II:  An organization that would take Human and 
Organizational Factors (HOF) very seriously, 
whereby a considerable reduction in probabili-
ties for failure (compared to organization I) 
could be introduced for all aspects where HOF 
could influence on the failure rate.

III:  An organization that would not take 
HOF particularly seriously (compared to 
organization I), whereby the failure rate would 
increase considerably for all aspects influenced 
by HOF.

The method used to assess the risk of failure 
for organizations II and III was to scale the fail-
ure rates used in the original estimate. To find the 
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al., (2001) is representing half an order of magnitude 
(as log10 3 = 0.4771), and we will review this selec-
tion and suggest a method for the determination of 
the “failure rate multiplier” in this paper. A key is to 
evaluate the uncertainty in the performance of the 
project-organization or the company’s organization 
being analyzed and to suggest a link between the 
 performance uncertainty and the failure rate multiplier 
for a selected failure rate multiplier range, n.

2 PERFORMANCE UNCERTAINTY 
OF A PROJECT OR AN ORGANIZATION

Stoelsnes and Bea, (2005) have presented a method 
for characterizing the performance of a project or 
an organization using three-point estimates and 
 triangular distributions (see Figure 1). This method 
is based on principles described in Stoelsnes, (2005); 
see also Bea, (2000). We should note that a project-
 organization could develop its own way of doing 
things, not fully adhering to the company’s procedures 
and culture. A proper company management system 
should, however, to a large degree ensure that projects 
adhere to the company procedures and culture.

We will suggest that the x-axis of the triangular 
distribution shown in Figure 1 could represent the 
performance uncertainty scale of  a project or an 
organization, where low values on the performance 
uncertainty scale could represent a high reliability 
project or organization Roberts et al., (1994), hav-
ing a low failure potential, and higher values could 
represent a poorer reliability project or organiza-
tion having a higher failure potential. The min 
value is representing the best score (lowest failure 
potential) of the project or organization, while the 
max value is representing the worst score i.e. a situ-
ation with low performance, a high failure potential 
with a tendency of an eroded management system. 
Typically one would use a scale between 1 and 10 
to describe the performance uncertainty, but other 
values might be selected.

In Figure 1 a triangular distribution is shown for 
this purpose as suggested by Stoelsnes, (2005). Dis-
tributions suggested by Lichtenberg, (2000) could 
also be used. For a more through discussion about 
project uncertainties, see Hetland et al., (2005).

In case of using of a triangular distribution char-
acterizing the performance uncertainty, the following 
equations for expected value, i.e. the average perform-
ance E(x) and the variance, σ2, are to be used:

E
mostlikelyl( )x

min max
=

+ +tlik lmostlikelyl
3

 (1)

Var mostlikelyl

mostlikelyl

( )x (min max

min mmostlikelyl in max

= = + +mostlikelyl

− ⋅

σ 2 2(minσσ 2 2max+
1

18

−− ⋅mostlikelyl max)  (2)

3 THE EVALUATION PROCESS AND 
THE ESTIMATE OF A PROJECT’S 
OR THE ORGANIZATION’S 
HUMAN AND ORGANIZATIONAL 
PERFORMANCE UNCERTAINTY, pU

To start the evaluation process i.e. evaluation of 
the performance uncertainty, a group of individu-
als has to be established and a minimum of infor-
mation has to be available. The evaluation process 
(the expert judgment) will be most efficient if  
expertise from all levels and areas that will play a 
role in the project or the organization are involved 
in the evaluation process Stoelsnes and Bea, (2005). 
Reference is also made to Lichtenberg, (2000).

Since the quality of such a processes and other 
analysis are largely dependent on the group, it is 
important to have good instructions on how to 
establish a group that will be able to deliver high 
quality results. The group must be balanced in 
relation to individual experience, number of opti-
mists and pessimists, specialists and generalists and 
others who may influence the evaluation process. 
All individuals in the group must have a common 
understanding of the organization or the project.

The number of participants in an evaluation 
process is furthermore of concern. The evaluation 
group will, in the beginning, be larger because it is 
important to involve key individuals from all lev-
els to establish the best possible structure and to 
surface and discuss all-important issues. It is also 
important to adjust the size of the group to the 
organization or the project that is to be analyzed 
and the precision that is sought. Therefore, the 
number of individuals in such a group is not fixed. 
A suggestion will be that the group will work best 
with 5–10 persons.

In addition to the criteria for establishing the 
group, the individuals in the group must fulfill the 
following criteria:

x

Min Most likely       Max 

p(x)
Triangular distribution 

Figure 1. Illustration of a triangular distribution that 
may be considered for characterizing the performance 
uncertainty potential (along the x-axis) of a project or an 
organization. The vertical axis is representing the prob-
ability of the performance uncertainty.
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• Credibility
• Integrity
• Good communication skills
• Able to be objective
• Knowledge of the organization or the project 

being analyzed
• Knowledge of the organization’s or the project’s 

surroundings

It could be considered to carry out two inde-
pendent assessments to reduce the uncertainty in 
the assessment process and to let the assessment 
teams coordinate their findings. Alternatively, the 
team could draw up different scenarios and pre-
pare a final weighed scenario. Before the evaluation 
group agrees on three-point estimates (Figure 1) it 
is necessary to define and quantify best score (min), 
most likely score (most likely) and worst score 
(max) scenario, reflecting the performance uncer-
tainty related to the project or organization. When 
these scenarios are defined, the three-point estimate 
can be given. This will represent the projects or the 
organization’s Human and Organization Perform-
ance Uncertainty. Table 1 illustrates a matrix that 
can be used in this evaluation process. 

In Figure 2 typical evaluation results of the per-
formance uncertainty (pU) related to three differ-
ent scenarios for a project or an organization are 
illustrated:

• B: represents the best scenario for a specific 
project or organization i.e. a project or organiza-
tion which will take HOF very seriously

• A: represents the average situation
• C: represents the worst scenario for a specific 

project or organization i.e. a project or  organization 
which will not take HOF very seriously.

It should be noted that the triangular distribu-
tion and the performance uncertainty ranges given 
in Figure 2 do not express extremely good nor 
extremely deteriorated organizations.

The identification of the performance uncer-
tainty, pU of a project-organization or a company’s 

organization should be the result of an evalua-
tion process, assuming that the recommendations 
from the group analysing the organization or the 
project would be incorporated, see distribution B 
of Figure 2. Furthermore, a worst-case failure sce-
nario for the organization or project could be iden-
tified: The project could virtually deteriorate, as 
envisaged by distribution C in Figure 2. In a sense 
this will visualize the potential of an organization 
or a project, see discussions of High Reliability 
Organizations, Roberts et al., (1994). Reference is 
also made to Trbojevic et al., (1996), for an assess-
ment of the risk in a project when evaluating the 
performance of the work in the Design Phase of 
an Offshore Project and to Oeien, (2001) for estab-
lishment of organizational risk indicators.

4 FAILURE PROBABILITIES IN PROJECT-
ORGANIZATIONS AND A COMPANY’S 
ORGANIZATION, A NEW MODEL

We will in this paper suggest that a project-
 organization or a company’s organization in case 
of improved Human and Organizational attention 
Roberts et al., (1994) would have the potential to 
reduce the probability of failure (as measured by 
the results from a Quantitative Risk Analysis) 
as compared to an “average” organization or an 
“average” project in terms of delays, cost-overruns, 
accidents or environmental damage. This could also 
apply to probability for loss of lives. The reduc-
tion in failure probability (the failure probability 
multiplier) could be a certain order of magnitude, 
say from half  an order of magnitude (divide by 
3 as log10 3 = 0.4771) and in some cases it might 
also be possible to envisage a reduction by up to 

Performance uncertainty, pU 

 2 3 4 5 6

   p 

B A C 

Figure 2. Suggested three triangular distributions for 
the performance uncertainty of three different scenarios 
for an organization or a project. A represents the average 
situation; B represents the best scenario of the project or 
organization while C represents the worst-case scenario.

Table 1. A suggested matrix for definition and 
 quantification of the three-point estimate.

Description and quantification of triple estimate

[Name of project or organization]
[Description of the project or organization]
[Description of 

best possible 
scenario, focus 
on possible 
opportunities]

[Description of 
most likely 
scenario]

[Description of 
worst possible 
scenario, focus 
on possible 
threats]

Best score (min):
[number]

Most likely score
(most likely): 
[number]

Worst score 
(max): 
[number]
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two orders of magnitude (divide by 100) when high 
attention to HOF are being incorporated.

Thus, we will suggest that the failure  probability 
multiplier (which is the number we could use as 
a multiplier in a quantitative risk analysis on all 
failures that are associated with HOF) might vary 
within the range [1/n to n] with 1, unity, as the basic 
value. We will typically consider values of n = 3 
(half  an order of magnitude) or n = 10 (one order 
of magnitude), see also Stoelsnes et al., (2001).

We will furthermore suggest to link the failure 
probability multiplier for the actual case considered 
with the performance uncertainty, pU, established 
through use of the three-point estimate by suggest-
ing that a value of the performance uncertainty of  
1 could correspond to a failure probability mul-
tiplier of 1/n, while a value of the performance 
uncertainty of 5.5 (the average value) corresponds 
to a probability multiplier of 1. Furthermore, a 
performance uncertainty of 10, representing a 
very poor project-organization or a poor company 
organization, would correspond to multiplying the 
failure probability multiplier by n, see Figure 3.

In Figure 3 let F be the failure probability mul-
tiplier and let pU be the performance uncertainty, 
thus:

log10 n = a ⋅ (pU) + b  (3)

Here: log10 1 = a ⋅ 5.5 + b = 0, log10 n = a ⋅ 10 + b 
and log10 (1/n) = a ⋅ 1 + b.

Solving this set of equations leads to:

log10F = {log10 n/4.5} ⋅ {(pU) − 5.5}  (4)

In Equation (4) the failure probability multiplier 
range, n, is typically √3, 3, 10, 30 or 100 (repre-
senting failure probability multiplier ranges from 

quarter of an order of magnitude to two orders of 
magnitude) and pU is the performance uncertainty 
that has been suggested to vary between 1 and 10. 
Similar equations could be developed for any other 
selected range of the performance uncertainty.

The choice of the failure rate multiplier range 
(n) is to be made by the team estimating the per-
formance uncertainty, as for example:

• n = 100: Failure rate multiplier range to be used 
in risk analysis where the risk has a large vari-
ability depending on human and organizational 
factors.

• n = 30: Failure rate multiplier range to be used 
in risk analysis where the risk in practice has a 
variability of one order of magnitude

• n = 10: Failure rate multiplier range to be used in 
evaluations for typical first generation projects

• n = 3: Failure rate multiplier range to be used in 
evaluations for the early phases of well defined 
projects

• n = √3: Failure rate multiplier range to be used 
in evaluations for later phases of well defined 
projects.

5 A GENERIC EXAMPLE

Let us consider a project-organization or the 
organization of a company that may be described 
by a performance uncertainty as sketched in 
 Figure 2. The definitions of the triangular per-
formance distributions are based on the general 
assessment of an average organization i.e. a rela-
tively good organization that does not stand up as 
an excellent or a poor one.

We choose to describe today’s situation by 
a triangular performance uncertainty distribu-
tion with ranges from 4 to 7 with an average of 
5.5, distribution “A” in Figure 2. We assume that 
the failure probability multiplier associated with 
the average value is F = 1.0 and that n = 3. The 
standard deviation, σ, calculated by using equa-
tion (2) is found to be equal to 0.613. Thus, the 
failure probability multipliers, F, associated with 
the lower and upper bound performance rates 
of  5.5 +/− 0.613 (values of  pU between 4.89 and 
6.11), are values of  F equal to 0.86 and 1.16, 
respectively.

In case the performance uncertainty is reduced 
in accordance with distribution B in Figure 2 to 
a three point estimate with ranges from 2 to 5 
and with a most likely value of  3, that is to the 
optimum (best) performance uncertainty of  the 
organization or project, an average value of  pU 
equal to 3.33 and a standard deviation of  0.624 are 
obtained. Then log10 F = {1/ 4.5} ⋅ (3.33–5.5) ⋅ log10 
3 =–0.23, whereby the actual failure probability 
multiplier) is reduced from 1 to 0.59.  Furthermore, 
the  failure  probability multiplier associated 

Failure probability multiplier, F 

1.                                  5.5                  10 Performance  

n

1

1/n

Figure 3. Suggested relation between the performance 
uncertainty, pU of an organization or a project (along 
the x-axis) and the failure probability multiplier, F for 
the project/organization in case of a failure probability 
multiplier range of [1/n to n].
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with the lower and upper bound performance 
uncertainty rates (defined by the standard devia-
tion) of  3.33 +/− 0.624 (which are between 2.71 
and 3.95) are values of  F equal to 0.51 and 0.69, 
respectively.

In case the performance is eroded (the perform-
ance of the organization or project is increas-
ing, for example if  the recommendations of the 
review team’s evaluation process are not taken 
into account) in accordance with distribution C in 
 Figure 2 to a three point estimate with ranges from 
4 to 8 and with a most likely value of 7, the aver-
age value is 6.33 and the standard deviation is 0.85. 
Then log10 F = {1/ 4.5} ⋅ (6.33−5.5) ⋅ log10 3 = 0.088, 
whereby the actual failure probability multiplier 
is increased from 1 to 1.225. Furthermore, the 
failure probability multipliers associated with the 
lower and upper bound failure performance rates 
of 6.33+/−0.85 (which are values between 5.48 
and 7.18) are values of F equal to 0.99 and 1.51, 
respectively.

Similar calculations can be made in case a value 
of 10 is chosen/estimated for the failure probability 
multiplier range, n. Table 2 summarizes the results 
of the analysis using the performance uncertainties 
as given in Figure 2 for n = 3 and n = 10. 

To compare failure probability multipliers, Fn 
associated with a failure probability range of 1/n 
to n and failure probability multipliers, Fm associ-
ated with a failure probability range of 1/m to m, 
one should use the following formula: Fm = (Fn)y, 
where y = log10m/log10n for the same triangular per-
formance uncertainty distributions (as for example 
those given in Figure 2).

Figure 4 shows how the deterioration of the 
performance uncertainty, pU, influences the fail-
ure probability multiplier, F. Note that an increas-
ing value of pU represents an increasing project or 

organizational deterioration. The model suggested 
in this paper does not lead to considerably larger 
values of F unless the performance uncertainty 
deteriorates towards the worse end of the perform-
ance uncertainty scale (pU values in the order of 8 
to 10). This is of course due to the suggested loga-
rithmic relation between pU and F. Thus, the worst-
case project scenario (distribution C of  Figure 2) in 
an organization having a large uncertainty range, 
would lead to the highest failure probability mul-
tiplier, F. The scenarios suggested in Figure 2 do 
not, therefore, involve the very high values of 
F (Table 2). A similar discussion is valid for the 
improved project performance situation, the largest 
effects on the failure multiplier rate, F, are not seen 

Table 2. Failure rates associated with different performance distributions as given in Figure 2.

Performance 
uncertainty 
distribution 
(see Figure 2) *

Failure probability multiplier, 
F associated with a failure probability 
multiplier range of 1/3 to 3 (half  an 
order of magnitude, n = 3)

Failure probability multiplier, 
F associated with a failure probability 
multiplier range of 1/10 to 10 (one order 
of magnitude, n = 10)

Average 
minus one 
standard 
deviation Average

Average 
plus one 
standard 
deviation

Average 
minus one 
standard 
deviation Average

Average 
plus one 
standard 
deviation

A (average). 
Average pU = 5.5

0.86 1.0 1.16 0.73 1.0 1.37

B (Best case scenario). 
Average pU = 3.33

0.51 0.59 0.69 0.24 0.33 0.46

C (Worst case scenario). 
Average pU = 6.33

0.99 1.225 1.51 0.98 1.53 2.37

* Note that the triangular distributions and the performance uncertainty ranges, pU, given in the Figure 2 do not 
express extremely good nor extremely deteriorated organizations.
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Figure 4. Failure probability multiplier, F (on y-axis), as 
function of the performance uncertainty pU (on x-axis) for 
different values of n, the uncertainty range for the failure 
probability multiplier (linear scale). Here the relation is 
given for: series 1, n =10, and for series 2, n = 3.
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unless the performance uncertainty approaches the 
lower values of pU, i.e. towards 2 and 3.

We note that the failure probability multipliers, 
Fn,, in principle should be applied in a  Quantitative 
Risk Analysis (QRA) to all basic events of the 
 relevant fault trees that are influenced by HOF. In 
the forthcoming examples we have, however, sug-
gested that we may apply the methodology and the 
multipliers to the top event of a societal infrastruc-
ture system and to costs and budgeting of large 
projects, respectively.

6 APPLICATION OF THE MODEL 
TO A QUANTITATIVE RISK ANALYSIS

For the application of this model in a quantitative 
risk analysis, there is a need for a careful evalua-
tion of a project or organization’s performance 
uncertainty, pU. This might be a considerable task 
to run in parallel with a QRA but let us assume 
that this is done in accordance with the evaluation 
process described above. Furthermore, the failure 
 probability multiplier range (n) must be deter-
mined/ assessed as part of the evaluation proc-
ess and the kind of project or organization being 
considered.

For a full QRA of e.g. a marine transport 
project, the different organizations involved in the 
transport might gain different performance uncer-
tainty distributions and different failure multiplier 
ranges. The failure probability multiplier (F) will 
therefore be different for the different organiza-
tions involved in the project. One could, for exam-
ple, imagine that the Company that has to carry 
out a marine transport can choose between two 
marine contractors, one with a very high safety 
standard (at a higher cost) and one with a more 
relaxed safety performance standard (offering a 
lower cost for the transport).

The failure probability multipliers, F, to be used 
on values in the fault tree, whenever organizational 
factors could influence the failure rate, will there-
fore be different for the two contractors. Further-
more, the company’s performance uncertainty 
range is also dependent upon the assessment of 
the contractors. The company will have a lower 
performance uncertainty in case safety and high 
marine standards are prevailing over cost cutting 
and relaxed standards with contractors. The high 
reliability organization will tend to choose the 
contractor emphasising on safety in the transport, 
thus reinforcing the tendency to a low risk value in 
the QRA.

Even where the Failure Probability Multiplier 
is one order of magnitude, associated with a fail-
ure probability range of 1/10 to 10, a triangular 
 distribution for performance uncertainty as given 

by (C) (the “Worst case scenario” in Figure 2), will 
not lead to a failure multiplier higher than 1.53. 
It should, however, be realized that there are more 
uncertainties in a project than those associated 
with the performance of the organization and that 
the distribution C still is not an extreme distribu-
tion reflecting that the safety culture has not dete-
riorated completely.

7 APPLICATION OF THE MODEL TO A 
SOCIETAL INFRASTRUCTURE SYSTEM: 
TRAFFIC SAFETY IN NORWAY WITH 
EMPHASIS ON FATALITIES CAUSED 
BY TRAFFIC ACCIDENTS

7.1 Predictions of the model in relation 
to Norwegian road traffic fatality rates

Based upon data presented by Norwegian officials 
Elvik, (1999), we will suggest there exists a half  
an order of  magnitude potential (failure rate mul-
tiplier of  3) for reducing the fatality rates in the 
 Norwegian road traffic. We include the estimated 
growth in traffic and also an estimated improve-
ment in attitude by the public and continuous 
investments by authorities in fatality reducing 
measures, like improved control of  the traffic 
situation and cars, lower speed-limits, higher fines 
for non-conformance (for example for refusal 
to use safety belts) and investments in improved 
roads (like for example increased introduction 
of  road lane division barriers). The estimate of 

Table 3. Annual number of fatalities 
in Norwegian road traffic, see Statistics 
Norway, http://www.ssb.no/vtuaar/.

Year
Annual fatalities in 
Norwegian road traffic

1994 283
1995 305
1996 255
1997 303
1998 352
1999 304
2000 341
2001 275
2002 310
2003 280
2004 257
2005 224
2006 242
2007 233
2008 255
2009 212
2010 123 (first half  year)
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In the case where the attitude towards safety in 
the road traffic erodes (distribution C in Figure 2), 
the worst case scenario could be described by the 
range in annual number of fatalities as follows: 
Fworst case = (300 ⋅ 0.99, 300 ⋅ 1.225, 300 ⋅ 1.51) = (297, 
367, 453). The average value is 367 fatalities annu-
ally, up from to-days value of 300. One could note 
that the model predicts that there could be an 
overlap between to-day’s range and the worst-case 
range that will make deterioration in attitude and 
erosion of the safety culture difficult to detect.

We could also consider a “zero-vision” fatal-
ity rate scenario that could be described by a best 
imaginable triangular distribution with min, most 
likely and max values of, say (1.5, 2.5, 4) and an 
average of 2.67. The associated failure probability 
multiplier would then become 0.5 and the fatality 
number would be 150.

The results of this exercise are given in Table 4. It 
must be noted that the results are depending upon 
the triangular distributions given in Figure 2.

It should be noted that the selection of the tri-
angular performance uncertainty distributions 
should be given more attention than in this paper 
where they are presented without a review team’s 
assessment. As suggested above, specialists in traf-
fic safety should be involved. The exercise carried 
out in this paper is more for illustrative purposes 
and as such does not pretend to represent an inde-
pendent review of the traffic safety potential on 
Norwegian roads.

The present day road traffic safety situation is a 
situation that is barely tolerable by society. A serious 
public program to reduce accidents on the roads is 
ongoing, however the driving experience by young 
people is low and the compulsory use of safety 
belts is not always respected.  Stavanger  Aftenblad, 
(2004) has for example presented an article sug-
gesting that 50 lives could be saved annually if  

half  an order of  magnitude potential for reduc-
ing the fatality rate could of  course be challenged 
and should in principle be the results of  a review 
team’s recommendations. Based on today’s pic-
ture with a fatality rate as given in Table 3, Statis-
tics  Norway, (2010), and assuming a basic figure 
of  300 fatalities annually, we will use the model 
described above to give an estimate of  how the 
performance uncertainty  triangular distributions 
suggested in Figure 2 will present lower and upper 
ranges for annual fatalities in Norwegian road 
traffic, respectively. While we argued that the fail-
ure probability multiplier, F, be used on the basic 
events in a fault tree, we here apply the multiplier 
to the top event, realizing that the total accidental 
picture in the society is composed of  several events 
where fatalities in traffic accidents is one of  these 
events. 

It should be noted that we also suggest that to 
day’s situation is characterized by an “average” per-
formance as shown by the middle triangular distri-
bution (A) given in Figure 2. The choice reflects 
the relatively high accidental rates in  Norwegian 
road traffic.

The range for the improved performance 
uncertainty distribution B in Figure 2 will give: 
Fbest = (300 ⋅ 0.51, 300 ⋅ 0.59, 300 ⋅ 0.69) = (153, 177, 207). 
As discussed below, this best estimate value of 177 
fatalities with a spread in value of –24+/30 may not 
be unrealistic, given an improved safety culture and 
considerable public investments.

The range if  today’s attitude prevails (distribu-
tion “A” in Figure 2) and with a low amount of 
public investments (static case) is found to be: 
Ftoday = (300 ⋅ 0.86, 300 ⋅ 1.0, 300 ⋅ 1.16) = (258, 300, 
348). The model predicts that we thus should 
expect between 258 and 348 fatalities annually 
when looking at a range of plus/minus one stand-
ard deviation.

Table 4. Estimated numbers of fatalities in Norwegian traffic based on different scenarios for performance 
uncertainty (pU).

Performance uncertainty distribution
(see Figure 2)

Number of fatalities for cases with Failure probability multipliers, 
F associated with a failure probability multiplier range of 1/3 
to 3 (half  an order of magnitude) 

Average minus one 
standard deviation Average

Average plus one 
standard deviation

A (average). 
Average pU = 5.5 258 300 348
B (Best case scenario). 
Average pU = 3.33 153 177 207
C (Worst case scenario). 
Average pU = 6.33 297 367 453
Zero vision fatality rate scenario. 
Average pU = 2.67 150
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safety belts were always used. Furthermore, public 
spending on safety upgrading of the roads is low 
and often only a reaction to serious accidents. One 
should also note the influence of slippery winter 
roads during the cold winter reason and some 
intentional accidents.

7.2 Official analysis of fatalities in Norwegian 
road traffic

The official analysis of fatality rates on Norwegian 
roads Elvik, (1999) suggests different strategies to 
reduce the number of fatalities in year 2012, see 
Table 5. 

The official strategy sets a goal of 180 fatalities, 
which is close to the result of 177 found by using 
the best estimate uncertainty performance distri-
bution. A zero vision strategy according to the 
official analysis will give 154 fatalities annually in 
year 2012 while the “zero vision” model d) above 
resulted in a number of 150 lives lost. Furthermore, 
our safety erosion distribution model suggests that 
the fatalities could increase to 367 while the official 
analysis suggests that the annual number of fatali-
ties could increase to 372 in absence of particular 
precautions.

7.3 Comparison between official Norwegian 
analysis and our model

As discussed above, our model correlates with 
several of the figures presented in the official 
 Norwegian analysis of the fatalities in Norwegian 
road traffic Elvik, (1999). In this respect it can be 
said that the model represents a good description 
of the true-life situation and that half  an order of 
magnitude failure probability reduction rate sug-
gested may represent a realistic view of the situa-
tion. It should be noted that no attempts have been 
made to fit the results to the official data and that 
all correspondence is by chance only.

8 APPLICATION OF THE MODEL 
TO BUDGETING AND COSTS 
IN MAJOR PROJECTS

The budgeting of large projects is characterized 
by use of experience data for preparing best esti-
mate budgets while incorporating general trends 
like improved working efficiency, marked availabil-
ity and competitiveness in the markets, as well as 
the organization’s learning from previous projects. 
Inflation and differences in exchange rates and 
price of raw materials (as for example for steel) 
must also be taken into account. The availability 
of modern and efficient technology could lead to 
cost savings. Improved working relations between 
the company and contractors could also give simi-
lar attractive results.

Going from the early project phases towards 
project approval increases the confidence in the 
technical solution and the uncertainty in the cost 
estimating can be reduced considerably through-
out the project planning phases. We will here sug-
gest that the company should aim at reducing the 
uncertainty in the cost estimate to a standard devi-
ation of +/−15% prior to final project sanction. We 
will also here suggest that the project’s budget is 
represented by the most probable cost estimate.

There may, however, be a pressure from the com-
pany management to reduce the project budget to 
a low level in order to obtain project approval from 
the company’s owners. In some cases the pres-
sure may even lead to an unrealistic low project 
budget.

In the further we will discuss a project with 
an established budget as could be given by the 
most probable triangular performance uncer-
tainty distribution AA of  Figure 5. Note that 
this distribution has a most likely performance 
uncertainty of  5.5, which is associated with a 
failure probability multiplier of  1. For the case of 
the discussion of  budgets (using the  terminology 

Table 5. Expected annual number of fatalities in Norwegian road traffic accidents in year 2012, given different 
 strategies for safety precautions as compared to the model suggested in this paper.

Case, suggestion for strategy to reduce number of fatalities

Estimated number 
of fatalities Elvik, 
(1999)

Estimates based upon 
the model presented 
in this paper

Basis for the analysis 300 300
No particular precautions 372 367
Continuation of ongoing traffic safety strategy 338
Measures taken in accordance with cost-benefit analysis. 189
Most cost efficient strategy 169
Zero-vision strategy (Lower speed limits, more control and 

increased requirements to car safety)
154 150

Max potential 124
Official goal for reduced fatalities in year 2012 180 177
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of  the  economists), we could rename the failure 
probability  multiplier by calling this term the 
budget multiplier.  Similarly we could rename 
the failure probability  multiplier range by 
calling this term budget multiplier range.

For the case of  budgeting, we will propose 
that the maximum reduction of  costs that could 
be envisaged as compared to the most probable 
estimate and assuming that there was no break-
through in new and completely different and more 
efficient technology, would be in the order of  a 
quarter of magnitude, that is a reduction in costs 
of  1/√3 = 0.58. Thus, the budget multiplier range 
(n = √3). This figure is approximately equal to the 
“Norsok” goal of  a reduction in costs of  North 
Sea projects to 60% of previous projects Norges 
Offentlige Utredninger, (1999), although it may 
be extremely difficult to reach this level of  cost 
reductions.

The lower and upper ranges of the triangu-
lar performance uncertainty distribution AA (3.7 
and 7, respectively) are for the case of the exam-
ple discussed in this paper adjusted to represent 
a +/−20% cost range, often considered in budget-
ing of projects. Note that the min and max ranges 
represent high confidence levels rather than the 
absolute extreme cost ranges. For the distribution 
AA, the standard deviation, σ, calculated by using 
Equation (2) becomes 0.675. Thus, the probability 
rates associated with the performance rates of the 
average value of 5.4+/−σ (which are values of pU 
between 4.725 and 6.075), are values of the budget 
multiplier (F) equal to 0.91 and 1.07 respectively, 
representing the standard deviation of the perform-
ance uncertainty. The standard deviation of the 
performance uncertainty does thus lead to a most 

expected range for the cost estimate between 91% 
and 107%. One should note that normal budgeting 
practice is to require a narrow most probable cost 
uncertainty range at project approval.

An assessment group should carry out an assess-
ment of the project and the conditions that applies 
for the execution of a specific project. Based on 
our best estimate of the potential for executing a 
project in an optimal way, we will suggest for the 
purpose of the example discussed in this chapter, 
that a realistic distribution could have min, most 
likely and max values of 2.5, 4.0 and 5.5, respec-
tively, distribution BB of Figure 5. The high value 
is represented by the original most likely value for 
the budget (distribution AA of Figure 5) while the 
new minimum value is representing a very ambi-
tious goal for the project budget. The most likely 
value is determined from a suggestion that the tri-
angular distribution is symmetrical due to lack of 
data. The budget multiplier ranges associated with 
this performance uncertainty distribution (BB) 
are respectively (0.69, 0.83, and 1.0). The most 
likely +/−one standard deviation values for the 
average budget multiplier of  0.83 are found to be 
0.77 and 0.90, respectively. In practice, we inter-
pret this result as a cost saving potential to a level 
of 83% with a range for the standard deviation of 
77% to 90%. This is the most expected range for 
the cost estimate. Any projects within the frame 
of references set which can operate within these 
budget frames are here suggested to be successful. 
In this respect we should note that large differences 
in costs caused by external factors as for example 
large changes in exchange rates and large increases 
in cost of materials are not included in the discus-
sion. Neither is the change to a completely new 
technology that could represent an even larger cost 
saving, but which also bears the potential for huge 
cost overruns.

Finally we will discuss the “stretching” scenario 
identified by the management. We assume that a 
cost reduction of 40% is “politically” set for the 
project at the end of the project’s Front End Engi-
neering Phase (FEED phase). This will relate to 
the triangular performance uncertainty distribution 
DD as given in Figure 5. The min and most likely 
values of the performance uncertainty are set to 1 
and 1.3, respectively. It could be expected that if  
this project gets out of control, the costs could well 
end up at the original cost estimate with a pU value 
of 5.5. When analysing this triangular distribu-
tion, we get min, most likely and max cost estimate 
 figures given by 58%, 60% and 100% of the original 
budget. A standard deviation of 1.4 represents a 
performance uncertainty range of expected value of 
2.6+/−one standard deviation, i.e. from 1.2 to 4.0. 
The associated value of the expected cost is 70% 
with a most expected cost estimate range from 59% 

Figure 5. Suggested triangular distributions for the per-
formance uncertainty of three different scenarios for the 
budgets of a project. AA represents the original budget 
and cost range, BB represents a realistic budget and cost 
range, while DD represents a “stretching” scenario” iden-
tified by management. DD could be considered unrealis-
tic by the project staff  and may cause lack of motivation 
of the project staff. It should be noted that these distribu-
tions are taken for the case of illustrating.
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to 83%. A budget reduction by 40% to 60% of the 
original estimate is thus not likely to be achieved.

Table 6 summarizes the discussion of the 
 budgeting and the cost ranges. Note that the dif-
ferent triangular performance uncertainty distribu-
tions represent the original budget with associated 
cost range (distribution AA), a realistic distribu-
tion (BB) and an unrealistic distribution (DD). The 
budget values are given by the most likely values of 
the respective triangular distributions.

With reference to recent projects on the 
 Norwegian Continental Shelf  [7] a major project 
budgeted in accordance with distribution AA at 
an original budget of  100% had to adapt budget 
strategy in line DD with a new budget equal to 
60% of the original. The new budget proved unre-
alistic and the project had a cost overrun of  45%, 
to 60% ⋅ 1.45 = 87% of the original budget. In 
order to improve on the economy of the project, 
the final costs, however, included investments in 
 technology to produce additional hydrocarbon 
products. A stretching goal would most likely have 
caused an overrun of  70/60 = 17% with a possible 
overrun of  83/60 = 38%. The additional invest-
ments to 87 % of the original budget ensured, 
however, high early project income and a success-
ful project economy.

While the original budget of 100% was actu-
ally reduced to 87%, that is a cost saving of 13%, 
even when investing in additional technology to 
improve on the income in the project, the project 
was disgraced by formally having a cost overrun 
of 45% compared with the approved budget, as the 
budget was unrealistic low.

Considering the above discussions, a cost  saving 
in projects of 17% to a cost of 83% of budget may 
be within reach for projects with good control 
and within “high reliability organizations”. It is 
 possible that even higher savings can be obtained 
by setting “stretching” goals for the projects; 
 however, apparent “cost overruns” are very diffi-
cult to disseminate to the company owners and the 
general public. For the case of a suite of projects, 
see  Hetland et al., (2005).

While analysing costs, it should be noted that an 
evaluation group as called for to assess the project 
should prepare the best budget for the project. This 
has not been done in this paper and more accu-
rate results could have been obtained with the help 
of an evaluation group consisting of knowledge-
able members as suggested in Stoelsnes and Bea, 
(2005).

Since most project tasks are influenced by general 
conditions i.e. predictable and  unpredictable inter-
nal, external and technical conditions  Stoelsnes, 
(2005), the evaluation group should consider also 
these conditions when carrying out budgeting of 
large projects. Ta

bl
e 

6.
 

R
an

ge
s (

in
 %

) a
ss

oc
ia

te
d 

w
ith

 d
iff

er
en

t p
er

fo
rm

an
ce

 u
nc

er
ta

in
ty

 d
ist

rib
ut

io
ns

, s
ee

 F
ig

ur
e 

5.

Pe
rf

or
m

an
ce

 u
nc

er
ta

in
ty

di
st

rib
ut

io
n.

 (s
ee

 F
ig

ur
e 

5)

B
ud

ge
t m

ul
tip

lie
r (

F
) a

ss
oc

ia
te

d 
w

ith
 a

 b
ud

ge
t m

ul
tip

lie
r r

an
ge

 (n
) o

f 
1/

√3
  (

qu
ar

te
r o

f 
an

 o
rd

er
 o

f 
m

ag
ni

tu
de

) t
o 

√3

A
ve

ra
ge

 m
in

us
 o

ne
 

st
an

da
rd

 d
ev

ia
tio

n
A

ve
ra

ge
 (M

os
t 

lik
el

y 
co

st
s)

A
ve

ra
ge

 p
lu

s o
ne

  
st

an
da

rd
 d

ev
ia

tio
n

B
ud

ge
t (

M
os

t l
ik

el
y 

va
lu

e 
of

 
tr

ia
ng

ul
ar

 d
ist

rib
ut

io
n)

A
A

 
pU

 =
 5

.4
91

99
10

7
10

0

B
B

 
pU

 =
 4

.0
77

83
 9

0
 8

3

D
D

 
pU

 =
 2

.6
59

70
 8

3
 6

0

SAFERELNET.indb   176SAFERELNET.indb   176 10/30/2010   4:29:44 PM10/30/2010   4:29:44 PM



177

9 CONCLUSIONS

We have in this paper introduced the term 
“performance uncertainty” of a project- organization 
or the organization of a company and estimated 
this uncertainty by use of triangular  distributions. 
The process of carrying out the estimation of the 
 triangular distributions could be rather cumbersome 
and would involve a specialist review team.

Furthermore, we have introduced the concept 
of “failure (or budget) probability multiplier” to 
be used in a risk analysis and suggested an ana-
lytical correspondence between the performance 
uncertainty and the failure probability multiplier. 
In doing so, the specialist review team select a fail-
ure probability multiplier range.

The model has been applied to a societal 
infrastructure system, the annual fatality rate in 
 Norwegian road traffic and to costs and budgeting 
of a large offshore project. Interesting compari-
sons with other models and actual cost data have 
been found, respectively. We will suggest that the 
model could be used in quantitative risk analysis to 
estimate the failure probability multiplier, taking 
Human and Organizational Factors of a project-
organization or the organization of a company or 
a project into account.
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Overview of structural reliability methods

T. Vrouwenvelder & H. Karadeniz
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ABSTRACT: In the past decades an impressing and useful set of operational methods for probabilistic 
structural analysis has been developed. The paper provides a structured discussion of these methods and 
indicates the various fields of application. The Level II time-independent component-reliability methods 
(FORM/SORM) are summarized first. Consequently, the Level III reliability methods are presented 
briefly. Then, time-independent system reliability methods are outlined for parallel and series systems. 
For complex reliability problems, techniques of the SFEM are summarized. Regarding time- dependent 
reliability methods, attention is given to the transformation of time dependent failure modes into a 
 corresponding time independent mode for load combination models, for which the Turkstra’s rule and 
Ferry Borges-Castanheta load model are highlighted. Having outlined the outcrossing approach for both 
 discrete and continuous processes with lower and upper bounds of a time-interval failure-probability, 
some examples are presented for demonstration purposes.

uncertain  parameters are modelled by mean values, 
 standard  deviations and correlation coefficients. 
This method uses approximations of the failure 
surface to a  hyper-plane or quadratic surfaces at 
design points. The Level III method is the most 
accurate one, in which uncertain quantities are 
modelled by their joint distribution functions and 
the probability of failure is directly calculated from 
the probability integral.

In the reliability analysis it is very important to 
consider the system as a whole. Failure of a com-
ponent may cause hazards to some other compo-
nents, and even it may or may not lead directly to 
failure of the system. Some methods are specially 
intended to deal with those system effects. Finally 
reliability methods can also be categorized as being 
time-independent and time-dependent. Most reli-
ability methods are developed for time-independ-
ent system. In many cases, reliability aspects are 
time dependent due to continuous degradation 
of resistance of the structure through corrosion, 
fatigue, etc. or due to fluctuating loads in time. 
Time-independent reliability methods receive con-
siderable attention in practice since they are also 
encountered in more realistic time-variant reli-
ability analyses and in some cases time-dependent 
failure modes are transferred into a corresponding 
time-independent mode.

This paper presents a summary of the overview 
of the most important state of the art methods 
(Karadeniz and Vrouwenvelder, 2006). Emphasis 
will be on system analysis and time-dependent 
methods.

1 INTRODUCTION

In order to minimize losses of lives, economical 
losses and other undesirable social effects due to 
structural failures, the lifetime performance of a 
structure must thoroughly be considered at the 
design stage. This requires a good knowledge about 
the environmental properties and actions, structural 
materials used, degradation processes and struc-
tural design methods. In traditional design meth-
ods, a deterministic code-based approach is used. 
The large scatter and uncertainty, however, ask for 
a probabilistic approach, or at least a probabilis-
tic background. Basic provisions for probabilistic 
analysis can already be found in a number of codes 
e.g. Ditlevsen and Madsen (1996), ISO 2394 and 
EN Eurocode (1990). Basis of Structural Design. 
More detailed information on probabilistic models 
is given in the JCSS Probabilistic Model Code.

Methods of the reliability calculation can be 
found in a number of textbooks, see e.g. Ditlevsen 
(1981), Thoft-Christensen and Baker (1982), 
Ang and Tang (1984), Madsen et al., (1986), 
Thoft-Christensen and Mourotsu (1986), Ditlevsen 
and Madsen (1996), Melchers (1999), which also 
provide guidance on the practical application of 
reliability methods. In general, reliability methods 
are categorized in three levels as being Level I, II 
and III. The simplest method is Level I, in which 
uncertain parameters are modelled by design 
values. In this paper we will disregard the level I 
methods. A more realistic, but still approximate 
method, one is the Level II method, in which 
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2 TIME INDEPENDENT METHODS 
FOR COMPONENT RELIABILITY

The failure probability of a structural component 
with respect to a single failure mode can formally 
be written as:

P f x dxddf XP ff
g ≤

∫ ( )x
( )x 0

 (1)

where X is the vector of basic random variables 
and g(x) is the limit state function, fX (x) is the joint 
probability density function of the vector X. The 
domain g(x) < 0, is called the failure domain and 
g(x) = 0 is the failure surface. Eq. (1) requires a 
multi-dimensional integration of which the dimen-
sion equals the number of basic random variables. 
An important class of limit states is that, in which, 
all variables are treated as time independent, either 
by neglecting time variations or by transforming 
time-dependent processes into time-invariant vari-
ables. The methods commonly used to calculate 
Pf are outlined below. After Pf is calculated, the 
reliability index can be obtained from the inverse 
transformation,

β = −Φ −1(Pf) (2)

where Φ −1(.) is the inverse of the standard normal 
cumulative distribution function.

2.1 Level II reliability methods

Level II methods essentially are based on am 
approximation of the hyper plane g(x) = 0. Usually 
the procedure is performed after a transformation 
of the X-variables to a set of  independent 
 standard normal variables U  (Hohenbichler 
and Rackwitz, 1981; Ditlevsen, 1981). The 
transformation-operation is denoted by U = T(X). 
The calculation methods based on  linear 
approximation are known as the “First Order 
Reliability Methods (FORM)”. Hasofer and Lind 
(1974) have shown that the reliability index β is the 
minimum distance from the origin to the failure 
surface in the U-space. Hence, the Hasofer-Lind 
reliability index (βHL) is defined as,

βHL = min(UTU)1/2 (3)

where U is on the failure surface. In order to find 
this minimum it may be necessary to use several 
(random) starting points. If  more local minima 
are found one may combine the results in the 
same way as it is done in a system analysis (see 
section 3). For heavily non-linear failure function, 
the FORM methods may not be adequate to find a 
correct failure probability. In such cases, a second 

order (parabolic) surface is fitted to the non-linear 
failure surface at the design point (Fiessler et al., 
1979, Breitung, 1984, Der Kiureghian et al., 1987, 
Tvedt, 1983, Tvedt, 1990), which is the basis of the 
Second Order Reliability Methods (SORM). This 
is a relatively complicated process and computa-
tionally more time consuming. Breitung (1984) has 
used an asymptotic approximation and derived the 
failure probability in terms of the FORM reliabil-
ity index (Hasofer and Lind reliability index, βHL) 
as to be,

PfAP HL
j

n
≈ ( )HL j

−

=

−

∏Φ(−
/

βHL ( H−∏)HLH j
1 2/

1

1
 (4)

in which the subscript A denotes asymptotic 
approximation, n is the dimension of the U-space 
and Kj, where j = 1 to (n – 1), are the main curvatures 
of the failure surface at the design point. A better 
form of PfA can also be obtained from Tvedt (1990) 
as presented in Rackwitz (2001).

2.2 Level III reliability methods

The failure probability with respect to a single 
 failure mode is calculated from the probability 
integration given by Eq. (1). Calculation of this 
integration requires that the failure surface and 
the joint probability density function of X, fX(x), 
are known. Direct calculations of the failure 
 probability from this integration are called as the 
Level III  reliability methods, which are  considered 
to be exact. The well-known methods herein 
are: a)  Analytical Integration (AI), b) Numerical 
 Integration (NI), and c) Monte-Carlo Methods 
(MC). The first two methods are straight forward 
and need no further discussion. Their practical 
field of application, of course, is limited. The basic 
idea behind MC methods is that random values of 
the basic variables (vector X) are sampled and the 
number of samples falling into the failure domain 
is identified, i.e. if  Nf is the number of samples  sat-
isfying the condition that g(x) ≤ 0, then the failure 
probability, Pf, is estimated from:

Pf
–  = Nf /N ≈ Pf (5)

which is a sample mean, N is the total number of 
samples. This estimator of the failure probability, 
i.e. Eq. (5), can also be written as,

P
N

I xfP
i

N
=

=
∑1

1
( (g ))  (6)

where I(⋅) is a failure domain identifier, which equals 
1 in the failure domain and 0 in the safe domain, 
i.e. I(g(u)) = 1 if  g(u) ≤ 0 and I(g(u)) = 0 if  g(u) > 0. 
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This sample mean converges to the true mean, Pf, 
as the number of samples increases. Based on the 
law of large numbers, it can be shown (Hines and 
Montgomery, 1980, Ayyup and Haldar, 1985) that 
the variance of the estimator Pf

–  is,

σ Pσ f
f

P Pf N2σσ = Pf ( )fPf1 /  (7)

which is inversely proportional to N. Thus, for 
a small value of N the estimation of failure 
probability may be subject to a considerable uncer-
tainty. To reduce this uncertainty to an acceptable 
level a large number of simulations are required. 
For a given target coefficient of variation of the 
failure probability V(Pf), i.e. V Pf P fP

fP( )PfP /PP= σP , the 
minimum required number of samples N can be 
calculated from Eq. (7) as stated by,

N > [(1/Pf–1)/V 2(Pf)] (8)

In this statement, since Pf is unknown. The 
worst case is Pf = 1/2, which maximizes the vari-
ance of  estimator (σ 2/Pf), may be used. In this 
case, N > 1/V 2(Pf) can be obtained. The  efficiency 
of the direct MC method depends on the 
 magnitude of the failure probability, e.g. smaller 
failure probabilities, which usually appear in struc-
tural reliability, require larger numbers of samples. 
Since the probability of failure is small, most of 
sample values are wasted and therefore the direct 
MC method becomes inefficient in the reliability 
calculation. This drawback of MC method can be 
overcome by generating samples on the base of a 
different probability density function so that a large 
number of outcomes fall in the failure domain. This 
technique is called as Importance sampling and the 
related probability density  function (Importance 
sampling density), is indicated as hX(x). The  failure 
probability given by Eq. (1) can be rewritten as, 
without loosing the generality,

P x dxddf XP X
g

[ ]f x h xXff X x
≤

∫ x hXh (hXh )
( )x 0

 (9)

Then, the estimator of the failure probability 
can be given as, in the light of Eq. (9),

P
N

I xfP
i

N
= [ ]f x h xX Xff

=
∑1

1
( (g xx hXh  (10)

in which the samples are based on the density 
function hX(x), instead of the density function 
of basic variables fX(x). The efficiency of this 
technique depends on the selection of hX(x). 
 Importance sampling is generally recognized as 
the most efficient variance reduction technique. 

A successful choice of hX(x) yields reliable results 
and reduces  significantly the number of simulations, 
on the contrary an inappropriate choice  produces 
 inaccurate results. Other  variance reduction 
 techniques are also available as a) adaptive  sampling 
and b) conditional expectation techniques. 
 Adaptive sampling technique updates sampling 
density dynamically as the simulation proceeds 
(Karamchandani, 1987, Bucher, 1988).  Conditional 
expectation technique consists of Directional 
 Simulation, which is recommended for convex 
safe sets, (Bjerager, 1988) and Axis-orthogonal 
 Simulation techniques, which is recommended for 
convex failure sets, (Bjerager, 1989, Hohenbichler 
and  Rackwitz, 1988).

3 TIME INDEPENDENT METHODS 
FOR SYSTEMS RELIABILITY

System reliability assessment may be performed 
directly or as a follow up of a set of single 
component or mode analysis. In the first case one 
may use Numerical Integration or Monte Carlo 
methods. In many cases it may be profitable to 
start with an analysis of individual components 
and combine the results afterwards to obtain the 
system failure-probability. The system may be a 
parallel, a series or a combination of them. It may 
be clear that the methods of the parallel and series 
systems are sufficient to solve the problem of the 
combined system. For a complex structural system, 
the direct application of the FORM/SORM and 
Monte Carlo techniques are either excessively time 
consuming or the failure function is  generally not 
available explicitly in the closed form. The response 
is computed by using a numerical procedure such as 
FEM, in which case the derivatives are not readily 
available and each evaluation of the implicit failure 
function is time consuming.  Several computational 
approaches can be used for the reliability  analysis 
with implicit failure functions in the form of 
Stochastic Finite Element Method (SFEM). These 
items are briefly outlined in the following.

3.1 Parallel system

A parallel system fails when all of the  potential 
 failure modes fail. The probability of failure 
of a parallel system may be evaluated from the 
intersection of  the probabilities for the individual 
events as stated by, for m components,

P P PfsP yss j

m

j

m

j= ∩P ⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥⎦⎦

= ∩P ⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦=1 1j j⎦⎦⎦ ⎣⎣⎣ =j⎦ ⎣

( )FjFj ( )Z jZ ≤ 0  (11)

where, Fj is the event corresponding to the fail-
ure of the jth. component. By describing this 
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event in terms of a limit state function Zj as 
P[Fj] = P[Zj ≤ 0] ≈ Φ(−βj), where βj corresponds 
to the FORM reliability index. As a first-order 
approximation the system failure probability is 
presented by,

PfsP yss m= Φ [− ]
�
β ρ;; ]]�  (12)

where Φm[⋅] is the multi-variate standard 
 normal distribution function, 

�
β  is the vector 

of   component reliability indices and �ρ  is the 
 correlation matrix between safety margins with 
elements of  ρ α αijρρ iαTαα jα� �T , where i,j = 1,2,3, … m. 
The vectors, 

�α iα  and 
�α jα , contain sensitivity factors 

corresponding to the ith. and jth. safety margins. 
For the evaluation of  Pfsys from Eq. (12) the 
method by Hohenbichler and Rackwitz (1981) 
may be used with the Rosenblatt transformation. 
In some cases, e.g. for a large number of  com-
ponents, evaluation of  Pfsys becomes too cumber-
some. In this case, failure probability-bounds 
may be used. Improved bounds may be sated as,

P P MinMM Pi
i

m

fsyss
j k

m

j k( )FiFF ( )F Fj kF FF
= =

∏ ≤ PP ⎡⎣⎡⎡ ⎤⎦⎤⎤
1 1

 (13)

where the lower bound corresponds to  uncorrelated 
events. More refined and complicated bounds can 
be found in, e.g. Thoft-Christensen and Mourotsu 
(1986), for more details, see Karadeniz and 
 Vrouvenwelder (2006).

3.2 Series systems

The probability of failure of a series system may 
be evaluated from the union of  the probabili-
ties for the individual events as stated by, for m 
components,

P PfsP yss
j

m

j= ∪P ⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦=1

( )FjF  (14)

and the corresponding first-order approximation 
is given by,

PfsP yss m≈ −1 Φ [ ]
�
β ρ;; ]]�  (15)

where Φm[⋅], 
�
β  and �ρ  are the same as defined in 

the case of parallel system. Simple bounds of series 
system are rather wide, especially for large m, in 
which case second-order linear bounds (Ditlevsen 
bounds, Ditlevsen 1979) may be used, which are 
given by,

P max P P Pj jP k
k

j

fsP yss
j

[ ]F ( )Fj ( )F FjF kFF ,1FF
1

1

0P(FF+ max
⎡

⎣
⎢⎢
⎡⎡

⎢⎣⎣
⎢⎢

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

⎫
⎬
⎪⎫⎫
⎬⎬
⎭⎪
⎬⎬
⎭⎭

≤
=

−

=
∑

22

1
2

m

fsyss j
k j

j k
j

m
P Pfsyss P max P

∑

∑≤ P max P⎡⎣⎡⎡ ⎤⎦⎤⎤
⎧
⎨
⎧⎧
⎩
⎨⎨

⎫
⎬
⎫⎫
⎭
⎬⎬

=
[ ]1[ ]FF1 ( )jFj ( )j kF Fk∩jFj

 
(16)

The narrowness of these bounds depends in 
part on the ordering of the events. From experience, 
it is a good choice to arrange the failure elements 
according to decreasing probability of failure, 
i.e. P[F1] ≥ P[F2] ≥ …. ≥ P[Fm]. These bounds are 
much narrower than the simple first-order linear 
bounds.

3.3 General systems

In many cases of the practice, e.g. for complicated 
structures, the failure function is generally not 
available explicitly in the closed form. The 
response is computed by using a FEM. Several 
 computational approaches can be used for the 
reliability analysis with implicit failure functions. 
The main approaches herein are Perturbation 
Techniques and the Neumann expansion solution. 
For elastic-plastic calculations of frame structures 
the branch and bound techniques may be used 
(Murotsu, 1983, Thoft-Christensen and Murotsu, 
1986). A generally useful tool is the Response 
 surface technique.

3.4 Response surface method

Response surface method deals with constructing 
a polynomial closed-form approximation, g∧ ( )x , 
for the exact failure function g(x), through a) a few 
selected deterministic analyses, b) regression analy-
sis of these results. In practice, quadratic functions 
are used as,

g g

g a a x a x x
i

N

ii i
i

N

ij i jx
j j i

N

i

( )x ( )x

( )x

≈

= +a +a xii
= =i ≠j
∑ ∑a xi ix + ∑

∧

∧
0

1

2

1 1ji
∑

=

N

TV T a( )x ⋅ 

(17)

where the coefficients, aT = {a0, ai, aii, aij}, are to 
be determined and the vector V(x) is defined as 
VT(x) = {1, xi, xi

2, xi xj}. To build the response 
surface a limited number of evaluations of the fail-
ure function, e.g. by using FE runs, are required. 
Then the reliability analysis can be performed by 
means of this analytical expression. The unknown 
coefficients, aT = {a0, ai, aii, aij}, are determined by 
using the least-square method. After choosing a 
set of fitting points, {xk, k = 1, …, NF}, where NF 
is the number of fitting points, which is known as 
the experimental design, the exact values yk = g(xk), 
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are calculated, e.g. using a FE procedure. Then, 
 minimizing the error with respect to the vector, a the 
unknown coefficients are calculated. Having deter-
mined a response-surface failure-function, g∧ ( )x , 
a standard reliability procedure can be applied to 
calculate the failure probability or the reliability 
index. This method could be inadequate for highly 
non-linear failure function. Also, the closed form 
expression obtained from the regression analysis is 
valid only within the range of the selected values 
of random variables and extrapolation beyond the 
range can be inaccurate.

4 TIME DEPENDENT METHODS

Due to fluctuating loads or degrading mechanisms 
on the resistance side, reliability aspects will be 
time dependent. The instantaneous or point in time 
failure probability at time t in those cases is for-
mulated as,

P P X t
f dxdd

fP

Xff
g t t

( )t ( )t ,
( )t

{ [g{ [ ] }
[ ]X t( )t( )t

[ (X ), ]

X t)t ,= P [g ]
=

≤
∫

0

 (18)

where g[X(t)] is a time-dependent limit state 
 function. Here, interest often lies in estimating the 
probability of failure over a time interval of
[0,tL], i.e.

P{g(X(t),t) ≤ 0 for at lest one t in [0,tL]} (19)

This probability could be obtained by integrating 
Pf (t) over the interval [0,tL], keeping in mind that 
the process X(t) is correlated in time. Herein, the 
probability distribution of interest for loads is the 
lifetime maximum and for resistance is the lifetime 
minimum. There are different load models used in 
time dependent system reliability methods. Some 
typical models are continuous differentiable proc-
esses, random sequences, pulse processes with 
random intervals, rectangular wave process with 
random intervals, and so on. The time-integrated 
approach is based on the concept of applying a 
one-parameter loading system to the structure at 
regular intervals in time. The failure probability 
of the structure may be considered as a function 
of the number of statistically independent loading 
applications to cause failure (Freudenthal, et al., 
1966). In practical situations, more than one load 
system may act, and usually the load systems are 
assumed to be independent. Additionally, the peaks 
of different load processes usually do not coincide. 
In this case, approximate methods may be applied 
to calculate failure probabilities as briefly outlined 
below.

4.1 Transfer into time independent systems

This situation is present when individual time-
varying variables, p(t), can be modelled by the 
distribution of the maximum value within a given 
reference period tL rather than the point-in-time 
distribution, i.e., X t

tL[ , ]
{ (p )}.

0
 For  continuous 

processes, the probability distribution of the 
 maximum value is often approximated by one of 
the asymptotic extreme value distributions. This 
means that a random variable model replaces a 
random process model, which allows the appli-
cation of time-invariant reliability principles. 
However, in practice, more load systems may 
be present simultaneously, and usually they are 
assumed to be independent. Perhaps the most 
important observation is that each action will 
unlikely reach its peak lifetime value at the same 
moment in time. Thus, considering multiple load 
processes, p1(t), …, pn(t), in 0 ≤ t ≤ tL, acting simul-
taneously, the combined effect may be expressed as 
a linear combination p1(t) + … + pn(t), and then the 
random variable will be X t p

t n
L

t
[ , ]

{ (pp ) ( )t }
0 1  

which is rather difficult to treat. In those cases 
Turkstra’s rule  (Turkstra and Madsen, 1980) is 
often used to  estimate the failure probability from 
the maximum:

X t p
t

i jt p
j

n

L

tt
⎛

⎝

⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠=
∑

[ , ]
{ (pipi )} ( )t

0 1  
(20)

where i = 1, ... , n; j ≠ i
This rule suggests that the lifetime maximum of 

the sum of independent load processes is obtained 
as the maximum of (maximum of one load proc-
ess, say i, in the interval [0,tL] and sum of values of 
the rest at the time when the load process i attains 
its maximum). One other approximation is the 
Ferry Borges-Castanheta (FBC) load model (Ferry 
Borges and Castanheta, 1972), which is generated 
by a sequence of independent identically distrib-
uted random variables, each acting over a given 
time interval. The total period tL is made up of 
ni repetitions, ni = tL/Δti, for the load process pi(t) 
where i = 1, ..., n (n: number of loadings). Then, the 
probability distribution function of the maximum 
value in [0,tL] for the load process pi(t) is given by 
F F

tL
i i

i

pi p iFF
i

n
maFF x ( )xix ( )xix= ⎡⎣⎡⎡ ⎤⎦⎤⎤  where Fpi(xi) is the proba-

bility distribution function of pi(t) at a point in time, 
for details see Karadeniz and Vrouwenvelder (2006).

4.2 Outcrossing approach

An exact general expression for the failure 
 probability in a time interval (0,t) can be derived 
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from integration of the conditional failure rate h(τ)
as given by,

P h dfP
t

( , ) exp ( )t)
0

−⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦∫0

τd) ⎤⎤  (21)

Since Pf (0,t) is equal to the distribution func-
tion, FT(t), of  the first passage time t, the prob-
lem is also referred to as a first passage problem. 
Cramer and Leadbetter (1967) showed that 
if  the random  vector process X(t) of  a given 
time-dependent-limit-state function, g[X(t)], is a 
sufficiently mixing process, Pf (0,t) may be approxi-
mated by replacing the  conditional failure rate h(τ) 
by the outcrossing rate v(τ), i.e.,

P d

P g
f TP

t
( ) (T ) exp ( )

( ) lim
[ ]X ( )

t tt) (FTFF )
0

0

tFFF ) −⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

=

∫0

→

ν ( )( ) τ ⎤⎤

ν ( )( )
))

with

Δ

>>>( )0≤0 ∩ g[ ]+
Δ

 
 (22)

If  the failure at the start (t = 0) is considered 
 separately as being Pf (0), then it can be stated 
that,

P df fP f
t

( (f) ( ) exp ( )[ ]f (f )0tt) (Pf (PfP
0

PfP )(PfP −⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

⎛
⎝
⎛⎛
⎝⎝

⎞
⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞∫0

ν ( )( ) τ ⎤⎤  (23)

A useful information herein is the upper bound, 
which can be stated directly from Eq. (23) as

P P df fP
t

( (f) ) ( )tt) PfP
0

PP⎡
⎣⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦∫0

τ( τ ⎤⎤  (24)

The upper bound is widely used, as it is close to 
the exact result for small probabilities, but rather 
conservative for larger probabilities. Without 
details, see Karadeniz and Vrouwenvelder (2006), 
in the context of FORM, the lower bound can be 
stated as 1 0( )⎡

⎣
⎡⎡ ⎤

⎦m f( )⎦ 0
�
β )� ()⎤ f)⎦β )� , )t  where 

�
β  is the 

vector of component reliability indices and �ρ  is 
the correlation matrix between safety margins as 
defined in Eq. (12).

For differentiable scalar processes, the 
 outcrossing rate can be found by using the 
 derivative process, which was originally proposed 
by Rice (1945), as given by,

νa xν xx fx x dx+ν
∞

= ∫ �f � ( ,a( )
0

 (25)

where fxxff � ( )  is the joint probability density func-
tion of the process X(t) and its derivative process. 
In this case, the limit state function is considered 
to be g(X) = a − X(t), thus the failure occurs when 

X(t) ≥ a in (0,t), where a is a level (barrier). For 
a stationary Gaussian process, X(t), this may be 
 elaborated to,

ν
πσ

β

β

+ν ′′

= −

( ) ( ) exp( / )

exp( / )

R= −)

T

Xσ XXR
1

2
β−) exp( /

1

2βββ

0TT
2ββ  (26)

where T0 is the mean zero-crossings period, 
(β = a-μX/σX) and ( )R d′′ dXXR XX( ) ( ) /d= RXXR) ( τ2 2

g pg p
R dR ττ  

in which RXX(τ) is the correlation function of 
the  process X(t). The mean value μx, standard 
 deviation σx and the mean zero-crossings period 
T0 are  calculated by using spectral analysis in the 
frequency domain for linear systems.

For the nonlinear system a time domain  analysis 
needs to be carried out. In this case, response 
 outputs are obtained as being discrete time signals. 
Then, their correlation functions are calculated and 
the Fourier transform of  the correlation  functions 
produces their spectra.

5 EXAMPLES

5.1 Series system

In this example we consider a frame structure  having 
rigid plastic but fully ductile material  properties. 
Using the Virtual Work Approach we may formu-
late the limit state functions given by Eq. (27) for 
the three mechanisms shown in Figure 1.

M X X X X X h
M X X X X h X h
M X X X X h

1 1MM 2 4X 5 6X XX
2 1M 3 4 5 6X XX 7XX
3 2MM 3 4XX 7XX

2 2XXX
2

+X1XX +X4X
+X1XX +X4X X h
+X2X −X4X

 (27)

The height of the structure is deterministic 
and equal to h = 5[m]. For the random loads and 
cross sectional bending capacities the design data 
are as given in Table 1. First, a FORM analysis is 
 performed for each mechanism of which the results 
are presented in Table 2.

The elementary simple lower and upper bounds 
can now be calculated as 3.36 10−3 ≤ Pf ≤ 5.64 10−3. 
Using ρij = ∑αikαjk we may calculate the correlation 
matrix for the three limit state functions:

R
symm

=
⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢⎣⎣
⎢⎢

⎤

⎦

⎥
⎤⎤

⎥
⎥⎥

⎥⎦⎦
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1 000
0 841 1 000
0 014 0 536 1 000

. .symm000
. .841 1
. .014 0 .

 (28)

Based on Ditlevsen bounds (Ditlevsen, 1979) 
we may derive the matrix with intersection 
probabilities:
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The intersection probabilities follow from:

Φ Φ2
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2 2
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(30)

Using the Ditlevsen bounds we arrive at 4.67 
10−3 ≤ Pf ≤ 4.67 10−3 which means that with the sec-
ond-order linear bounds we have already arrived at 
the exact result with 3 significant digits.

5.2 Load jump processes

For a concrete column with length (l = 5000 mm) 
with symmetrical reinforcement the following limit 
state function may be adopted:

g(X) = Mu(N) − M ≤ 0 (31) 

where

M N
h N

bhaf
A

h
d fUM

cff
s sd ff( )N = − −

⎛
⎝⎜
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⎝⎝

⎞
⎠⎠⎠

−AsA ⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎠⎠2

1 2
⎞
⎠⎟
⎞⎞
⎠⎠

+
2

 (32)

and N = G+P1, M = P2l, b = h = 300 mm, d = 30 mm, 
As = 1600 mm2, a = 0.85. The action P1 and P2 
are jump processes with jump rates ν1 and ν2 
(see Fig. 2). All variables are independent. Table 3 
contains all necessary data. In the case of  jump 
processes outcrossing only can happen if  one of 
the variables Xi jump and if  the jump leads from 
the nonfailure domain into the failure domain. 
This gives rise to the following elaboration 
of  Eq. (22):

ν =  Σ νi P{g(X1 Xi
(−) …) > 0 and 

g(X1 ... Xi
(+) …) < 0} (33)

where Xi
(−) is the value of Xi before the jump and 

Xi
(+) the value of Xi after the jump. The event 

 probability can be calculated using FORM and 
system techniques:

ν ν β+ν
=

ν ( )β β ρ−⎡⎣⎡⎡ ⎤⎦⎤⎤∑ iνν
i

m

sββ ( β β ρβ
1

Φ( βββ( ββ−ββ βββ  (34)

A time invariant FORM analysis leads to 
β = 4.652 and α = {0.517, 0.107, −0.087, −0.838, 
−0.104}T. The values ρi follow from ρi = Σαj

2 with 
i ≠ j. Based on (34) we then find respectively 
v+ = 7.3 × 10−5/yr. If  we would leave out the cor-
rection term Φ2(..) we find v+ = 2.1 × 10−4/yr. Note 
that in this example only X4 and X5 contribute to 
the outcrossing rate.

1

2
3

4

5

7
6

X
X

2h

h

Figure 1. Failure modes of the portal frame.

Table 1. Statistical data for portal frame example.

Variable Prob. Dist. mi σi

X1 … X5 LN 134.9 kNm 13.49 kNm
X6 LN 50 kN 15 kN
X7 LN 40 kN 12 kN

Table 2. FORM results mechanisms portal frame.

β α1 α2 α3 α4 α5 α6 α7

1 2.7 0.08 0.08 – 0.08 0.08 −0.98 –
2 2.9 0.07 – 0.15 0.15 0.07 −0.82 −0.50
3 3.4 – 0.08 0.16 0.08 – – −0.97

1/ νi     =   mean time between
                                     jumps

Pi

time 

jump 

Figure 2. Jump process for Pi.

Table 3. Basic variables and their statistical data.

Variable Var Dist. μ σ vi

Concrete comp. 
strength fc [MPa]

X1 LN 48 5 –

Steel tension 
strength fs  [MPa]

X2 LN 400 30 –

Dead load (self  
weight) G [kN]

X3 N 500 50 –

Vertical load 
P1 [kN]

X4 Gum 1500 150 10/yr

Horizontal load 
P2 [kN]

X5 Gum 20 2 100/yr
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5.3 Jump load process and degrading resistance

Consider the following simple time dependent limit 
state function:

g(t) = Ro − at − P (35)

Let the design lifetime be 35 years. The statisti-
cal data are given in Table 4. The reliability index 
for year t is given by

βt = (50 − t)/5 (36)

Here t is considered as an integer, t = 1, ... 35. So 
it is assumed that the resistance at the end of the 
year is present during the full year. We will con-
sider three estimates for the failure probability in 
the design life. The simplest method is to assume 
that the resistance in year 35 is present from the 
start and that the various years are independent. 
In that case:

Pf(35)  = 35P(g(35) < 0) = 35 Φ(−β30) 
= 35 Φ(−3.0) = 0.047 (37)

We may also calculate the failure probability 
for every year and sum them up, again assuming 
independency:

Pf(35) = ∑P(g(t) < 0) = ∑Φ(−βt) = 0.0026 (38)

Finally, using the outcrossing method the fail-
ure probability for a period of  35 years is given 
by (24). Replacing the integral by a sum with 
Δt = 1 yr:

Pf(35) =  P(g(1) < 0) + ∑(P(g(t) < 0 and g(t − 1) > 0) (39)

The summation runs from t = 2 to t = 35. So we 
find:

Pf(35) = Φ(β1) + ∑[Φ(βt) − Φ(βt βt−1, ρt)] = 0021 (40)

The coefficient of correlation in this case is 
 constant and equal to ρt = 0.9. It can be seen that 
the second approximation in this case is already 
good enough.

6 CONCLUSIONS

This paper is intended to give an outlook on 
 structural reliability methods that can be used 
in practice for the safety evaluation of structural 
behaviour in service lifetime. It helps researchers 
and designers in structural reliability analysis to 
collect information and data on reliability  methods. 
Basic component reliability-methods (FORM/
SORM), which are commonly used in practice 
for time independent systems are  summarized. 
 Methods of Level III are outlined.  Having 
 presented the component  reliability-methods 
attention is given to the system reliability methods 
for the series and parallel systems, which define 
 complete structural failure modes. Lower and 
upper bounds, which provide useful information 
for  difficult reliability problems, are presented. 
For the analysis of very complex structural sys-
tem where limit state functions cannot be defined 
analytically or rather complicated, techniques of 
the SFEM are presented in short. Finally having 
highlighted transfer into time independent sys-
tems and outcrossing approach for time dependent 
 system reliability methods, a number of illustrative 
examples are presented.
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Methods of structural reliability applied to design and maintenance 
planning of ship hulls and floating platforms
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ABSTRACT: A general view of the methods of structural reliability applied to ship design and to main-
tenance planning of ship hulls and floating platforms is given in this paper. A description of probabilistic 
models for loads and structural strength is presented, both of which are essential factors of limit state 
equations for reliability formulations. Consideration is given to the applications of time-invariant reli-
ability methods to ship design and to time-variant reliability methods to maintenance planning to ships 
as well as to floating platforms, especially FPSO.

the adoption of  international conventions at the 
International Maritime Organisation (IMO) is 
responsible for safety aspects related to floatabil-
ity and stability of  ships. The other part, related 
with problems of  structural reliability, is attrib-
uted to the Classification Societies who through 
their regulations establish the criteria that govern 
ship design.

Various contributions from Classification Soci-
eties can be identified in literature of the 1970’s, 
showing that they were aware of this new area, 
as can be seen in the compilation presented in 
Guedes Soares, (1998). However, the progress in 
establishing this type of methods in the drawing 
up the Regulations has been slower than in other 
industries. Currently, studies can already be found 
on specific aspects and a general implementation 
of these methods to various aspects of ship design 
is underway. Also, the industry is gradually apply-
ing risk analysis methods to regulating activities, as 
can be observed by IMO’s interest in the so called 
“Formal Safety Assessment” (Guedes Soares & 
Teixeira, 2001).

The differing nature of the codes used by the 
offshore and maritime industries is a result of this 
different tradition, besides the obvious conditions 
of exploration of the structures which is also dif-
ferent. Amongst other aspects, there is a need to 
mention the fact that offshore platforms are per-
manently in the same place whilst ships sail the 
seas. The consequence is that platforms must resist 
the sea states existing in that location, whilst ships 
use weather forecasts to avoid stormy areas, which 
allows them to be designed with relatively reduced 
safety levels.

Another important difference is related with 
the consequences of  accidents, which are crucial 

1 INTRODUCTION

Structural reliability methods developed in the 70’s 
suffered significant advances in the 1980’s and 90’s 
and it was during the 1990’s that they passed from 
the domain of research to that of applications, 
being used more frequently in activities of ship 
design.

The applications of these methods have varied 
in different areas of engineering. They were first 
applied in civil engineering where the most nota-
ble advances were registered both in the area of 
research as well as in their use in construction codes 
and regulations. Reliability methods and risk anal-
ysis have long been used in the offshore industry. 
The maritime industry has been slower in adopt-
ing these methods, and in introducing them into 
the regulations governing design and construction 
of offshore platforms, in spite of the initial work 
having started in the early 1970’s (Mansour, 1972; 
Mansour & Faulkner, 1973).

The reason for the slower progression of the 
application and of the generalization of these 
methods in the maritime industry is not clear, but 
there is at least one important difference worth 
noting. On one hand, civil engineering codes have 
a national character, just as the regulations appli-
cable to oil exploration platforms. This allows 
some countries to take the initiative of implement-
ing probabilistic based codes, encouraging others 
to do so. This was the case with the Scandinavian 
codes in civil engineering and with the Norwegian 
regulations in the offshore industry.

On the other hand, the regulations applica-
ble to ships have a more international character, 
and are divided in two parts. One part, which is 
normally under national jurisdiction following 
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for the implementation of  safety levels in struc-
tures. Not considering the aspects of  the loss of 
life that is the same in both industries, the value 
of  the cargo transported by a ship is much lower 
that the value of  the crude oil produced by a plat-
form during an inactive period with is associated 
with the substitution of  a platform when an acci-
dent occurs.

These two differences imply that to the appli-
cation of methods based on structural reliability 
contemplates different nominal levels of safety 
and eventually lead to different policies of design 
and maintenance. However, the methods are 
 standard and therefore it is natural that they are 
treated together as this paper intends to do.

The recent advances in crude oil exploration 
in increasingly deeper waters has introduced the 
concept of the floating production and storing 
platform, commonly known by the initials FPSO. 
Many of these platforms are tankers which have 
been converted, although some have been built 
from scratch. Therefore, FPSOs have the same 
basic type of structure than a ship, although 
with some significant modifications for crude oil 
processing equipment, which places a substantial 
weight on the deck, and the existence of the turret 
on many platforms.

Therefore, with the same general configura-
tion the analysis and design methods of  ships and 
FPSO’s are fundamentally the same. The differ-
ences become apparent when defining the type of 
cargo and in the details of  the structure. There-
fore this paper will concentrate mainly on float-
ing structures with a typical configuration of  a 
ship. Much of  what is written here is also appli-
cable to other types of  floating platforms and 
sometimes even to stationary platforms. However, 
the intention is not to establish the differences or 
similarities.

The application of structural reliability to the 
analysis and design of structures developed in 
complexity and detail at the same as the reliabil-
ity methods were evolving. The first formulations 
(Mansour, 1972; Mansour & Faulkner, 1973) basi-
cally contemplated one variable which represented 
the loads derived from the effect all cargo on the 
structure and another variable that represented 
the strength of the structure. The collapse of the 
structure occurs when the strength is lower than 
the load, and therefore that probability is calcu-
lated by an integral which involves a joint prob-
ability distribution of two variables, or as it is usual 
to consider them statically independent, from the 
product of marginal distributions of the two vari-
ables. This type of formulation does not permit the 
solution of the more complex problems which are 
representative of situations of practical interest by 

the limitation of the number of variables which it 
can realistically treat.

Only with the development of the first order 
methods was it possible to progress and start to 
deal with problems relevant to engineering. These 
methods were initially designated by first order sec-
ond moments’ methods as they used approaches of 
the first order (linear) to limit state functions which 
represented the conditions of structural collapse 
and described the random variables by its two low-
est statistic moments that is the average value and 
the standard deviation. In fact, they were methods 
which did not depend on knowing the type of dis-
tribution function of the variables (Cornell, 1969; 
Mansour, 1974; Faulkner & Sadden, 1979; Guedes 
Soares, 1984).

These methods evolved to efficiently solve the 
problems of  many variables by computational 
means, to take into consideration information 
about the type of  probabilistic distribution of 
each variable and even to solve series, and par-
allel, systems of  various components. Moreover, 
it is even possible to use second order approxi-
mations to limit state functions, although the 
experience has shown that in most situations the 
linear approach is sufficient. Vrouwenvelder and 
 Karadeniz (2011).

There were also appreciable advances in efficient 
methods to reduce the variability of the results 
obtained from Monte Carlo simulations, which 
came to be utilized as an alternative, or as a com-
plement to first order methods.

This set of methods operates with random 
variables, which keep therefore their properties 
constant during the lifetime of the structures. 
Therefore, the set of problems that are solved by 
this type of methods has become known as time-
invariant methods.

This designation appeared in contrast to time-
variant methods, which recognize that random 
variables vary in time and in reality they are ran-
dom processes. This type of model describes, for 
example, components subject to degradation or 
corroding or loads which vary significantly in 
time. Typically these models permit the representa-
tion of the effect of structural degradation and of 
repairs which serve as the basis to establish policies 
of maintenance or of structural design bearing in 
mind their future maintenance.

This paper presents a description of the prin-
cipal types of applications which have made on 
floating structures of the ship type by using the 
different types of structural reliability methods.

Although this work presents a general overview 
of the developments in this area, it does not claim 
to be an exhaustive bibliographic review of the 
subject matter.

SAFERELNET.indb   192SAFERELNET.indb   192 10/30/2010   4:29:58 PM10/30/2010   4:29:58 PM



193

2 PROBABILISTIC MODELS 
OF LOAD EFFECTS

The initial formulations of structural reliability 
represented structural strength by one variable, the 
modulus of the mid-ship section, and the loads 
by the sum of bending moments in still water and 
wave induced. The progress achieved in the domain 
of time-invariant formulations resulted from more 
advanced still water and wave induced load models 
as well as in structural collapse models.

2.1 Models of load effects in still water

The initial formulations represented the load 
effects in still water as a constant value (Mansour, 
1972) or as a random value with normal distribu-
tion (Faulkner & Sadden, 1979), in spite of not 
having data to justify the assignment of values to 
these variables.

The first data collected and analyzed to quan-
tify the random character of this type of cargo 
were carried out by Ivanov and Madjarov, (1975) 
who analyzed bulk carriers data whilst Mano et al. 
(1977) analyzed container ships data. However, the 
first general study on this subject which covered 
different types of ships and compared them was 
carried out by Guedes Soares and Moan (1988). 
The study demonstrated that the variability of the 
load effects in still water on various sections along 
the ship can be represented by normal distribu-
tions. It was also shown that the average values and 
standard deviations of those distributions depend 
on the type of ship, of its length and the quantity 
of cargo being carried.

Some ships operate in two or more conditions 
of cargo, each of which needs its own probabilistic 
model. This is the case of oil carriers for example, 
which operate in at least conditions of full cargo 
and ballast. On the other hand, general cargo ships 
and bulk carriers do normally not have different 
modes of operation, therefore the load effects in 
still waters are described by only one probabilistic 
distribution.

A later study by Guedes Soares and Dias, (1996) 
analyzing data from containerships only con-
firmed the dependence on the length of the ship 
and illustrated that sometimes it is possible to have 
significant differences in probabilistic models that 
described load effects in still water of the same 
type of ship on different routes.

The probabilistic models adopted by the above 
mentioned authors consider that the cargo of the 
ships changes whilst in port but that then it remains 
constant until it reaches the next port. This hypoth-
esis is adequate in many cases, but certain types 
of ships which make long journeys present some 

 variation between the values on departure and 
arrival, as shown by Guedes Soares and  Dogliani, 
(2000), who proposed a model applicable to oil car-
riers where a monotonic variation was considered 
to exist between load effects values on departure 
and on arrival.

Finally, it is important to mention an aspect that 
affects the maximum values to which ships are sub-
jected to in reality (Guedes Soares, 1990a). Each 
ship has a maximum admissible value for load 
effects in still water, which should not be surpassed 
in operational conditions. If  this value was always 
observed, it would be necessary to truncate the 
distributions on this maximum value and readjust 
them appropriately.

The analysis of operational data, however, 
showed a number of values higher than the aver-
age value that lead to the belief  that the maximum 
admissible value functions as a filter which allows 
very few events through but not as a total bar-
rier. This effect was modelled by Guedes Soares, 
(1990b), who considered that the probability of the 
initial cargo condition being altered to bring the 
loads to lower values that the limit value increases 
with the size of the excess.

Floating platforms of the FPSO type, including 
many converted oil carriers, are subject to a dif-
ferent standard operation which confers a different 
variability of the load effects in still waters. The 
only model applicable to this type of data is that 
of Wang et al. (1996), which propose two differ-
ent probabilistic models, the Rayleigh distribution 
for sagging loads and the exponential for hogging 
loads. This modification of the type of distribu-
tion is unexpected and it would be interesting to 
have more independent data, to be able to confirm 
this result which was not explained by any specific 
cause.

2.2 Models of wave induced load effects

The calculation principle of the long-term distri-
butions of wave induced load effects was estab-
lished by Fukuda, (1967), but since then a number 
of improvements have been proposed to take into 
account the variability of the sea states and the 
uncertainty of various factors which affect this 
model.

Wave induced wave loads are normally repre-
sented by a succession of stationary sea states dur-
ing which the amplitude of load effects follows a 
Rayleigh distribution (Longuet-Higgins, 1952). 
Each sea state is represented by the ISSC param-
eterization (Warnsinck et al., 1964) of the Pierson-
Moskowitz spectrum and the transfer functions 
are calculated by strip theory. The adoption of 
transfer functions is based on the hypothesis that 
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the responses are linear and in that case they can 
also be represented by a stationary process which 
can be described by probabilistic models.

In the case of ships the transfer function 
depends on the relative direction between the ship 
and the waves, α, the speed V of the ship and the 
cargo conditions C. Therefore, the response spectrum 
SR is conditional or depends on all of these variables:

SR(ω,HS,TZ,V,C ) = SH(ω, HS,TZ) .H 2 (ω,α,V,C) (1)

and for each combination of variables, its variance 
is given by:

R m

S dRS ω

( )H T V CS ZH TT ,ZTT , ,Vα

= ( )H T V CS Z,S , , ,αH TSH ZTT,SH ,
∞

∫
0

0

 (2)

where ω is the encounter frequency of the ship 
with the waves.

This value of the variance is related to the spe-
cific situation of the sea state and operational con-
dition of the ship. However, when considering any 
instant of time during the lifetime of the ship the 
value of the variance of the response at that instant 
can be represented by a random variable. In this 
manner, the distribution of sea surface elevation 
or of any other variable obtained from it through 
transformation is obtained by weighing the condi-
tional distributions by using the density function 
of the probability of the variance of response:

Q Q f w drddSQLQ Rff( )xx = ( )x r ( )r( )r ( )r
∞

∫
0

fRff (r  (3)

where w(r) is a normalization factor which depends 
on the number of peaks in the considered time 
period, or what is equivalent, depends on the aver-
age response period in consideration.

In the case of ships, the probability density 
function of the response variance is in reality a 
multivariate distribution dependent on difference 
random variables (Guedes Soares & Viana, 1988):
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(4)

where f0 is the density function of the probability 
of the directions in relation to the predominant 
direction of the waves, fD represents the direction-
ality of the wave climate, fM is the effect that the 
manoeuvre provokes during storms, conditional 
on the direction Θ, on the speed V of  the ships and 
on fC which is the probability density function of 
cargo conditions of the ships.

It is worth noting that this equation implies that 
there is statistical independence between the cargo 
condition of ships and the wave climate, but that 
there is correlation between the climate and the 
manoeuvring effects as is represented by the con-
ditional distributions. A simplified version of the 
equation proposed for ocean going ships, is appli-
cable to cases of moored ships such as for example 
FPSO’s for which it is not possible to manoeuvre 
away from bad weather, but which are subject to 
variable cargo conditions.

The effect of voluntary course changes due to 
bad weather on distribution of speed has been 
dealt with by Ochi and Motter, (1974), while the 
impact on heading distribution has been analysed 
by Guedes Soares, (1990c).

The choice of probabilistic models that describe 
the wave climate to which structures are subject 
is an important element in the equation referred 
above. Until very recently, the atlases with wave cli-
mate information which were available were based 
on visual observations and then on data calculated 
by hindcast numerical models. In spite of these 
atlases covering relatively long time periods and 
therefore creating expectations of some stability 
from a statistical point of view, the fact is that there 
is uncertainty in this data (Guedes Soares, 1986), 
which is reflected on the long-term distributions 
obtained (Guedes Soares & Viana, 1988; Guedes 
Soares & Trovão, 1991).

This variability provoked by the chosen data can 
be overcome by adopting a reference wave climate 
with the agreement of the Classification Socie-
ties and which can serve as a comparison value 
for different designs of ships. There are a number 
of studies in this field, comparing reference wave 
climate with the ones obtained from different ship 
routes (Guedes Soares & Moan, 1991; Chen & 
 Thayamballi, 1991; Bitner-Gregersen, et al., 1995; 
Guedes Soares, 1996).

In the case of platforms which are stationed at 
locations away from the coast, normally there are 
available measured data to allow the reconstruc-
tion of the wave climate applicable to that zone.

Another field in which progress has been made 
in increasing the accuracy of the predictions is in 
the transformation of the probabilistic description 
of wave motions for the response effect of ships. 
As previously mentioned the current practice is to 
use programs to calculate wave induced motions 
and loads based on the strip theory which are 
therefore linear in the relation with the sea surface 
elevation.

This problem was analyzed by Guedes Soares 
(1991) who observed that there are a number of 
linear theories which produce differing results as 
can be concluded of  a number of   comparisons 
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with experimental results. Therefore, he  proposed 
that that variability could be described by a 
correction factor which affected the transfer 
function:

H
∧

( ) ( )ω φ)) ))Lφ H  (5)

where H(ω) is the transfer function of the linear 
theory and φL is the correction factor of the model 
which can be represented as a random variable 
(Guedes Soares, 1997). Systematic comparisons 
show that the parameters of this variable depend 
on the relative direction, speed and block coeffi-
cient, which in reality are the factors that influence 
the limitations of strip theory.

The accuracy of the forecast of wave induced 
loads can also be improved, especially for extreme 
cases by using non-linear theories, for example the 
type used by Fonseca and Guedes Soares (1998). 
In this case, the differing results can be represented 
by a correction factor which transforms the linear 
transfer function into a pseudo non-linear transfer 
function (Guedes Soares, 1993):

H HNL NL
∧

( ) ( )ω φN) ))  (6)

where φNL represents the non-linear correction 
factor for hogging loads, φS as well as for sagging 
loads φH, H(ω) is the linear transfer function and 
HNL(ω) the pseudo non-linear transfer function.

The transfer functions determined in this man-
ner can be incorporated into programs to calcu-
late long-term distributions thus improving results 
especially in areas of  extreme values which are 
very important to ship design (Guedes Soares & 
Schellin, 1998).

Other approximate methods to improve the pre-
diction of extreme values of wave induced loads 
have been studied. For some time now that the so 
called storm method of design has been adopted 
in order to avoid the systematic calculation of the 
long-term distribution, concentrating the calcu-
lations on one only sea state in the hope that the 
extreme load will occur in that sea state.

To use the contour line method to solve prob-
lems is a conservative approach. This method, pro-
posed by Winterstein et al. (1993) is based on the 
idea of determining the contours of equal proba-
bility on the diagram of joint probability of signifi-
cant height and peak period of sea states from the 
ones which have equal probability of originating 
responses of a certain level of probability. How-
ever, the responses are basically calculated with 
linear methods as the ones described in the initial 
part of this section.

The advantage is that after having identified 
this, it is possible to calculate the non-linear 

response just for this small set of  sea states and in 
so doing in a more consistent manner obtain the 
most probable maximum values of  the type of 
loads to be considered, as suggested by  Adegeest 
et al. (1998).

Torhaug et al. (1998) based on this principle 
studied the number and duration of time series 
which permitted obtaining significant statis-
tics of the maximum value that are expected in 
those sea states.

Finally, it is worth noting the interest that giant 
abnormal waves have caused (Guedes Soares et al., 
2003, 2006), as an additional criteria to be consid-
ered in design as has been defended by Faulkner 
and Buckley (1997).

It has already been shown that it is possible to 
use existing codes to calculate the wave induced 
motions and loads on ships (Fonseca et al., 2001). 
Recent comparisons of these numerical simula-
tions with experimental results for the hull of an 
FPSO demonstrated the applicability to FPSO’s 
and the good quality of the predictions (Pastoor 
et al., 2003).

This type of results have not yet been included 
in the formulations of structural reliability as there 
are still problems to be solved with the probability 
of occurrence of waves but the present results are 
encouraging.

The traditional approach for assessing the 
wave induced loads assumes that the sea states 
are dominated by wave systems generated by local 
winds. However, marine structures are subjected 
to all types of sea states that can occur, which in 
many situations are a result of the combination of 
more than one wave system, and in this case, the 
frequency spectrum exhibits two peaks. Double-
peaked wave spectra can be observed whenever 
a swell system that is typically confined to a very 
narrow range of directions combines with a locally 
wind-driven system.

Teixeira and Guedes Soares, (2009) have 
demonstrated that, for a trading ship of  non-
restricted operation, the long-term distributions 
of  the wave induced vertical bending moment for 
combined sea states do not change significantly 
when compared with the ones obtained from sea 
states of  a simple component. However, it has 
been recognized that double-peaked wave spectra 
can have a significant impact on design and oper-
ability of  fixed (e.g. Bitner-Gregersen et al., 1992) 
and offshore platforms (e.g. Ewans et al., 2003) 
and therefore it would be important to assess its 
impact on damaged ships since collisions and 
groundings may occur in sea areas with swell 
dominated sea states and the manoeuvrability of 
the ship may be affected as a consequence of  the 
accident.
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2.3 Combination of loads

The formulation that appears in the Rules of the 
Classification Societies, adds the load effects in 
still water to the one induced by waves. Consider-
ing that both have a statistical variability due to 
different factors, it is easy to deduce that the maxi-
mum value of both does not occur simultaneously 
and that therefore this formulation is conservative.

This is the classical problem of defining 
the load combination factors which have been 
studied thoroughly in civil engineering. Ferry 
Borges and  Castanheta (1971) proposed a repre-
sentation of a stochastic process as a sequence of 
pulses of a fixed duration as being equal to the 
average duration of the variable being considered.

The probabilistic distribution of the maximum 
value of the load after n repetitions is given as:

Fm,n(x) = [Fx(x)]n (7)

This model was adopted (Guedes Soares, 
1992a) to represent a combination of  vertical 
bending moments induced on the ship hulls in 
still water and in waves. For this purpose, it is 
necessary to define the average duration of  the 
voyages (τ1) and the average period of  the waves 
meeting the ship (τ2). In this case, defining the 
reference time period as T, the average number 
of  voyages is n = T/τ1 and on each voyage the 
average number of  wave motion cycles which 
occur is m = τ1/τ2. Thus the distribution function 
of  the maximum value of  combined loads during 
a time period T is:
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where z is an auxiliary variable.
The most exact formulation is to consider both 

processes are described by Poisson models and 
then determine the average upcrossing rate of a 
given level νMt by the Mt process which represents 
a combined load as proposed in Guedes Soares 
(1992a):

ν ν
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(9)

where νMs represents the upcrossing rate by still 
water loads, which are modeled by a standard nor-
mal variable and νMw the rate of level crossing for a 
variable with Weibull type distribution, which was 
given by Naess (1984).

The reducing effect of the maximum value of 
the combined loads is taken into account in the 
regulations by means of load combination factors, 
which can affect both the sum of two components 
as well as only the component that has the high-
est variability. Based on these principles, Guedes 
Soares (1992a) proposed two models:

MT = φ (Ms + Mw) (10a)

MT = Ms + ψMw (10b)

where both φ as well as ψ, are load combination 
factors which in the cases studied vary between 
0.80 and 0.95. The procedure adopted by the Clas-
sification Societies is equivalent to using a coeffi-
cient equal to 1.0.

3 PROBABILISTIC MODELLING
OF STRUCTURAL STRENGTH

In order to be able to determine structural reliabil-
ity it is necessary to have a probabilistic model that 
can characterise the variability expected from the 
structural strength estimates.

In general, the manner in which structural col-
lapse can occur include reaching the yield stress, 
with the beginning of plastic flow, the elasto-
plastic buckling subjected to the compressive load 
effects, and the increase of fatigue cracks or fac-
ture as mentioned in the initial studies (Guedes 
Soares, 1998).

These various collapse modes have different 
consequences that also result from the importance 
of structural component for the overall strength.

Typically, global structural behaviour, also called 
primary, is considered to include everything involved 
in the behaviour of the structure as a whole, that 
is, its bending as a beam. Secondary structures are 
normally important components such as the deck 
or the bottom of the ship and tertiary components 
are typically panels or stiffened panels.

On a global behaviour level, Classification Socie-
ties Rules have a tendency to consider as limit state 
the bending moment which causes the beginning 
of yield on the deck or on the bottom, which once 
more is a conservative situation since the struc-
ture normally has higher collapse strength. This 
strength comes not only from material properties 
but also from the characteristics of the structure.

Considering the global flexibility of the hull as a 
beam, the moment Me corresponding to the elastic 
stresses which develop is given as

M Z
I
de eM Z y
vII

yZ σ σy
v

y=  (11)
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where σy is the yield stress of the material and Ze 
is the elastic modulus of the section given by the 
ratio of the moment of inertia of the section Iv by 
the distance d of  the neutral axis to the end of the 
section. This formulation allows the calculation of 
the moment which corresponds to the reaching of 
the yield stress on the deck or bottom and is there-
fore a lower limit of the moment that makes the 
section collapse.

The higher limit is given by the plastic moment 
that represents the moment that is necessary to 
apply to the section in order for it to collapse with 
all the material of the transversal section totally 
plasticized:

Mp = Zpσy (12)

where Zp is the plastic modulus of the section 
(Guedes Soares et al., 1996).

This higher limit cannot normally be reached 
because the plates that are subject to compression 
end up by buckling after which they make a smaller 
contribution to the global strength of the structure 
to which they belong.

The approach that has been adopted to analyse 
these situations is based on the method originally 
proposed by Smith (1977), which consists in con-
sidering that each element made up of a longitu-
dinal stiffener and the respective associated plate 
behaves, in its pre- and post-collapse phase, inde-
pendently from the neighbouring components and 
that the contribution of the various components is 
summed up to produce the bending moment which 
makes the transverse section collapse.

In this way, the ultimate moment of the trans-
verse section, Mu, is given as:

M dduMM ui

yi

n

i yd∑σ
σ y

σ y  (13)

where di is the central distance of the structural ele-
ment to the neutral axis, σui is the ultimate strength 
of each element which can be the yield stresses σy if  
it is in tension or the elasto-plastic buckling stress, 
σc, if  it is in compression.

A number of calculation methods that adopt 
this type of approaches have been proposed and 
they were compared in a recent ISSC study (Yao 
et al., 2000). Amongst various methods, the one of 
Gordo et al. (1996) must be highlighted which was 
satisfactorily compared with experimental results 
(Gordo & Guedes Soares, 1996).

These methods allow determining the ultimate 
strength of the mid-ship section, which are between 
the strength at the beginning of the yielding and 
the strength corresponding to the plastic col-
lapse. An adequate form to represent a  consistent 

 situation is the use of a coefficient that affects the 
equation that gives one or other value of the ulti-
mate strength moment.

The situation had already been identified even 
before these approximate methods having been 
developed and therefore before having a practical 
form of estimating that coefficient.

4 TIME-INVARIANT RELIABILITY 
FORMULATIONS

The formulations that were adopted initially used 
limit state functions in the same way as those used 
in the Classification Societies Regulations, which 
were however applied to random variables.

In this manner, the fundamental problem of 
longitudinal strength of ships was represented by 
a model of a beam subjected to its weight, cargo 
and to the buoyancy which gives its floatability. 
The most important variable that describes the 
cargo effect is the vertical bending moment mid-
ship, which has to be resisted by the beam bending. 
Considering the elastic behaviour, there will be a 
normal stress distribution that varies linearly along 
the depth of the ship reaching higher values on the 
deck and on the bottom.

The elastic stress values in these areas depend 
on the cargo and of the section modulus (normally 
the mid-ship section), which is obtained by divid-
ing the moment of inertia of the section by the dis-
tance to the deck or bottom.

The unified regulations of Classification Socie-
ties include the following checks:

Z ≥ Z0 (14a)

Z
M Ms wM MM

a
≥

σ a

 (14b)

where Z0 is the minimum admissible value of the 
section modulus Z, MS and MW are respectively 
the bending moments in still water and waves and 
σa is the admissible stress for the material, which 
results from the application of a safety factor to 
the yield stress σy.

This formulation is in itself  conservative in 
relation to ultimate strength collapse as the limit 
state considered is the beginning of the yield on 
the deck and on the bottom, which is in reality a 
limit state associated to the conditions of service, 
that is, in the normal ship operations it is not fore-
seen that it would be subject to large deformations 
so much so that they would induce plastic defor-
mations and thus permanent structural defor-
mations. However, it was this formulation that 
was adopted for the initial analysis of structural 
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 reliability of Mansour and Faulkner (1973), as well 
as other subsequent studies described in Guedes 
Soares, (1998).

The first order, second moments methods 
were also introduced by Mansour (1974) and by 
Faulkner and Sadden (1979) who adopted the reli-
ability index of Cornell (1969) in conjunction with 
the above limit state equation (14b). However, the 
models of wave induced loads adopted in both 
studies were different which led to a substantial dif-
ference in the value of the reliability index obtained 
by Mansour (about 7) and by Faulkner and Sadden 
(about 2). For many years the large difference of 
the reliability indexes was attributed to the funda-
mental differences of the design of military ships, 
which constituted a large part of the cases analyzed 
by Faulkner and Sadden and the tanker ships stud-
ied by Mansour. Only in Guedes Soares (1984) were 
the differences explained as a result of the different 
wave load models, showing that the Faulkner and 
Sadden model also obtained comparable values to 
the reliability index when using the corresponding 
wave load model. This clarification was important 
as many times the large difference in the results 
obtained led to the discrediting of these methods, 
which had not yet been fully consolidated.

Ferro and Cervetto (1984) were amongst the 
first to use a reliability formulation of the first 
order (Hasofer & Lind, 1974; Ditlevsen, 1979) to 
determine the reliability index instead of the Cor-
nell index used up to then, which has the limitation 
of not being invariant to the formulation used.

Guedes Soares (1984) generalized the reliability 
formulation by including uncertainty modelling 
(Guedes Soares, 1997) in the limit state equation. 
Following an exhaustive study where the uncer-
tainties of the various models used in the calcula-
tions necessary to assess the reliability index were 
evaluated, the uncertainties were represented by 
random variables that were integrated in the limit 
state equation from then on.

Uncertainty in the quantification of the mid-ship 
section modulus is represented by the variable Bz, 
whilst the reduction of the mid-ship section strength 
by a local buckling effect of various plate and rein-
forcement elements is represented by Bc. These two 
variables multiply the section modulus to represent 
strength variables in the limit state equation:

M = Bc Bz Z0σy − Mse BT − ψMwe Bw (15)

where BT and Bw are the model uncertainties related 
with the still water (Mse) and wave induced loads 
(Mwe) and ψ is the load combination factor already 
presented in section 2.3. Compared with previous 
formulations, this one allows a more precise quan-
tification of the variables utilized as well as of the 
load combination.

This type of formulation was applied to a 
number of studies of specific types of ships, from 
oil tankers (Murotsu et al., 1986; Casella et al., 
(1996), bulk carriers (Guedes Soares & Teixeira, 
2000; Guedes Soares & Garbatov, 1999), container 
ships (Ostergaärd, 1992) and patrol vessels (Purcell 
et al., 1988; Ayyub et al., 1990) to floating plat-
forms of the FPSO type (Wang et al., 1996; Sun & 
Guedes Soares, 2003).

This type of formulation considers the hull as 
an element (a beam) and the limit state considered 
is its collapse under extreme load effects. Mean-
while, proposals have been made for structural 
reliability applications to hull components and 
the use of systems reliability theory for the reli-
ability calculations of the hull taken from data of 
the elements. The initial applications contemplated 
the transverse strength (Murotsu et al., 1986; Yim 
et al., 1992) but then other directed at longitudinal 
strength appeared (Murotsu et al., 1995; Okada 
et al., 1996).

5 RELIABILITY APPLICATIONS 
TO DESIGN CODES

The advantage of adopting methodologies of 
structural reliability stems from the consistency 
that it allows to introduce into the design, ensur-
ing that the safety margin that will be applied to 
the same type of components is related to the data 
uncertainty. Basically, the higher the degree of 
uncertainty in the predictions the larger the safety 
margin is necessary, which needs to be applied to 
guarantee the safety of the elements.

The theoretical base for the establishment of 
partial safety coefficients was established by Lind 
(1971). These principles have been increasingly 
applied to various codes.

On ships, one of the important design require-
ments is the still water bending moment which is 
one of the two components of design loads and is 
also an operational requisite since the regulations 
set a maximum value which should not be sur-
passed during the operation of the ship.

Guedes Soares and Moan (1982) presented a 
procedure of how to define the partial coefficients 
of safety that affect the bending moments in still 
water as a function of the type of ship. The results 
of the different types of ships demonstrated that the 
variability of this type of loads depends on the type 
of ship and consequently the coefficient resulted in 
different values as a function of that variability by 
maintaining constant the probability of failure.

In relation to wave induced loads, there are 
also examples of the application of calibration in 
particular in the case of non-linear loads (Guedes 
Soares, 1996).
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However, it is perhaps on the design requirements 
of the mid-ship section that the impact of the effects 
of partial coefficients of safety is strongest. In this 
respect, Ostergaard (1992) formulated the problem 
of design of container ship structures. He consid-
ered the value of the resisting moment MR and the 
still water Ms and in wave induced moments Mw 
with their values at any point in time:

γsMs + γwMw = MR/γR (16)

where the γ are partial safety coefficients. Having 
studied the variation of these coefficients accord-
ing to the size of the ship, he concluded that with 
the increase of the ship’s length that γs and γR 
increase while γw decreases.

Guedes Soares et al. (1996) developed a project 
with a view to formulate the mid-ship section req-
uisites in terms of the ultimate bending moment 
of the section instead of the yielding moment. In 
that study, they also showed that it is possible to 
formulate design requirements in terms of differ-
ent variables, in particular in respect to variables 
that represent loads effects.

Depending on the use of the probability dis-
tribution of the variable at any point in time or 
its extreme value at a point in time of reference, 
then the formulation can take one of the following 
forms:

M
M MRM

R
se se w wMM

γ R
ψ γse se≥ Mψ Mse M  (17)

M
M MRM

R
s s we weMM

γ R
γ γs s≥ Mγ Ms sM  (18)

M
M MRM

R
se se we weMM

γ R
γ ψse se≥ Mγ Mse M  (19)

where the subscripts s and w refer to still water and 
wave induced moments, respectively, the subscript 
e indicates the extreme value and the subscript R 
indicates the strength of the mid-ship section. The 
γ are the partial coefficients of safety that assume 
different values depending on the formulation in 
question.

The two first formulations are an application of 
Turkstra (1985) rules which propose that for codes 
the load effects should be considered as the maxi-
mum value of the combination loads the maxi-
mum of the combination of the extreme value of 
one and the expected value of the other:

MT = max{(Mse + Mw), (Ms + Mwe)} (20)

This rule has generally been applied to civil engi-
neering codes and to the offshore industry.

Spencer et al. (2003) presented a proposed code 
for oil tankers based on the reliability formula-
tions, which already incorporates this type of for-
mulation of partial coefficients of safety and load 
combination factors.

Teixeira and Guedes Soares, (2005) have 
assessed the partial safety factors to be used in a 
probability based design rule of tankers in order to 
achieve pre-defined target safety levels. The results 
were obtained for four tankers ranging from 133 to 
313 m length. It was demonstrated that the intro-
duction of partial safety factors rationally weights 
present nominal values of still water and wave 
induced bending moments in a way that the struc-
ture is neither over nor underdesigned with respect 
to vertical bending loads.

Even though the design requirement for the mid-
ship section may be the most important one, there 
are also applications of the next level of design that 
is component design.

Spencer et al. (1996) performed reliability analy-
sis on components such as plates and reinforced 
plates at various locations on the ship, deriving the 
value of the safety coefficient.

Guedes Soares (1992b) presented a meth-
odology to specify the design requirement for 
buckling panels bearing in mind the effects of 
initial imperfections. Having demonstrated the 
important effect that these imperfections have 
on collapse strength and removed the expression 
that explicitly took into account the influence 
of  residual and initial imperfections on collapse 
strength (Guedes Soares, 1988) he combined this 
information with that of  the plate thickness and 
imperfection occurrences on each type of  ship 
(Kmiecik et al., 1995) to derive the design rule 
that take these factors into account in a probabi-
listic manner.

6 TIME-DEPENDENT RELIABILITY

The time-dependent reliability formulations are 
more complex and that is why they are applied less 
frequently. They appear to be advantageous when 
the intention is to model the time variation of 
strength variables, in particular strength degrada-
tion, which is the result of ageing associated with 
fatigue and corrosion.

The basis of  the formulation is to represent 
the parameters by stochastic processes instead 
of  random variables. It is therefore necessary to 
study the trajectory of  various stochastic proc-
esses in time and the breakdown or collapse is 
defined when the trajectory of  the safety margin 
crosses the surface which separates the safety and 
unsafe zones.
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The failure probability in these circumstances 
can be defined for values above this value and for a 
period of time T by (Corotis et al., 1972):

P dtfP
o

T

( )T = − ( )t⎡⎣⎡⎡ ⎤⎦⎤⎤
⎡

⎣
⎢
⎡⎡

⎢⎣⎣
⎢⎢

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥∫1 e− xp ν ς⎣⎡⎡  (21)

where v[ς(t)] is the upcrossing rate of level ς(t), 
which comes from the hypothesis of the Poisson 
distribution, that the crossings of those levels can 
be considered independent if  the levels are suffi-
ciently high.

This formulation can also be related with the 
classical reliability formulation of any system as 
demonstrated by Guedes Soares and Ivanov (1989), 
who proposed an approach to the time-dependent 
reliability problem.

A time-variant formulation, which measures the 
reliability of a system, is a function of time R(t), that 
represents the probability of the failure not occur-
ing before time t. The risk (hazard) h(t), is the prob-
ability of structured failure in the period between t 
and t + dt, conditional that it had survived until the 
time t. Thus, the reliability in t + dt is related to the 
reliability in t through the risk function:

R(t + dt) = [1 − h(t)dt]R(t) (22)

Considering the limit when dt approaches zero, 
a derived function of reliability is obtained:

dR (t)/dt = −h(t)R(t) (23)

which can be integrated in relation to time to 
produce:

R h dt
t

t

( )t = R ( )t
⎡

⎣
⎢
⎡⎡

⎢⎣⎣

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥∫0RRR

0

e p  (24)

where t0 is the point at which the use of the struc-
ture begins and R0 is its reliability at that point in 
time, which is almost equal to 1, meaning that reli-
ability is basically dependent on the risk function.

Bearing in mind that reliability is the comple-
ment to collapse probability, the link between this 
equation and equation 21 is obvious, as well as 
the relationship between the risk function and the 
upcrossing rate.

For the purpose of design, consideration is 
intended to be given to the reliability of the structure 
during its working lifetime L, which is given by:

R R h dt
o

L

( )L = R ( )t
⎡

⎣
⎢⎢
⎡⎡

⎢⎣⎣
⎢⎢

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥∫0RRR e p  (25)

By integrating the function during its lifetime, 
R(L) will no longer be a function of time and 
therefore a time-independent formulation for 
design problems can be adopted.

However, it is possible to consider structural 
reliability in short time periods noting that the 
previous integral can be represented by the con-
tributions made by the integrations of successive 
non-overlapping time periods:

R h dt
t

t

t

L

t

t

n

( )L = R ( )t
⎡

⎣
⎢
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⎢⎣⎣

⎤

⎦
⎥
⎤⎤
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⎥⎥∫ ∫h dt h dt( )t ( )t0RRR

0

1tt
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2

e p  (26)

which can be expressed as:

R R RiRR
i

n

( )L =
=

∏0RR
1

 (27)

where Π indicates the product of reliability Ri at 
each of the n intervals:

R h dti iR hR
t

t

i

i

( )t
−
∫

1

 (28)

The risk function in practical cases have a ten-
dency to increase with time representing in this 
way the reduction in reliability as a result of struc-
tural deterioration. By considering relatively short 
time intervals in relation to the speed of structural 
deterioration, it is feasible to consider that during 
these intervals the rate is constant and that there-
fore reliability at a time interval is given by:

Ri = exp(–hi Δt) (29)

where Δt = ti-1 − ti.
In these reference periods, which can be for 

example one year, the assumption of a constant 
risk function allows the use of a time-invariant 
formulation to calculate the probability of struc-
tural collapse. Hence, the safety margin M can be 
defined as the difference between structural capac-
ity C and the loads S which are imposed on it and 
which are dependent on a number of variables xi 
that constitute a limit state function g(xi):

M = C − S = g(x) (30)

Using this function, the reliability index β can 
be calculated by first order reliability methods, 
described in chapter 4, which is related with prob-
ability of failure by the normal distribution:

Pf = N(−β ) (31)

which is a complement of Ri.
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In a simplified case of reliability being equal at 
all n periods being considered, reliability during 
the lifetime is given by:

R(L) = R0[1 − n(1 − Ri)] (32)

However, this formulation can also be used to 
model the effect of structural degradation by corro-
sion or fatigue effects, which leads to the reliability 
value at each of the intervals being different as a result 
of the reduction of C in the limit state function.

This approach was adopted for example by 
Sun and Guedes Soares (2006) in the study of 
inspection planning for FPSO’s.

However, in the studies of Guedes Soares and 
Garbatov (1996a, 1996b) the original formulation 
was adopted without these simplifications. The up 
crossing rate which causes the structural break-
down is defined by:

ς(t) = σsW(t) (33)

which depends on the stresses σ induced on the hull 
and on the mid-ship section modulus W(t), which 
depends on the corrosion and fatigue levels.

Considering that the wave induced loads are 
represented by a Weibull distribution, the upcross-
ing rate is given by Naess (1984):

ν ς ν
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⎥⎥ exp −  (34)

where x and β are the parameters of the Weibull 
distribution, νo is the up crossing rate at zero, that 
is the average period, and μMw is the average wave 
induced bending moment.

The defined bending moment is obtained by 
adding the wave moment to the still water moment, 
which can be modeled as being constant during a 
given time period, for example corresponding to 
a voyage. The upcrossing rate as given in the last 
equation can therefore be considered as condi-
tional on a value of the still water obtaining the 
final value by an integral:

ν ς ν ςν ς m f dmddsw Mff sdmdd wswM( )t⎡⎣⎡⎡ ⎤⎦⎤⎤ ( )t⎡⎣⎡⎡ ⎤ ff⎦ ffffff ( )msm w
−∞

∞

∫ 0νννν  (35)

where fMsw(msw) is the probability density function 
of the still water moment, which can be considered 
as normal for ships with the parameters given for 
example by Guedes Soares and Moan (1988). In 
the case of FPSO platforms this will be a Rayleigh 
distribution for hogging and the exponential func-
tion for sagging (Wang et al., 1996).

The mid-ship section modulus can be obtained 
by calculating the moment of inertia of the sec-
tion by adding the contribution to the area and 
moment of inertia of each element of plates and 
stiffener. With the growth of the fatigue cracks, 
the area of available material contributing to the 
longitudinal strength decreases and the section 
modulus is also reduced. Corrosion for its part 
causes a decrease in plate thickness with the same 
effect. Bearing these factors in mind, the section 
modulus at each point in time is represented by a 
normal distribution with time-variant parameters 
and which are calculated as described in detail in 
Guedes Soares and  Garbatov (1996a, b).

7 INSPECTION AND MAINTENANCE 
PLANNING

Planning of inspections concerns the identification 
of what to inspect, how to inspect, where to inspect 
and how often to inspect. Even though inspections 
may be used as an effective means for controlling 
the degradation of the considered engineering sys-
tem and thus imply a potential benefit, they may 
also have considerable impact on the operation 
of the system and other economical consequences 
themselves. For this reason, it is necessary to plan 
the inspections such that a balance is achieved 
between the expected benefit of the inspections 
and the corresponding economical consequences 
implied by the inspections themselves.

Formulating the inspection and maintenance 
planning problem as a problem where the overall 
service life costs are minimized the pre-posterior 
analysis from the classical decision theory is given 
by Raiffa and Schaifer, (1982) and Benjamin and 
Cornell, (1970) providing a consistent and system-
atic framework for its solution.

Following the recent work of Rackwitz, (2000) 
the acceptable probability of failure for an engi-
neering system or any other activity for that matter 
should be established on the basis of an optimiza-
tion where the consequences of failure are assessed 
in terms of preferences expressed e.g. in monetary 
terms. This approach is based on the fundamen-
tal work by Nathwani, et al. (1997) addressing the 
value of the individual to society by means of the 
Life Quality Index. However, the implementation 
of such approaches in practice still lies behind and 
approaches resting on the (less optimal) judgmen-
tal power of the individual decision-maker must be 
pursued in the meanwhile.

The decision to repair a ship is not based on the 
status of one specific crack or one specific corroded 
plate, but instead on a generalised state of deterio-
ration. This can be modelled by a global variable 
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such as for example the midship section modulus, 
which changes with time with the growth of both 
strength degradation phenomena. Therefore, the 
expected values of both crack sizes and plate thick-
ness as a function of time have to be described. 
Consequently, the midship section modulus is also 
modelled as a random variable whose mean and 
standard deviation change with time.

The need of such approach has been recognised 
by Guedes Soares and Garbatov, (1996a), who 
developed a method to assess the reliability of the 
ship hull subjected to potential cracks initiated 
at the weldments between stiffeners and the plating. 
The crack propagation is governed by the effect of 
the longitudinal stresses associated with the overall 
bending of the hull. The simultaneous effect of a 
random number of cracks was accounted for by 
considering the decrease in the net sectional area 
that is available to resist the vertical bending of 
the hull.

The inspection and repair work performed 
during the ship lifetime never allows a very dra-
matic spreading of cracks to be developed. This 
effect was incorporated in the time variant for-
mulation of ship hull reliability by Guedes Soares 
and  Garbatov, (1996a), which yields the re quired 
information to assess the effect of inspections and 
repairs at different points in time on the reliability 
of the hull girder, as shown for tankers by Guedes 
Soares and Garbatov, (1998a). The effect of repair 
with plate replacement in ship hulls subjected to 
corrosion was modelled in a similar way as the 
fatigue problem by equating the repaired state of 
the structure to the state that the structure had 
at an earlier time in its life, as shown by Guedes 
Soares and Garbatov, (1996b).

Normally both fatigue and corrosion will be 
present and their combined effect needs to be con-
sidered in that the decreased net section due to cor-
rosion will increase the stress levels, which in turn 
increase the rate of crack growth. This effect has 
been considered by Guedes Soares and Garbatov, 
(1998b, 1999a), which showed that depending on 
the repair policy adopted one of the two phenom-
ena, would be the dominating one.

Garbatov and Guedes Soares, (2002) have 
adopted a Bayesian approach to update some of 
the parameters of the probability distributions 
governing the reliability assessment of maintained 
floating structures. The description of the time to 
crack initiation, crack growth law and probability 
of crack detection were updated using the infor-
mation from the inspections.

Risk-based methods for inspection and mainte-
nance can reduce lifecycle cost by basing inspec-
tion and repair intervals on the risk of incurring 
damage rather than on arbitrary periods. Risk-
based methods for inspection and maintenance 

can reduce inspection cost and downtime and 
may actually increase ship reliability and safety by 
defining explicit failure probabilities for all impor-
tant components and functions. The cost justifi-
cation for embedding inspection and monitoring 
devices into structures is the reduction in the total 
ownership cost. The components of total cost can 
be affected by the cost of periodic inspections, the 
frequency of inspections, the restoration cost saved 
by earlier detection, and the reduction in failure 
probability given constraints in the cost of fre-
quency of inspections. In some cases, the structure 
may be out of service during the time of the inspec-
tion, in which case the cost of the inspection is also 
affected by the capability of the inspection meth-
ods and internal devices used in the structure.

In maintenance planning, optimization can be 
achieved by appropriate selection of inspection 
interval, inspection methods, repair, quality, and 
so on. The interval between inspections in the 
case of floating structures depends on economical 
considerations, on expected losses due to mainte-
nance downtime and on the requirements of clas-
sification societies. In general they require fixed 
intervals between inspections but the owners may 
decide on shorter intervals based on economics 
considerations.

The approach that was presented by Garbatov 
and Guedes Soares, (2001) has defined the opti-
mal strategy for maintenance planning in com-
parison with cost considerations. The approach 
has demonstrated how repair cost can be used as 
a criterion in reliability based maintenance plan-
ning and in particular, how to vary the inspection 
interval in order to obtain the minimum intensity 
of repair cost. In some cases to keep the reliabil-
ity level above a certain acceptable value, the costs 
will not dominate and the reliability criterion will 
be the governing one. Several inspection strategies 
have been studied and discussion with respect to 
reliability and repair cost were presented.

The simulated strategies for inspection plan-
ning pointed out that the application of repair cost 
optimization for floating structures involves many 
uncertainties related to the costs of the shipyard 
that would perform the repair, with the inspection 
procedures.

Evaluation of alternative criteria for mainte-
nance planning in terms of the intensity of repair 
cost and availability of the platform to perform 
its intended functions is difficult to be achieved. 
The minimum required intensity or repair cost 
could be related with requirements of Classifica-
tion  Societies. However, this does not mean that 
the maintenance effort is optimized. When main-
tenance is intensified, the costs associated with 
inspection and repairs increase. The search for a 
maintenance effort that will optimize the use of 

SAFERELNET.indb   202SAFERELNET.indb   202 10/30/2010   4:30:05 PM10/30/2010   4:30:05 PM



203

available resources should consider the lifetime 
cost of the solution.

However, a balance between reliability and 
economical criteria could be the key to inspec-
tion strategy as has been defined by Garbatov and 
Guedes Soares, (2001). Repair cost can be used as 
a criterion in reliability based maintenance plan-
ning and in particular, how to vary the inspection 
interval in order to obtain the minimum intensity 
of repair cost. In some cases to keep the reliabil-
ity level above a certain acceptable value, the costs 
will not dominate and the reliability criterion will 
be the governing one. The approach was used as a 
base case to define the optimal strategy for main-
tenance planning using cost considerations. Simu-
lated strategies for inspection planning showed 
that the application of repair cost optimization 
for floating structures involves many uncertain-
ties, including the costs of the shipyard making the 
repairs, and the inspection procedures.

The problems related to assessing the service-
ability and safety of aged steel ships including the 
assessment of the structural condition (in view 
of corrosion, fatigue cracking and local denting), 
methods for repair, quantification of strength of 
deteriorated and repaired ships (as well as criteria 
for acceptable damage), accounting for the uncer-
tainties involved and cost-benefit and risk-based 
decision procedures for remedial actions have been 
the main objective in two consecutive reports of 
ISSC2003, Specialist Committee, V.2 Inspection 
and Monitoring (Bruce, et al., 2003) and ISSC2006, 
Committee V.6 Condition Assessment of Aged 
Ships (Paik, et al., 2006 & Wang et al., 2009).

Planning of structural maintenance of ships 
have been done based on structural reliability 
approaches involving models that represent the 
time development of deterioration. Earlier 
approaches were based on using structural reli-
ability theory combined with models of corrosion 
growth with time. The new approach developed by 
Garbatov and Guedes Soares, (2009) is based on 
statistical analysis of corrosion depth data leading 
to probabilistic models of time to failure, which are 
used as basis for maintenance decisions.

This study adopts classical theory of system 
maintenance and demonstrates how they can be 
applied to structural maintenance of ships. The 
approach applied is based on historical data of 
thickness measurements or corresponding corro-
sion thickness in ships. Based on the progress of 
corrosion, critical corrosion thickness levels are 
defined as “failure”, which is modeled by a Weibull 
distribution. Existing formulations obtained for 
systems are applied to this case, leading to results 
that are in agreement with standard practice.

Different scenarios are analyzed and optimum 
interval and age are proposed. The optimum age 

and intervals are based on statistical analysis of 
operational deterioration data using the Weibull 
model and some assumptions about the inspec-
tion and the time required for repair in the case of 
 failure are considered.

8 CONCLUSIONS

This paper presented a general view of the devel-
opment and the current state of know-how related 
with the technical application of structural reliabil-
ity to design and maintenance planning of ships and 
floating platforms, especially of the FPSO type.

The great majority of applications are based on 
the use of time-invariant reliability methods, which 
is essentially used for design criteria. These meth-
ods are utilised fundamentally indirectly in design 
serving to formulate and calibrate the construction 
regulations. There are some efforts being made 
towards developing methodologies so that these 
methods can be applied directly in ship design, but 
they are still at the research stage.

The time-variant reliability methods are very 
useful for the inspection planning and mainte-
nance and are being increasingly applied in indus-
try, with the largest rate in offshore and maritime 
transportation industries.
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Discrete multicriteria reliability-based optimization of spatial trusses
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ABSTRACT: The paper presents the problem of discrete multicriteria optimization of two-layer 
 regular orthogonal spatial trusses. Three criteria of evaluation are taken into account, namely: minimum 
of weight, maximum of reliability and maximum of stiffness of the structure. To simplify the problem, 
decomposition techniques are applied. The decision variables are cross-sections of the truss members. 
The best possible cross section is selected for each bar from a discrete catalogue. Other decision variables 
(coordinated variables) describe also the geometry of the structure. The multicriteria reliability-based 
algorithm allows for evaluating the objective functions and then finding sets of nondominated evaluations 
and solutions. Reliability of the structure is expressed by the Hasofer-Lind reliability index β.

formulated in 1896 by Italian economist Vilfred 
Pareto. The main difference, as compared with 
scalar optimization problem, refers to the number 
of evaluation criteria. In multicriteria problems, 
several contradictory criteria are assumed to evalu-
ate an object of the analysis [Jendo and  Paczkowski 
(1993), Paczkowski (1990)]. One or a few of the 
criteria may concern the reliability level [Fu and 
Frangopol (1990), Jendo and Putresza (1996), 
Kolanek and Jendo (2002), Moses (1997), Pu et al. 
(1997), Royset et al. (2003)]. Taken into account 
more than one criterion requires application of a 
relatively complex and time-consuming method 
of solution, especially when random character of 
design parameters is analyzed. But formulation of 
a multicriteria problem with discrete constraints 
leads to solution that is more applicable in engi-
neering practice.

Criteria of a vector optimization problem are 
defined by appropriate objective functions and 
ordered in a vector of objective functions f(x)

f f (f )} j 1, Jx((x(f )} jx(f jffff ,  (1)

In discrete problems, each solution is evaluated, 
and the vector of  evaluations is an element 
of   discrete set of  evaluations Y, included in a 
J– dimensional vector space, called the space of 
evaluations B.

In the case of engineering objects, a linear 
ordering relation is usually established to order 
the set Y. For minimization problems the relation 

1 INTRODUCTION

Structural reliability of spatial trusses is an 
important aspect of their design process. During 
last years many methods have been created for 
the purpose of determining the probability of 
structural failure [Blischke and Murthy (2000), 
Melchers (1987), Nowak and Collins (2000), 
Rausand and Høyland (2004), Thoft-Christensen 
and Baker (1982)]. The most important are the 
First Order Reliability Method (FORM) and 
the Second Order Reliability Method (SORM). 
Both methods are based on approximating the 
limit state functions by first and second order 
Taylor series expansions, respectively. The prob-
ability of failure can be expressed by the reliabil-
ity index β. Although the methods of reliability 
analysis are constantly improved, the optimization 
problems are generally considered as deterministic 
ones. Especially discrete multicriteria optimiza-
tion problems are difficult to solve when random 
character of selected parameters is taken into 
account. Solving multicriteria optimization prob-
lems with discrete design variables leads to a set of 
nondominated solutions which is possible to use in 
engineering practice.

2 MULTICRITERIA OPTIMIZATION 
PROBLEM

The problem of multicriteria optimization, 
also called vector optimization, has been first 
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is defined by a cone Λ0, specified by the positive 
orthant of the vector space B (Fig. 1).

Another significant difference between scalar 
and vector optimization problems is the form of 
the solution. In the case of multicriteria problems, 
the result is a K–element set of nondominated 
solutions XND. Through a transformation f(x) 
it gives the K–element set of nondominated 
evaluations YND (Fig. 2).

The nondominated evaluations are the ones that 
cannot be uniquely improved with respect to the 
assumed ordering relation.

NDYY ∃ ≠ ∧ ∈ +
∈

{ :Y }y y¬ ∃:Y y∧ yND
k

y i N≠ y DNN
k

ND
k

i
i Y

Λ  (2)

The set of nondominated solutions XND is obtained 
as the result of an inverse transformation of YND, 
defined also as

xND ND
i

ND

ND

k k

k
x

j i j

j i j

∈ ⇔ND ≤ ∧

∧ ∃
∈ ∈

f

f f<
X j J

j J∈

( )
i

xx ( )xND
kx

( )
i

x ( )xND
k

 
 (3)

Although the objective result of vector optimization 
problems is the set of nondominated solutions, 
engineering practice requires to select a single 
solution to be applied. The solution is selected from 
the set XND, and called preferred solution xp. The 
preferred solution is a compromise between the 
contradictory criteria of evaluation considered.

3 RELIABILITY–BASED OPTIMIZATION 
OF SPATIAL TRUSSES

3.1 Problem statement

There are given:
− vector of decision variables

x = { }, n 1= ,Nn  (4)

− vector of objective functions

f ( )x { ( )} j 1,Jj= { ,x( )}x( )}x( )}j  (5)

− sets of inequality and equality constraints

g x( )x { ( )} k 1,K= ≤x{ ( )}k 0,  (6)

h x( )x { ( )} m 1,M=x( )}= { m 0,  (7)

− vector of random variables

X = ={ }, i 1,Ii  (8)

− vector of limit state functions

G X( )X { ( )}, t 1,T=X( )} t= { t  (9)

and a set of  parameters that are constant  during 
optimization process. Find the set of  nondominated 
solutions and evaluations, according to Eq. (2) 
and (3).

In reliability-based optimization problems, as 
distinct from deterministic ones, random character 
of selected design parameters is taken into account 
(Eq. 8). The limit state functions that define the 
failure of structure are described in Equation (9). 
Reliability of each discrete solution is evaluated 
and is a component of objective functions vector. 
Probability of failure is usually contradictory with 
economic criteria, so the preferred solution is the 
compromise between them. The reliability level 
may be also the component of the inequality con-
straints vector (6).

3.2 Algorithm of solution

The proposed method of solution is based on the 
OPTYTRUSS system, which has been extended with 

Figure 1. Cone ordering relation in 2D space.
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Figure 2. Solution of a multiobjective optimization 
problem.
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the algorithm to evaluate reliability of a truss and 
make it a component of the objective functions vec-
tor. The system conducts static analysis, design, and 
discrete multicriteria optimization of spatial trusses. 
The cross sections of bars and geometry design 
parameters are varied in optimization process. The 
cross sections are selected from a discrete catalogue 
that contains the available steel products. The proc-
ess of selection is performed in deterministic way. 
Others design variables are constrained by equali-
ties (7), making the problem a discrete one. Solution 
of such problems is quite sophisticated and time–
consuming. Gradient methods cannot be applied, 
especially when objective functions are given in 
implicit forms. More effective are local search meth-
ods, adapted for discrete problems.

To make the solution more efficient, two–level 
algorithm has been proposed. The algorithm is 
based on the theory of parametric decomposition 
and hierarchic optimization [Enevoldsen and 
Sørensen (1994)]. It allows to reduce dimension of 
the vector of decision variables and considerably 
simplify the problem. The vector of decisions 
variables is decomposed into two local vectors

x x x⎯ → ( ) ( )
l lx) (;  (10)

The components of the vector xl
( )1  are cross 

 sections of the bars

x {x }, i 1, kAi bl
( )1 ={x } i  (11)

where kb is the number of the truss bars. 
 Components of the vector xl

( )
l
2  are variables that 

describe geometry of the structure (i.e. shape, 
height and depth, support system, etc.)

xl j b{ }j j k 1b , N( )2 =}j j= {  (12)

For real structures, dimensionality of the vector 
xl

1( )  is much larger than for xl
2( ) . The decomposi-

tion allows for separating the process of minimi-
zation of truss cross sections and for analyzing it 
as a scalar problem, constituting the inner loop 
in multicriteria optimization process (Fig. 4). The 
vector xl

2( )  includes the coordinate variables. In the 
first stage of the analysis, starting values are estab-
lished to describe geometry of single variant of the 
structure. Next, the starting values are treated as 
parameters in the second stage. For each defined 
variant the optimum bars’ cross sections are evalu-
ated in accordance with minimum mass criterion. 
During the process, dead, live and environmental 
loads are taken into account in load combinations. 
After that, for each variant of the truss, values of 
the objective functions, including reliability, are 
determined in the outer loop (Fig. 4). The outer 

loop is controlled by a local search method to 
minimize the number of analyzed variants and 
make the process more efficient.

Three alternative methods of structural reli-
ability analysis have been implemented in the 
OPTYTRUSS system. The first and most effi-
cient is First Order Reliability Method. The prob-
ability of failure is determined by Hasofer–Lind 
index β, after Rosenblatt transformation. The 
second method is a crude Monte Carlo method. 
The last method is integral, referring directly to the 
definition of probability of failure

PfP
f

= ∫ f dXXff ( )X
Ωff

 (13)

where Ωf is the failure domain, fX(X)—global 
 probability density function, X—vector of 
 random variables. The Monte Carlo and the 
integral  methods have been employed to test 
 correctness of the FORM method and  Rosenblatt 
 transformation, which are more numerically 
 complex. The reliability analysis proceeds in par-
allel to the other deterministic objective functions 
(Fig. 4). Apart from the method of the analysis, 
the input data have the same form. It is required 
to formulate the vector of the random variables X. 
For each  variable, appropriate probability distribu-
tion and its parameters are established. To simplify 
the problem, it is assumed that the variables are 
statistically independent.

For real engineering problems the FORM method 
is the most efficient and precise enough. In case of 
spatial trusses, stress and displacement limit state 
functions are regular and may be approximated by 
a first order Taylor expansion (Fig. 3).

Y2

f(Y)

ΩsΩf

G(Y) = 0

y*

GL(Y) = 0

β

• c1

c2 l

Figure 3. Linear approximation of a limit state 
function.
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4 NUMERICAL EXAMPLE

The numerical example for the proposed algorithm 
considers the analysis of a steel spatial truss which 
is a cover of a sports hall. The dimensions of the 
cover are 40 × 80 m (Fig. 5). The upper are lower 
layers are realized as orthogonal and parallel grids. 
The structure is supported along the longer walls 
of the hall. Bars of the truss are made of hot-rolled 
tubes, connected at nodes as joints [Brodshaw et al. 
(2002), Dutta (2002), Makowski (1981)].

In the presented example, random character of 
design parameters and loads is considered. During 
the analysis, the polyoptimum shape of the cover 
(Fig. 6), the modular distance between nodes, and 
the depth and rise of the cover are determined. 
Thus, the four-element vector of decisions variables 
x is taken into account

x = { } n 1= ,4n ,  (14)

where
x1— number of the shape of the cover; 

x1 = 1 denotes one-sloped plane cover; 
x1 = 2—  two-sloped cover; x1 = 3—cylindrical 
cover with circular arc

x2— number of modular divisions, described by a 
pair of numbers x2x and x2y

x3—depth of the cover
x4—rise of the cover

The constraints define the feasible domain of 
the problem

X = {x∈A : g(x) ≤ 0, h(x) = 0} (15)

g x( )x { ( )} k 1,7= ≤x{ ( )}k 0,  (16)

h x( )x { ( )} m 1,4=x( )}= { m 0,  (17)

where

g
x
a

a
x xx y

1( ): 6
6

6
2

40 80< < = =3

2 2xx x
,  (18)

g2(x): 1 ≤ x1 ≤ 3 (19)

g
x

x

y

3 2x( ): 10 1x2x 4
         20 282yy

x x2x
≤ ≤x y2y

 (20)

g4(x): 3.0 ≤ x3 ≤ 4.2 (21)

g5(x): 2.0 ≤ x4 ≤ 6.0 (22)

g6(x): β ≤ 2.0 (23)

x

y

40 

80 

Figure 5. Cover of the hall.

Formulation of the problem
and input parameters 

INNER LOOP 

Probability of failure for analyzed variant of the 
structure Pf

Determining  
the objective functions 

values 

The objective functions f(x)

Stop conditions fulfilled ? 

Ye
s

Selection of preferred evaluation 
and solution yP and xP

No 

Decomposition of the decision variables vector
( ) ( )2

l
1

l xxx ;⎯→⎯=

Minimizing cross sections of the bars 

Determining the parameters of the probability 
distributions of the random variables 

Set of nondominated evaluations and  
solutions yND and xND

OUTER LOOP

RELIABILITY
AN

ALYSIS

Start

Stop 

Values of the variables describing geometry of 
one variant of the structure 

Reliability analysis in accordance with stress and 
displacement limit functions 

Figure 4. Algorithm of the OPTYTRUSS system.
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g7(x): f ≤ f gr, f gr = 0.16 m (24)

and

h1(x): x1∈I+ (25)

h x i I
x i

2 2hh 1 2x2x 1 ,
,

, i
i Ii4

+

+
2,2

 (26)

h3(x): x3 = i  ⋅  0.6; i ∈I+ (27)

h4(x): x4 = i  ⋅  2, i ∈I+ (28)

I+—the set of integers
a—modular dimension of the layer divisions

The inequality constraints g1(x) refer to 
technological recommendation that the angle 
between bars is within range 〈30°, 60°〉 . The fol-
lowing inequalities g2(x) … g5(x) determine the 

upper and lower bounds of  variation of  decision 
variables x. The constraints g6(x) and g7(x) 
restrict the limit displacement and reliability 
level, respectively. The components of  the vec-
tor h(x) assure discrete character of  the feasible 
domain.

Three criteria are assumed for evaluating the 
solutions—minimum of the mass of the cover, 
minimum of the greatest nodal displacement, 
and maximum of reliability level. The first and 
the  second criteria are treated as deterministic 
 functions. All criteria are expressed formally in the 
vector of objective functions

f x( )x { ( )}, 1,3x( )}= {f{{{ jf j  (29)

where

f A li iA l
i

1ff ⋅AiA ⋅∑∑ ρ  (30)

f
N N l

EA
i iN NN N il

iAi

kbk

2ff
1

( ) =
=
∑  (31)

f T
3ff ( ) min

1
2x y) min y( )⎡

⎣
⎢
⎡⎡

⎢⎣⎣

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥β  (32)

i—the number of a truss bar
Ai—cross sectional area of the i-th bar
li—length of the i-th bar
ρ—density of steel, ρ = 7850 kg/m3

kb—the number of bars in the truss
N–i—force in the i-th bar caused by virtual load
Ni—force in the i-th bar caused by real load
E—Young modulus
y— vector of coordinates of the point on the  failure 

surface

The cross sections of bars are selected from 
a five-element discrete catalogue [Yadava and 
 Gurujee (1997)] (Table 1).

The vector of random variables contains fifteen 
components, presented in Table 2.

a)

b)

c)

Figure 6. The analyzed shapes or the cover.

Table 1. Catalogue of the feasible 
cross sections of the bars.

D0 [mm] t0 [mm]

30.0  2.9
70.0  3.6
139.7  6.3
273.0 12.5
355.6 16.0
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The unbounded distributions has been 
truncated (±5σ in case of double-sided unbounded 
distributions) and normalized with the use of 
Rosenblatt transformation.

Two limit state functions are assumed—the 
stress limit function (33) and the displacement 
limit function (35).

G i

i
lt1GG = −1

σ i

σ i

 (33)

where σi is the stress in i-th element and σ iσ lt—the 
limit stress, defined as

− dead load
− dead load + snow load

− dead load + wind load in the direction (+X)
− dead load + wind load in the direction (–X)
− dead load + wind load in the direction (+Y)
− dead load + wind load in the direction (–X)
− dead load + snow load + wind load in the 

 direction (+X)
− dead load + snow load + wind load in the 

 direction (+X)
− dead load + snow load + wind load in the 

 direction (+Y)
− dead load + snow load + wind load in the 

 direction (–Y)

During the process of selection of the cross 
 section areas, the most disadvantageous load 
 combinations is taken into account for each bar.

Table 2. Random variables assumed in the example.

Variable Probability distribution

Name Symbol Type Expected value Coefficient of variation

Diameter of bars X1−X5 log-normal nominal value (Table 1) 0.01
Thickness of the

cross section wall
X6−X10 log-normal nominal value (Table 1) 0.01

Yield stress of steel X11 log-normal 360 Mpa 0.1
Young modulus X12 log-normal 225 Gpa 0.05
Dead load multiplier X13 normal 1.0 0.1
Snow load multiplier X14 Frechet 1.0 0.2
Wind load multiplier X15 Gumbel (max) 1.0 0.2

Table 3. Set of nondominated solutions and nondominated evaluations.

Decisions variables Objective functions

Number of 
realization

Shape
(x1)

Number of
divisions
(x2)

Depth
(x3)

Rise
(x4)

Mass 
[kg/m2]
f1(x)

Displacement 
[cm]
f2(x)

Reliability 
index β
f3(x)

 1 one-sloped  cover 10 × 20 3.0 2.0 21.627 10.85 2.389
 2 10 × 20 3.0 4.0 21.595 10.91 2.384
 5 10 × 20 3.6 4.0 22.836  8.28 2.632
 6 10 × 20 3.6 6.0 22.993  8.39 3.151
 7 10 × 20 4.2 2.0 22.944  5.92 2.216
 1 two-sloped cover 10 × 20 3.0 2.0 21.462 10.73 2.119
 4 10 × 20 3.6 2.0 22.687  8.25 2.637
 5 10 × 20 3.6 4.0 22.553  8.45 3.112
13 12 × 24 3.6 2.0 25.615  7.95 2.057
 2 cylindrical with circular arc 10 × 20 3.0 4.0 21.313 11.09 2.399
 3 10 × 20 3.0 6.0 23.472 11.13 2.514
 5 10 × 20 3.6 4.0 22.051  8.75 2.091
 6 10 × 20 3.6 6.0 21.517  9.33 2.068
 7 10 × 20 4.2 2.0 25.513  6.13 2.510
 8 10 × 20 4.2 4.0 25.316  6.35 3.975
10 12 × 24 3.0 2.0 23.464  9.86 2.530
11 12 × 24 3.0 4.0 22.734 10.56 2.386
20 14 × 28 3.0 4.0 25.034  9.50 2.180
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The problem is solved according to the presented 
algorithm as a hierarchical optimization problem. 
Parametric decomposition of decision variables is 
applied. The variable x1 that describes shape of the 
structure is treated as the coordinated one. Thus 
three local problems are obtained.

The results of the analysis, namely the set of 
nondominated evaluations and nondominated 
solutions are presented in Table 3.

In order to solve the problem, the exhaustive 
search method is employed. The dimension of the 
solutions space and the small number of discrete 
alternatives of the decision variables make this 
method efficient enough. The local search methods 
for discrete problems can be also employed for the 
example, but the numerical effectiveness is similar. 
The important advantage of the exhaustive search 
method is its ability to find the global set of non-
dominated solutions.

Values of objective functions are normalized and 
the preferred evaluation is selected by a  distance 
function method. The preferred evaluation yp = y8 
and corresponding preferred solution xp = x8 is 
marked in Table 3.

yp = {25.3; 6.35; 3.975} (34)

xp = {3; (10 × 20); 4.2; 4.0} (35)

The preferred solution is the cylindrical cover, 
with modular divisions of 10 × 20, depth of 4.2 m 
and rise of 4.0 m. Mass of the preferred structure 
is 25.3 kg/m2 of the projection of the cover, maxi-
mum displacement of the node is 6.35 cm and reli-
ability index is 3.975. The reliability level of the 
structure equals 0.99996.

5 CONCLUSIONS

After numerical researches and analysis several 
conclusions may be formulated.

1. In the case of multicriteria optimization of 
complex structures, a hierarchical approach to 
formulation of the problem is recommended. 
Decomposition of the vector of decision vari-
ables and evaluation of several local problems 
greatly increases efficiency of the optimization 
process.

2. Formulation of multicriteria problems is 
advisable in case of engineering objects. 
Structural reliability may be assumed as one 
of the criteria of evaluation as well as one of 
constraints. Reliability criteria are usually 
contradictory with the economic ones. The 
solution is then a compromise between them.

3. The presented algorithm is efficient enough to 
become a commonly applied engineering tool. 
All technological and design requirements and 
real loads combinations may be taken into 
account in the analysis.
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Continuous and discrete reliability-based optimization 
of truss structures
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ABSTRACT: The paper deals with application of two optimization techniques to solve mixed 
 (discrete-continuous) Reliability-Based Optimization (RBO) problem of truss structures. The mixed 
RBO problem is formulated as the minimization of structural volume subjected to the constraints on 
the values of reliability indices determined by FORM approach. The cross-sectional areas of truss bars 
and coordinates of the specified truss nodes are considered as discrete and continuous design variables, 
respectively. The specified allowable reliability indices are associated with limit states in the form of the 
admissible displacements of the chosen truss nodes, admissible stress or local buckling of the elements as 
well as a global loss of stability. Both the componental and system reliability indices are considered. Two 
optimization techniques, namely: transformation and controlled enumeration methods are employed to 
solve the optimization problem. The transformation method allows to transform the mixed optimization 
problem into the continuous one. Two numerical examples: 10 bar planar truss and spatial truss dome are 
used to illustrate the proposed methodology of solution. Results obtained by both methods are compared 
and appropriate conclusions are drawn.

optimization problem usually requires comput-
ing the constraints for the very large number of 
designs, making it computationally time and stor-
age consuming (Bauer 1994).

The main purpose of this paper is to investigate 
the efficiency of two discrete optimization methods 
when applied to the RBO problem, namely, the 
controlled enumeration method enhanced by the 
use of constraints approximation technique and a 
new nonlinear mixed discrete programing method, 
recently proposed in (Wang et al. 1998).

2 DISCRETE RBO PROBLEM 
FORMULATION

The RBO problem can be formulated in many 
ways (Madsen and Friis Hansen 1992; Kuschel and 
Rackwitz 1997). In this paper it is the minimiza-
tion of the cost function subjected to constraints 
imposed on the values of componental as well as 
system reliability indices. The mixed RBO problem 
can be stated as:

minimize   CI(xc,xd), (1)

subject to: βi(xc,xd) ≥ βi
min, i = 1, …, mr, (2)

 βsys(xc,xd) ≥ βsys
min, (3)

 ci(xc,xd) ≥ 0, i = 1, …, md, (4)

1 INTRODUCTION

For the rational design it is crucial to account 
for uncertain properties of material, loading and 
geometry as well as the mathematical model of the 
system. Moreover, reliability performances should 
be introduced as the most rational safety measures. 
Deterministic optimization enhanced by reliability 
performances and formulated within the probabilis-
tic framework is called Reliability-Based Optimiza-
tion (RBO). The RBO problem is often formulated 
as a minimization of the initial structural cost 
under the constraints imposed on the values of 
componental and/or system reliability indices cor-
responding to various limit states, see eg. (Madsen 
and Friis Hansen 1992; Kleiber et al. 1999; Pu 
et al. 1997). Usually, the design variables are cho-
sen from the deterministic parameters or the mean 
values of random parameters describing the geom-
etry and material properties of the structure. In the 
majority of publications that deal with the RBO 
the design parameters are treated as continuous. 
However, very often due to technological and/or 
other requirements, some design variables can take 
only discrete values from certain finite sets, see 
eg. (Paczkowski and Jendo 1999b; Paczkowski and 
Jendo 1999a; Badower et al. 2000). In such a case 
the RBO problem must be considered as a non-
linear mixed (discrete-continuous) programming 
 problem. Unfortunately, solution of a discrete 
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c n≤ ≤k
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x Z z z z
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k
d

k kZ z k kz JkJ=ZkZ ,kz JkJ, ,k ,{ }
, , ,

1 zk,zkk
 (6)

where CI is the initial cost/weight of the structure, 
xc and xd are the continuous and discrete design 
variables, respectively, βi, i = 1, …, mr, are the 
chosen componental reliability indices, βsys is the 
system reliability index, ci, i = 1, …, md, are det-
erministic constraints and l k

cx , u
k
cxu , k = 1, …, n, are 

the lower and upper bounds, respectively, imposed 
on the continuous variables. For each discrete vari-
able, xk

d , k = 1, …, N, Zk is a discrete set of real 
numbers with Jk elements.

3 TRANSFORMATION TO CONTINUOUS 
OPTIMIZATION PROBLEM

One way to solve the above problem is to transform 
it into the equivalent continuous optimization 
problem according to the method proposed in 
(Wang et al. 1998). In this method each of the 
discrete variables is first represented by a linear 
combination of new variables taking values 0 
or 1. The new discrete variables are then relaxed by 
introducing a quadratic constraint so that the new 
variables become continuous on [0, 1]. It was shown 
that under the linear and quadratic constraints the 
new problem is equivalent to the original one.

Expressing analytically the above idea, first 
the new discrete variables vk = {vk,1, vk,2, …, vk, 
Jk}, k = 1, …, N, are introduced by means of 
transformation

x zk
d

k jz k j
j

JkJ

=
∑ j k ,v

1

  (7)

where zk,j ∈ Zk for j = 1, …, Jk. The following con-
straints are imposed on vk:

vk, j = 0 or 1, j = 1, …, Jk, (8)

vk j
j

JkJ

, =
=

∑ 1
1

  (9)

for any k = 1, …, N. It was proved in (Wang et al. 
1998) that the variables vk can be made  continuous 
by taking values in [0,1] and that at the optimal 
point they take values vk,j = 1 for only one j and 
vk,j = 0 for all other j if  the additional constraints 
Q(vk) = 0, k = 1, …, N, are introduced, where

Q jk j
j

J

k j
j

Jk kJ J

( ) .j kv
⎛

⎝

⎞

⎠
⎟
⎞⎞

⎠⎠=
∑∑ j kj j, jvjj −k jvjj

⎛

⎝
⎜
⎛⎛

⎝⎝
2

1j1 ⎝ =j⎝

2

 (10)

The original problem (1)–(6) now can be 
expressed in the space of design variables xc and v 
as the following continuous optimization problem

 (11)

 (12)

 β β βsyββ s sββ ys sys( ) miββ nd cx v, ≥ ,β sys
min�  (13)

 
 (14)

 l
k
c

k
c u

k
cx xl

k
c x kuu

k
c n≤ ≤k

cx =, ,k ..., ,1  (15)

 vk j
j

J

k N
kJ

, ,k , ,−
=

∑ 1 0=
1

 (16)

 Q k Nk( )k , ..., ,1kk =k  (17)

 0 1 1k j kj J1= k
k N1=

, j 1 ,
, , .  (18)

To solve the above optimization problem 
any nonlinear programming algorithm can be 
employed. However, a clear disadvantage of the 
approach is a rapid increase of the number of design 
variables with the size of Zk sets (cf. (6)). The small 
optimization problem with 5 discrete variables that 
take their values from the catalogue consisting of 
20 entries (which is not many when compared with 
the real catalogues of available cross-sections, for 
example) produces the transformed continuous 
optimization problem with 100 design variables. 
One way of reducing the number of new v variables 
is first to solve the optimization problem (1)–(6) 
treating all the design variables as continuous and 
then to construct small sub-catalogues by selecting 
few entries from the original catalogues around 
the optimal values. Such an approach implies that 
the optimal discrete solution is close to the con-
tinuous one, which is usually the case for the real 
 engineering structures.

4 CONTROLLED ENUMERATION 
METHOD

In absence of the continuous design variables xc 
the mixed discrete programming problem (1)–(6) 
becomes ‘pure’ discrete optimization problem and 
can be solved using the enumeration techniques 
(Green-berg 1973; Iwanow 1990). The idea of this 
approach is to check the constraints for all the 
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combinations of the design variables values, and 
for the ones satisfying the constraints calculate the 
cost function value to find the optimum design. 
The main advantage of this method is that it is free 
from the convergence problems observed with the 
previous algorithm for a large number of design 
variables. However, due to the number of com-
binations to check (J1 ⋅ J2 ⋅ … ⋅ JN ) and very high 
costs of reliability constraints computation, the 
enumeration method in the way presented above 
can only be applied to very trivial problems. The 
controlled enumeration is an improved version of 
the preceding algorithm enhanced by the strategy 
of ordering the constraints checking process. This 
strategy takes advantage of the solution of the 
optimization problem obtained by ignoring dis-
crete restrictions.

For truss structures the only discrete variables 
that will be considered here are the cross-section 
areas of structural elements. Denoting discrete 
variables k

d , k = 1, …, N as Ak, the volume of truss 
structure can be expressed as

C l Ak kl A
k

N
( ) ,

=
∑

1

 (19)

where lk is the combined length of truss elements 
corresponding to the k-th discrete variable. The 
subscript I that indicated initial cost in (1) and (11) 
was dropped for notation convenience.

To present the controlled enumeration 
algorithm it is useful to introduce the tree graph 
(cf. Fig. 1) representing all possible cost function 
values, considered in this paper as the structural 
volume. First, a root of the graph with indices (0, 
0) is set up. The consecutive vertices of the graph 
are defined in the following way: the vertex with 
indices (k, j) is the parent of the vertices with indi-
ces (k + 1, m), where k = 1, …, N, j = 1, …, Jk and 
m = 1, …, Jk+1. The vertex whose first index is N 

has no  children. The vertices of the graph can be 
arranged in layers numbered from 1 to N. In the 
first layer, the vertices represent all possible volume 
values of the first structural element (or the group 
of elements with the same discrete cross-section). 
In the second layer, the vertices represent all pos-
sible combinations of the sum of volumes of the 
first two structural elements. Finally, the vertices in 
the N-th layer represent all possible combinations 
of the volume sums for the whole structure.

The catalogue entries corresponding to the 
 discrete design variables are assumed to be 
ordered by increasing values. As far as search for 
the optimal solution is concerned the important 
 feature of the graph with root (0, 0) and subgraphs 
with roots (k, j) is the fact that the sum of values 
assigned to the paths of the largest catalogue val-
ues zk,Jk (cf. (6)) determines the vertex for which the 
volume of the involved elements is maximum.

The algorithm outlined below is based on the 
assumption that the minimum value of structural 
volume from the continuous solution and the 
 corresponding design variables are known. In this 
context, the discrete design is considered to be the 
solution if  it gives the closest volume value to the 
optimal one and satisfies the imposed constraints. 
However, due to the additional condition (given in 
step 3 below) reducing the number of constraints 
checking, the solution produced by the algorithm 
may differ from the one stated above. The aim 
of introducing this condition is to exclude from 
 computationally expensive process designs which 
are least ‘suspected’ to be the solution of the 
problem. The main steps of the algorithm are as 
follows:

1. For all structural elements construct reduced 
catalogues consisted of the values from the 
original catalogues that are close to the corre-
sponding continuous optimal values. In this way 
the number of designs to be considered is sig-
nificantly reduced.

2. In the tree graph (cf. Fig. 1) generate the path 
representing discrete solution:
2.1.  Consider subgraphs containing roots 

in the first layer with indices (1, j  ) where 
j = 1, …, J1. The maximum values of the 
cost function represented by the vertices in 
the layer N are:

 C l z l zj jz k kl z Jk
k

N

1CC j l
2

,
max

,k kj .l zz1lll
=

∑  (20)

For the first design variable assign the 
value which satisfies the condition:

 A j J1AA 1j JJ1{ }j jC1 j{ }CCCi j1{z j1z }CC1C jCC ,jj  (21)Figure 1. Tree graph of controlled enumeration 
method.
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where C* is the structural volume corre-
sponding to the optimal solution from 
continuous optimization. If the set min  
{z1, j|C* ≤ C 1, j

max} is empty, it is necessary to 
redefine catalogues for design variables 
and restart the algorithm.

2.2.  Consider the subgraphs with the vertices 
(2, j), located in the second layer, where 
j = 1, …, J2, and with the vertex in the first 
layer ( , )

1
jA11
j . The index jAj 1AA  corresponds to 

the first element volume assigned in (21). 
The values of maximum volume for the 
vertices located in the layer N of such sub-
graphs are:

 C l A l z l z Jj jz k kl z kJ
k

N

2CC j l 2lA ll
3

,
max , .JkJl AA1lll AAA

=
∑  (22)

For the second design variable assign the 
value such that:

 A j J2A 1j JJ1{ }j jC2 j{ }CCCi j2{z j2z }CC2C jCC .jj  (23)

2.3.  Continue the procedure listed above, until 
all the design parameters assume assigned 
values.

Notice that all the designs represented by 
the paths located on the left hand side of the 
one defined above (very often numerous) give 
smaller structural volumes than the continu-
ous one, so they can be excluded from further 
analysis.

3. Generate the ordered list of discrete designs 
to check the constrains. Starting from the path 
defined in the step 2, going to the right till the 
last path of the graph is reached, check the 
designs for the following conditions:
• the discrete design volume is greater or 

equal to the optimal continuous one,
• the variations of the values of β indices due 

to the perturbation of the discrete design var-
iables are smaller or equal to the given pre-
scribed value

 
∂

∂
Δ ≤β εiβ

k
k

r

Akk
A

i m= k N

( ) |

, ..., , ,k , ,
*

((

A A=
1 rm k =, k

 (24)

where Δ −A A= Ak kA A= kA*, and A* is the optimal 
 continuous design. The sensitivities of the reli-
ability indices are the byproduct of the First 
Order Reliability Method (FORM) approach, 
which is used in this paper, and are very cheap 
to obtain, see eg. (Madsen et al. 1986; Melchers 

1999;  Bjerager and Krenk 1989). If  the above 
conditions are satisfied, insert the design to 
the constraint checking list and order it by the 
increasing volume.

4. Compute the exact values of all the constraints 
for designs in the list starting from the one with 
the smallest volume. The first design satisfying 
the constraints is considered to be the problem 
solution.

5 NUMERICAL EXAMPLES

Example 1

To illustrate the method presented in Sec. 3, the 10 
element plane truss structure is studied, see Fig. 2. 
The external loads acting on the structure are rep-
resented by 2 independent load cases. The first load 
case consists of the vertical force P1 = 100 kN acting 
at the node No. 1 and the  second one consists of 
two vertical forces P2 = 50 kN acting at the bottom 
nodes as shown in Fig. 2. The structural elements 
are made of steel bars with the cross-sections of 
equal-sided angle type. Linear elastic theory is 
employed and the structural behaviour is described 
by selected displacement and stress performance 
measures. The stochastic description of the struc-
ture consists of 21 random variables listed in the 
Table 1 together with their respective distribution 
types and the mean values and standard deviations 
corresponding to the initial design of the continu-
ous RBO problem. 14 size and shape design varia-
bles were selected. The first 10 design variables are 
the mean values of the random variables represent-
ing cross-sections of the elements. Four remaining 
variables are the mean values of the variables that 
describe the vertical position of nodes 1–4. It is 
assumed that the variables x1–x10 take their values 
from the discrete catalogue of equal-sided angle 
type cross-sections, consisting of 37 entries. The 
following limit states are considered:

Figure 2. 10 element plane truss: geometry and loading.
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Table 1. 10 element truss: random and design variables.

Rand. 
var. Description

Distribution 
type Moments

Initial 
value

Design 
var.

Optimal 
cont. design

Optimal 
discr. design

1 2 3 4 5 6 7 8

Y1 Cross-sec. area—
elem. No. 1 
constant c.o.v.: 5%

log-normal E(Y1)
σ (Y1)

20.0 cm2

1.0 cm2
x1  28.85 cm2 29.90 cm2

L130 × 130 × 12

Y2 Cross-sec. area—
elem. No. 2 
constant c.o.v.: 5%

log-normal E(Y2)
σ (Y2)

20.0 cm2

1.0 cm2
x2  18.57 cm2 18.70 cm2

L90 × 90 × 11

Y3 Cross-sec. area—
elem. No. 3 
constant c.o.v.: 5%

log-normal E(Y3)
σ (Y3)

20.0 cm2

1.0 cm2
x3  40.21 cm2 43.00 cm2

L150 × 150 × 15

Y4 Cross-sec. area—
elem. No. 4 
constant c.o.v.: 5%

log-normal E(Y4)
σ (Y4)

20.0 cm2

1.0 cm2
x4  16.40 cm2 18.70 cm2

L90 × 90 × 11

Y5 Cross-sec. area—
elem. No. 5 
constant c.o.v.: 5%

log-normal E(Y5)
σ (Y5)

20.0 cm2

1.0 cm2
x5  5.09 cm2 5.69 cm2

L50 × 50 × 6

Y6 Cross-sec. area—
elem. No. 6 
constant c.o.v.: 5%

log-normal E(Y6)
σ (Y6)

20.0 cm2

1.0 cm2
x6  5.09 cm2 5.69 cm2

L50 × 50 × 6

Y7 Cross-sec. area—
elem. No. 7 
constant c.o.v.: 5%

log-normal E(Y7)
σ (Y7)

20.0 cm2

1.0 cm2
x7  6.03 cm2 6.91 cm2

L60 × 60 × 6

Y8 Cross-sec. area—
elem. No. 8 
constant c.o.v.: 5%

log-normal E(Y8)
σ (Y8)

20.0 cm2

1.0 cm2
x8  24.60 cm2 27.50 cm2

L120 × 120 × 12

Y9 Cross-sec. area—
elem. No. 9 
constant c.o.v.: 5%

log-normal E(Y9)
σ (Y9)

20.0 cm2

1.0 cm2
x9  5.75 cm2 5.82 cm2

L60 × 60 × 5

Y10 Cross-sec. area—
elem. No. 10 
constant c.o.v.: 5%

log-normal E(Y10)
σ (Y10)

20.0 cm2

1.0 cm2
x10  35.53 cm2 37.2 cm2

L160 × 160 × 12

Y11 Young modulus of 
material for all 
elements

log-normal E(Y11)
σ (Y11)

21000 kN/cm2

1050 kN/cm2

Y12 yield stress of 
material for all 
elements

log-normal E(Y12)
σ (Y12)

21 kN/cm2

1 kN/cm2

Y13 x coor.—node No. 1 normal E(Y13)
σ (Y13)

720 cm
2 cm

Y14 y coor.—node No. 1 normal E(Y14)
σ (Y14)

360 cm
2 cm

x11 150.0 cm 150.0 cm

Y15 x coor.—node No. 2 normal E(Y15)
σ (Y15)

720 cm
2 cm

Y16 y coor.—node No. 2 normal E(Y16)
σ (Y16)

0 cm
2 cm

x12  10.1 cm 100.0 cm

Y17 x coor.—node No. 3 normal E(Y17)
σ (Y17)

360 cm
2 cm

Y18 y coor.—node No. 3 normal E(Y18)
σ (Y18)

360 cm
2 cm

x13 259.9 cm 276.4 cm

Y19 x coor.—node No. 4 normal E(Y19)
σ (Y19)

360 cm
2 cm

Y20 y coor.—node No. 4 normal E(Y20)
σ (Y20)

0 cm
2 cm

x14  35.3 cm 38.46 cm

Y21 First load case factor log-normal E(Y21)
σ (Y21)

1.0
0.05

Y22 Second load case
factor

Gumbel E(Y22)
σ (Y22)

1.0
0.2
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• admissible displacement of the node No. 2

 g
qa1 1( ( )) ( )q Y( x, =))x − | ,q2( | ,  (25)

where Y is the vector of random variables, q 
is the vector of nodal displacements, q2 is the 
 vertical  displacement of the node No. 2 and qa is 
a prescribed allowable displacement taken here as 
3.5 cm. The implicit dependence of the limit state 
function on the random variables as well as design 
variables is indicated in the function definition.

• admissible stress or local buckling of the 
elements

 g

i

i
i
a( ( ) ) ( ( ) )

( )
q Y( x) x)

, )x) =) −
| ,i ( (q Y( |

= , , ,
−

1

2 1, , 1
1

i

σ i

 (26)

where σj is the axial stresses in the j-th element 
and σ j

a  a is an admissible stress. For elements 
under tensile stress the value of σ j

a  a is assumed 
constant and equal to the yield stress during the 
β–point search, while in the compression case it is 
assumed to vary according to the current values 
of realizations of corresponding size and shape 
random variables; this allows to account for local 
buckling. Here, contrary to the displacement limit 
state, the limit state functions are also explicit 
functions of the random and design variables.

The above limit states define the failure criteria 
in reliability analysis. The restrictions imposed on 
the values of componental reliability indices form 
the reliability constraints of the RBO problem. 
In this example only the componental reliability 
constraints are considered. For all the constraints 
the admissible β-value is taken equal to 3.7 which 
corresponds to the probability of failure equal to 
0.0001.

Employment of the transformation approach 
accounting for the whole catalogue would produce 
the optimization problem with 10 × 37 + 4 = 374 
design variables, making it computationally 
infeasible. Clearly, the efficiency of the method 
could be improved by constructing the reduced 
catalogues for individual elements. In order to do 
this the following continuous optimization problem 
has to be solved first:

minimize C x l x xIC
i

i i( ) ( ... ),xx li il ( , ,x )
=
∑

1

10

11 14  (27)

subject to: βi (x) ≥ 3.7, i = 1, …, 11, (28)
 5.09 cm2 ≤ xk ≤ 76.4 cm2,
        k = 1, …, 10, (29)

 150 cm ≤ xk ≤ 450 cm,
        k = 11,13, (30) Figure 3. Continuous optimization: optimal design.

 −100 cm ≤ xk ≤ 100 cm,
           k = 12,14, (31)

where li, i = 1, …, 10, are the lengths of the 
 elements and the simple bounds (29) correspond 
to the original catalogue’s minimum and maximum 
entries. The initial volume of the structure equals 
83929.4 cm3.

Using the interactive RBO system POLSAP-
RBO (Kleiber et al. 1999; Stocki et al. 1999) and 
the sequential quadratic programming algorithm 
NLPQL (Schittkowski 1985), the optimal design 
was obtained after 33 iterations. The initial volume 
was reduced by nearly 17% to 69878.4 cm3. The 
optimal shape of the structure is shown in Fig. 3. 
Thickness of the lines represents the relative mag-
nitude of the cross-sectional areas of the elements. 
Corresponding values of the design variables are 
listed in the 7-th column of Table 1. Fig. 5 presents 
the history of reliability constraints changes. The 
constraints that were active at the optimal point 
are marked with the latter a. It turned out that the 
displacement constraint was not active during the 
whole optimization process.

Knowing the optimal continuous design the 
reduced catalogues for the elements were chosen by 
selecting three original catalogue entries ‘around’ 
respective optimal continuous values (1 less or 
equal and 2 greater or equal). They are listed in 
Table 2, where the numbers in cross-sections sym-
bols indicate their dimensions in millimeters and 
the areas are in cm2.

The next step is to introduce 30 new v-type design 
variables corresponding to the catalogues entries 
and to transform the mixed discrete optimization 
problem to the equivalent continuous problem:

minimize
 

I

k j k j
j

J

k

C

z lk j k j k x
kJ

� ( )x x x x

( ,x ..., )j k

x x

=
⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠=
∑

11 12 13 14

1
11 14 ,,

k=
∑

1

10
 (32)

subject to:
 

 (33)
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 vk j
j

J

k
kJ

, ,k ..., ,− =
=

∑ 1 0= 1 1, ..., 0
1

 (34)

 Q(vk) = 0, k = 1, …, 10, (35)

 0 ≤ vk,j ≤ 1, j = 1, …, Jk,
        k = 1, …, 10, (36)

 150 cm ≤ xk ≤ 450 cm,
        k = 11, 13, (37)

 −100 cm ≤ xk ≤ 100 cm,
        k = 12, 14, (38)

where zk,j, k = 1, …, 10, j = 1, …, Jk, are the discrete 
values shown in Table 2. Since the size Jk of all the 
catalogues equals 3, the starting feasible values for 
v variables can be taken as 1/3. The optimal design 
was obtained after 22 iteration producing the struc-
tural volume of 74391.5 cm3. In the last column of 
Table 1 the optimal values of discrete design varia-
bles with corresponding cross-sections symbols and 
the values of shape design variables are presented.

As can be seen in Fig. 4 the optimal shape of the 
truss associated with discrete cross-sections dif-
fers substantially from the one in Fig. 3. In Fig. 6 
the reliability constraints history is shown. In this 
 figure, the leftmost axis was placed only to show 
the values of constraints in the optimal point of 
continuous optimization. One can see that they 
are not the same as for the initial design of trans-
formed RBO problem (32)–(38). This is due to a 
somewhat arbitrary choice of the starting v values 
generating other cross-sectional areas than these 
from optimal continuous solution. Contrary to 
the continuous case, only one stress/local-buckling 
type reliability constraint was active at the opti-
mal point and the majority of constraints were 
ful-filled with a large margin. It is interesting to 
observe (see Fig. 7) that all the Q-type constraints 
become zero after 7 iterations, which ensures the 
choice of discrete catalogue values, and then the 
two shape type design variables x12 and x14 begin 

Figure 4. Mixed discrete optimization: optimal design.

to change rapidly, transforming configuration of 
the structure.

Example 2

To compare the results of the controlled enumera-
tion and transformation approach the example of 
discrete RBO of the 24 element truss (Fig. 8) of 
highly nonlinear geometric behavior is presented. 
In the problem, the structural volume is minimized 
subject to three reliability constraints imposed on 
the values of two componental and one system reli-
ability indices. They correspond to the following 
critical states:

• exceeding admissible displacement of the node 
No. 1

 g
qa25 1( ( )) ( )q Y( x, =))x − | ,q1( | ,  (39)

where q1 is the vertical displacement of the 
cen tral node and qa = 3.5 cm is an admissible 
displacement.

• global loss of stability

 cr cr26 1( (cr )) ( )λ λc(cr )), )))) −)  (40)

where λcr is the critical load factor that leads to 
the failure state due to the snap-through effect.

• failure of a series system consisting of 24 failure 
elements, corresponding to stress/buckling type 
failure of structural elements. The limit state 
functions of the elements that make up the system 
are numbered from 1 to 24. They are as follows:

 g

i

i
i
a( ( ) ) ( ( ) )
( )

q Y( x) x), )x) =) − | ,i ( (q Y( | ,

, , ,

1

1 2, , 4

i

σ i
aa

=

 (41)

where Y is the vector of  random variables 
shown in Table 3, x is the vector of  design vari-
ables consisting of  3 elements—mean values of 
random variables modeling the cross-sections 
of  groups of  elements (see Table 3). The failure 
domain of  considered system is the union of 
elements’ failure domains. Therefore probabil-
ity of  system failure is

P gi xfPS

i
gi x

=
� {( ( ,YY ) }≤ ),

1

24

∪
 (42)

and the corresponding reliability index

βsyββ s = − −Φ 1( ).f
S  (43)

The value of reliability index is approximated 
by its lower Ditlevsen bound (Ditlevsen 1979) 
computed using the SYSREL package (RCP 
Gmbh).
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Figure 6. Mixed discrete optimization: reliability constraints.

Figure 5. Continuous optimization: reliability constraints.

Table 2. Catalogues of equal-sided angle cross-sections.

x1 x2 x3 x4 x5

symbol area symbol area symbol area symbol area symbol area

L120 × 120 
× 12

27.5  L90 × 90 × 9 15.5 L160 × 160 
× 12

37.2  L90 × 90 × 9 15.5 L45 × 45 × 6 5.09

L130 × 130 
× 12

29.9  L90 × 90 × 11 18.7 L150 × 150 
× 15

43.0  L90 × 90 × 11 18.7 L50 × 50 × 6 5.69

L150 × 150 
× 12

34.8 L100 × 100 × 10 19.2 L160 × 160 
× 15

46.0 L100 × 100 × 10 19.2 L60 × 60 × 5 5.82

x6 x7 x8 x9 x10

L45 × 45 × 6 5.09 L60 × 60 × 5 5.82 L120 × 120 
× 10

23.2 L50 × 50 × 6 5.69 L150 × 150 
× 12

34.8

L50 × 50 × 6 5.69 L60 × 60 × 6 6.91 L120 × 120 
× 12

27.5 L60 × 60 × 5 5.82 L160 × 160 
× 12

37.2

L60 × 60 × 5 5.82 L75 × 75 × 5 7.34 L130 × 130 
× 12

29.9 L60 × 60 × 6 6.91 L150 × 150 
× 15

43.0
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Figure 7. Mixed discrete optimization: Q type constraints and shape design variables.

Figure 8. Truss dome: geometry and loading (P = 20 kN).
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Table 3. Dome-shaped truss: random and design variables.

Rand. 
var. Description

Distrib.
type Moments Initial value

Design 
var.

Opt. cont. 
design

Optimal discrete design

transform. enumer.

1 2 3 4 5 6 7 8 9

Y1 Cross-sec. 
area—el. 
1–6 constant 
c.o.v.: 5%

log-norm E(Y1)
σ (Y1)

15.0 cm2

0.75 cm2
x1 19.3705 cm2 19.98 cm2 

O83 × 8.5
20.36 cm2 

O89 × 8

Y2 Cross-sec. 
area—el. 
7–12 constant 
c.o.v.: 5%

log-norm E(Y2)
σ (Y2)

15.0 cm2

0.75 cm2
x2 13.7178 cm2 13.85 cm2 

O70 × 7
12.97 cm2 

O70 × 6.5

Y3 Cross-sec.
 area—el. 
13–24 constant 
c.o.v.: 5%

log-norm E(Y3)
σ (Y3)

15.0 cm2

0.75 cm2
x3 14.7782 cm2 15.17 cm2 

O76 × 7
15.17 cm2 

O76 × 7

Y4 Young modulus 
of material for 
all elements

log-norm E(Y11)
σ (Y11)

21000 kN/cm2

1050 kN/cm2

Y5 yield stress 
of material for 
all elements

log-norm E(Y11)
σ (Y11)

21 kN/cm2

1 kN/cm2

Y6 x coor.—node 
No. 1

normal E(Y12)
σ (Y12)

0.0 cm
1.0 cm

Y7 y coor.—node 
No. 1

normal E(Y13)
σ (Y13)

0.0 cm
1.0 cm

Y8 z coor.—node 
No. 1

normal E(Y14)
σ (Y14)

82.16 cm
1.0 cm

Y9 x coor.—node 
No. 2

normal E(Y15)
σ (Y15)

250.0 cm
1.0 cm

Y10 y coor.—node 
No. 2

normal E(Y16)
σ (Y16)

0.0 cm
1.0 cm

Y11 z coor.—node 
No. 2

normal E(Y17)
σ (Y17)

62.16 cm
1.0 cm

Y12 x coor.—node 
No. 3

normal E(Y18)
σ (Y18)

125.0 cm
1.0 cm

Y13 y coor.—node 
No. 3

normal E(Y19)
σ (Y19)

216.51 cm
1.0 cm

Y14 z coor.—node 
No. 3

normal E(Y12)
σ (Y12)

62.16 cm
1.0 cm

Y15 x coor.—node 
No. 4

normal E(Y13)
σ (Y13)

−125.0 cm
1.0 cm

Y16 y coor.—node 
No. 4

normal E(Y14)
σ (Y14)

216.51 cm
1.0 cm

Y17 z coor.—node 
No. 4

normal E(Y15)
σ (Y15)

62.16 cm
1.0 cm

Y18 x coor.—node 
No. 5

normal E(Y16)
σ (Y16)

−250.0 cm
1.0 cm

Y19 y coor.—node 
No. 5

normal E(Y17)
σ (Y17)

0.0 cm
1.0 cm

Y20 z coor.—node 
No. 5

normal E(Y18)
σ (Y18)

62.16 cm
1.0 cm

Y21 x coor.—node 
No. 6

normal E(Y13)
σ (Y13)

−125.0 cm
1.0 cm

Y22 y coor.—node 
No. 6

normal E(Y14)
σ (Y14)

−216.51 cm
1.0 cm

Y23 z coor.—node 
No. 6

normal E(Y15)
σ (Y15)

62.16 cm
1.0 cm

Y24 x coor.—node 
No. 7

normal E(Y16)
σ (Y16)

125.0 cm
1.0 cm

(Continued)
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Table 4. Catalogues of circular cross-sections.

x1 x2 x3

symbol area symbol area symbol area

O76 × 8.5 18.02 O63.5 × 7 12.43 O70 × 7 13.85
O83 × 8 18.85    O70 × 6.5 12.97 O76 × 6.5 14.19
O83 × 8.5 19.89    O70 × 7 13.85 O76 × 7 15.17
O89 × 8 20.36    O76 × 6.5 14.19 O70 × 8 15.58
O83 × 9 20.92    O76 × 7 15.17 O83 × 7 16.71
O89 × 8.5 21.50    O70 × 8 15.58 O76 × 8 17.09

Table 3. (Continued)

Rand. 
var. Description

Distrib. 
type Moments Initial value

Design 
var.

Opt. cont. 
design

Optimal discrete design

transform. enumer.

1 2 3 4 5 6 7 8 9

Y25 y coor.—node 
No. 7 

normal E(Y17)
σ (Y17)

−216.51 cm
1.0 cm

Y26 z coor.—node 
No. 7

normal E(Y18)
σ (Y18)

62.16 cm
1.0 cm

Y27 First load case 
factor

log-norm E(Y20)
σ (Y20)

1.0
0.15

It was assumed that the cross-sections of truss 
elements are tubular and the outer/inner diameter 
ratio varies between 1.2 and 1.3. It allowed to set 
the 75 element catalogue from which the discrete 
design variables are to be selected. However, this 
catalogue is still to large for computational pur-
poses and needs to be reduced. That is why in the 
transformation as well as enumeration approach 
the first step is to solve the RBO problem regard-
ing all design variables as continuous. The problem 
is formulated as follows:

minimize  C x lI iC x il
i

( ) ,
=
∑

1

3
 (44)

subject to: βsys(x) ≥ 3.7, (45)

 β25(x) ≥ 3.7, (46)

 β26(x) ≥ 3.7, (47)

 3.13 cm2 ≤ xk ≤ 30.76 cm2,
        k = 1, …, 3, (48)

where β25 corresponds to the displacement type 
limit state function (39), β26 to the global stability 
limit state function (40) and the admissible β 
value in (47) was set to 4.7 due to a greater  failure 
consequence. The initial structural volum e of 
1.0195 ⋅ 105 cm3 after 5 iteration of the NLPQL 
algorithm changed to 1.0576 ⋅ 105 cm3 for the 
 optimal project (see. column 7 of Table 3)  satisfying 
all the reliability constraints. In the optimal point 
two constraints corresponding to global loss of 
stability and system failure were active.

The new catalogues for each discrete design 
 variables were chosen by selecting 6 original 
catalogue cross-sections in the neighborhood 
of optimal continuous values. They are listed 
in Table 4. As for the angle type cross-sections, 
 symbols give the outer diameter and wall thickness 
of a tube in millimeters and the areas in cm2.

First, the transformation approach was 
employed producing the optimization problem 

with 18 v-type design variables and 6 new  equality 
constraints (cf. (16) and (17)). Setting the initial 
values for all v variables to 1/6 the optimal discrete 
design was found after 8 NLPQL iterations (see. 
column 8 in Table 3) yielding the structural volume 
equal to 1.0826 ⋅ 105 cm3. None of the reliability 
constraints was active at the optimal point. The 
one that was fulfilled with the smallest margin 
(0.0603) was the constraint associated with the 
global stability limit state.

Next, the control enumeration algorithm was 
used. Relatively small number of design combina-
tions, only 63 = 216, made it possible to take all of 
them into account when checking the reliability 
constraints. The algorithm outlined in the para-
graph 4 was employed. However, to find the solu-
tion for the whole set of designs, the condition (24) 
was omitted. The constraint checking list, defined 
in the algorithm step 3, consisted of 157 designs. 
The solution of the problem was the 25th design 
in the list (see column 9 in Table 3). It produced 
the structural volume of 1.0762 ⋅ 105 cm3, which 
is smaller than the result reached at by the trans-
formation method. All of the reliability constraints 
were inactive. The margin for the global stability 
limit state, with the value of 0.0135, was smaller 
than the one for the preceding solution. It shows 
that in this case the transformation algorithm was 
trapped by the local minimum producing ‘close to 
optimum’ rather then the real optimal solution.
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Because of the necessity to check the reliability 
constraints for 25 designs, using the controlled 
enumeration method without reliability constraints 
approximations is computationally expensive. It 
has been checked that employing a condition like 
(24) significantly improves performance of the 
algorithm. The condition (24) has been modified 
by demanding that all variations of reliability con-
straints are positive. The obtained list of designs 
to check for constraints violation contained the 
optimal discrete design in the second position. 
However, it must be stressed that by applying such 
means some of the designs yielding structural 
 volume greater than the optimal continuous one 
are excluded from the exact constraints check-
ing process. In general case it is possible that for 
strongly nonlinear constraints the true  discrete 
optimal solution may be excluded from the 
checking process.

6 CONCLUSIONS

In the paper the mixed (discrete-continuous) 
 Reliability-Based Optimization (RBO) problem 
has been formulated. The discrete optimization 
problems are usually difficult to solve due to the 
necessity of checking the values of cost function 
and constraints for very large number of designs. 
Introduction of the reliability constraints leads 
to the optimization problem that is extremely 
expensive computationally and it is of particular 
importance to search for methods of improving 
the efficiency of appropriate numerical algorithms. 
In the paper the computational efficiency of two 
discrete optimization methods, namely, the trans-
formation method and controlled enumeration 
method was studied. It was suggested to use the 
information about continuous optimal solution 
to reduce the discrete set’s size and facilitate the 
optimization process. For the controlled enu-
meration method the strategy was also proposed 
of reducing the number of reliability constraints 
computations by incorporating the knowledge 
of reliability indices sensitivities from the con-
tinuous solution. The methods were tested on the 
benchmark examples of 2D and 3D trusses. The 
transformation approach turned out to be effec-
tive provided the reduced  catalogues were used 
allowing for the sequential quadratic programming 
algorithms to be employed. On the example of 
dome-shaped truss it was shown that for discrete 
optimization problems involving relatively small 
number of designs to check, the controlled enu-
meration method enhanced by constraints approx-
imation techniques may produce the solution in 
acceptable time. As was presented in the example, 
the method can yield even better solution than the 

transformation approach which can be ‘trapped’ at 
the local minimum point.
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Condition monitoring and remaining life assessment approach 
at the EDP Group
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ABSTRACT: This document deals with the condition monitoring and remaining life assessment concept 
and aims at presenting the technical background of this approach and its application to thermal power 
plants of the CPPE (the power generation company of the EDP Group). The use of condition monitoring 
and lifetime assessment in order to reduce forced outage risks is also mentioned, including some practical 
examples.

the fuel price allowed an electricity production 
at competitive prices. In addition, the lack of 
awareness of the population concerning the envi-
ronmental impact produced by the operation of 
conventional thermal power plants enabled an easy 
selection of erection sites for new power plants.

The oil crisis of 1973 has produced a definitive 
change in the status quo that has dominated the 
post-2nd World War period. The raise of the costs 
of the primary energy sources were immediately 
reflected on the costs of raw materials and the man-
power followed this evolution. As a consequence 
of this situation, the power plant equipment costs 
have increased significantly, as well as the genera-
tion costs, due to the higher fuel prices, which in 
turn had a very strong impact on the kWh price.

Power generation companies had to deal with 
this new situation rapidly, in order to keep its com-
petitiveness. Regarding the generation costs, it was 
of utmost importance to optimize the perform-
ance of power plant units, in order to decrease 
the specific fuel consumption and consequently, 
to decrease the overall fuel consumption. With 
respect to the decision for the erection of new ther-
mal power plants, which would replace the ones 
where the useful life was almost expired, a dilemma 
had emerged, making available two alternatives: on 
one hand, to build new power plants with more 
efficient thermodynamic cycles but also involving 
higher costs or, on the other hand, to defer invest-
ment costs and try to keep in service the old units, 
with less efficient thermodynamic cycles and with 
a high uncertainty regarding how further these 
units could be kept in operation without suffering 
a significant failure with serious consequences. To 
make the situation even more difficult to the power 
generation companies, a new subject brought up, 
which was related to the environmental impact 
caused by thermal power plants. This was mainly 

1 TECHNICAL BACKGROUND

1.1 The concept of life of industrial plants

The life of industrial plants can be generally 
considered under different perspectives. Thus, it is 
usually referred to as useful life, which is the operat-
ing period of the plant as estimated in the design 
and set out in the call for tender documents. This 
concept of useful life is intimately associated with 
the concept of economical life, which is the payback 
time of the investment performed for the industrial 
plant. For fossil-fuelled thermal power plants, the 
useful life is generally considered to be in the range 
of 25–30 years, and it takes into account the fact that 
after this period the equipment will become obsolete 
due to technical and/or economical reasons. In some 
countries, it is common to consider the regulatory 
life, which is the period of time between two subse-
quent licenses for operating the industrial plant, as 
granted by a legal authority. This period is usually 
set out by the legal authorities through the granting 
of the exploitation license, following evidence from 
the side of the industrial plant owner, that it has full 
capability to adhere to the safety and environmental 
rules in force during the extension period required.

For equipment operating at high temperature, 
where creep phenomena are active, it is also common 
to define the technical life of materials as the period 
of 100000 service hours at maximum allowable tem-
perature. When the industrial plant follows a load 
cycling operation regime, that figure should include 
the equivalent operating hours, which comprise the 
start-ups besides the normal operating hours.

1.2 Basic reasons to perform a remaining 
life assessment

Until the beginning of 1970’s, the costs of raw 
materials and manpower were relatively low and 
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due to the increasingly awareness of the public 
opinion, that started to demonstrate its opposition 
against the erection of new thermal power plants 
in the vicinities of urban areas.

The recognition of the environmental impact 
caused by the normal operation of thermal power 
plants, forced the power generation companies 
to seek for new technologies that could reduce 
this effect to acceptable levels. However, the costs 
incurred for the installation of this type of systems 
are an exponential function of the efficiency, which 
requires a very careful definition of the objectives 
to be met.

In summary, it can be mentioned that technical, 
economical and environmental aspects have forced 
the thermal power plant operators to adopt life 
extension programs on plants near the end of its 
useful life, mainly due to the following reasons:

• high investment costs involved in the erection of 
new thermal power plants;

• new plant erection sites very hard to find and 
thus very costly (e.g., compensations);

• the eventual need for conversions;
• the installation of systems to reduce the environ-

mental impact (e.g., NOx, SOx, etc.);
• the increase of the safety conditions;
• the increase of the reliability and consequently 

the availability;
• operational flexibility (e.g., load cycling).

1.3 Adoption of the remaining life assessment 
approach at the EDP Group

Remaining life assessment of fossil-fuelled thermal 
power plant components operating at high pres-
sures and temperatures became an important topic 
at EDP Group in the late 1980’s when it was intro-
duced for the first time.

In fact, the first maintenance action that 
involved the application of a remaining life assess-
ment methodology started with a cold reheat line 
of a steam generator of one of the CPPE’s conven-
tional thermal power plants.

This was the beginning of the implementation 
of a systematic maintenance approach based on 
this methodology to a set of power plant compo-
nents considered as relevant to meet the criteria of 
availability, reliability, and safety.

However, it should be mentioned that this 
approach was already present at the EDP Group 
before the 1980’s, although in a latent way, and has 
influenced the solutions adopted in the different 
phases of the equipment life, namely:

• Conception;
• Design;
• Manufacture;
• Erection/Assembling;

• Commissioning;
• Operation/Maintenance;
• Decommissioning/Dismantling.

In practical terms, this latent concept was evi-
dent from systematic maintenance actions taken 
mainly on components which had a direct impact 
on the availability of the units.

2 USING CONDITION MONITORING 
AND LIFETIME ASSESSMENT TO 
REDUCE FORCED OUTAGE RISKS

Power plant components operating at high tem-
peratures and pressures are subjected to damage 
mechanisms (i.e., creep and fatigue) that limit its 
useful life and can ultimately cause its unexpected 
failure.

For this reason these components are designed 
(materials are selected and dimensions calculated) 
for a limited service life, usually from 100000 to 
150000 hours, or for a limited number of start-ups.

In operating conditions, components are then 
subjected to two main types of deterioration:

• “normal” wear;
• damage due to life limiting mechanisms.

The difference between these types of damage is 
more evident for turbines than for boilers, owing to 
the component characteristics and operating con-
dition particularities.

Damage resulting from life limiting mechanisms 
undergoes an accumulation process during service 
life of component and should be significant, as 
regards maintenance, only in the “wear-out” stage 
of plant (Figure 1).

2.1 “Normal” wear

This type of damage originates the need for 
regular maintenance and it is usually detected 

Figure 1. Failure rate of plant components with respect 
to operating hours.
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and identified through  condition monitoring 
techniques and performance tests, complemented 
with inspections carried out during maintenance 
work.

Plant critical components are not expected to be 
subject to “normal” wear in a large extent as it is 
expected to affect “parts” that can be refurbished 
or replaced by spares during overhauls. “Normal” 
wear is influenced by operating conditions, like 
start/stop cycling for instance.

In turbines the influence of operating condi-
tions in “wear” is usually related to EOH (Equiva-
lent Operating Hours), determined by expressions 
like the following one:

ta = teff + nsts (1)

where:
ta  = equivalent operating hours
teff  = effective operating hours
ns  = number of starts in the period
ts  = operating hours that produce an amount 
of “wear” equivalent to the “wear” resulting 
from 1 start-up (ts = 50 to 20 hours, depending on 
component).

Usually overhauls are carried out each time ta 
reaches a determined number of hours, recommended 
by manufacturers and insurers, after last overhaul. 
The criterion used to compute the influence of 
start-up frequency on overhaul frequency is pre-
sented in Table 1.

According to this criterion operating time 
between major overhauls is reduced by 46% 
when start-up frequency changes from a weekly 
to a daily start-up, and is reduced by 14% when 

start-up frequency changes from a monthly to a 
weekly start-up.

Operating time between minor overhauls is 
reduced by 59% when start-up frequency changes 
from a weekly to a daily start-up, and is reduced 
by 24% when start-up frequency changes from a 
monthly to a weekly start-up.

2.2 Life limiting damage

Creep, fatigue, corrosion, and erosion are the pre-
vailing life limiting mechanisms of power plant 
components. Creep is a time-dependent change in 
dimensions of a material under constant stresses, 
leading to failure after a determined time of expo-
sure. For components used in power plants, this 
damage mechanism is related to a continuous 
operation at high temperature.

Fatigue is originated when the material is under 
fluctuating stresses and promotes crack initiation 
and fracture after a determined number of strain/
stress cycles. In power plants fatigue is related to 
transient operation (start–up/shutdown and load 
changes) and affects mainly heavy-walled compo-
nents, where temperature differentials across the 
thickness can be regarded as relevant to promote 
crack initiation and propagation.

Corrosion and erosion can accelerate both 
mechanisms. For this reason components are 
designed for a limited service life, usually for 100000 
to 150000 hours, or a limited number of starts. 
Next, we will present some conceptual aspects that 
support life assessment program implemented in 
CPPE power plants.

Creep damage accumulation in service can be 
calculated using the Robinson’s linear fraction 
rule:

E
t
tcE i

ri
= ∑  (2)

where:
ti = time at temperature Ti
tri = time to failure at temperature Ti
Fatigue damage is determined using Miner rule:
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NfE c

cN
w

wNN
h

hN
+c= +w∑  (3)

where:
n =  actual number of starts (subscripts c, w and h 

apply for cold, warm, and hot)
N = number of starts to crack initiation

Total damage resulting from the combination 
of creep and fatigue is determined by the sum of 
creep damage and fatigue damage:

Etotal = Ec + Ef ≤ D (4)

Table 1. Operating time between overhauls.

Start-up frequency

Operating time between 
overhauls teff 

Minor 
overhaul

Major 
overhaul

ta = 25000 h
ts = 50 h

ta = 75000 h 
ts = 25 h 

Daily (1 start-up for
20 operating hours)

7140 h 33330 h

Weekly (1 start-up for
120 operating hours)

17650 h 62070 h

Monthly (1 start-up for 
675 operating hours)

23275 h 72320 h

Minor overhaul: inspection of steam valves, bearings, 
safety and control devices, alignment check, visual 
inspection of LP last-stage blades.
Major overhaul: includes opening of turbine casings.
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D represents the critical damage value. This value 
is ≤ 1, depending on component material and 
creep-fatigue interaction, i.e., the influence on each 
type of damage promoted by the presence of the 
other damage mechanism.

When Etotal reaches the critical value D, the life-
time of the component is exhausted and failure is 
to be expected.

Component life expenditure (Lexp) is obtained 
from:

L
E

D
totaE l

exL p 100%=  (5)

Remaining Life is determined in remaining 
operating hours (trem) plus remaining start-ups 
(nrem), as follows:

D E
t
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n
N

rem

ri

crem

cN
wrem

wNN
hrem

hN
=E + +wrem+∑∑  (6)

Remaining life depends on future service condi-
tions, as shown in the following example. Table 2 
presents total damage and life expenditure calcu-
lated for a component with the design and service 
conditions indicated.

Remaining life, after 75000 service hours, for 
two different future operating patterns (weekly and 
monthly start-up patterns), will be as follows:

For this particular component a change in future 
operating conditions from a monthly to a weekly 
start-up pattern will reduce remaining life from 
56580 hours to 34910 hours, after 75000 service 

hours, which represents a 38% decrease in remain-
ing service hours.

2.3 Condition monitoring and lifetime assessment

Based on calculations, the previous examples dem-
onstrate the impact of operating conditions on 
component damage.

Taking into account such influence and the 
present service constraints and trends (most 
plants are running at operating conditions more 
severe than the design ones and also in excess of 
their original design lives), the implementation 
of  RCM (Risk Centered Maintenance) or RBM 
(Risk Based Maintenance), requires the sup-
port of  condition monitoring and remaining life 
assessment.

Condition monitoring is an important tool 
to detect and identify damage, evaluate actual 
condition of  components and to predict dam-
age progress and failure. It provides useful infor-
mation to support maintenance decisions to 
reduce unavailability of  plant and O&M costs, 
to support investment decisions and fulfill safety 
requirements.

Condition monitoring techniques for “normal” 
wear damage evaluation involve monitoring of 
operating parameters, performance and process 
variables, and execution of performance tests, 
complemented with inspections and NDT (Non-
Destructive Technique), carried out during outages 
for maintenance work.

However, as plant approaches the end of 
design life or when operating conditions depart 
from design ones, life limiting damage can be the 
prevailing type of damage to take into account for 
future maintenance and investment decisions, and 
for risk-based decisions.

In this situation a methodology for remaining 
life assessment have to be implemented to assess 

Figure 2. Failure rate of plant components with remain-
ing life assessment methodology.

Table 2. Total damage and life expenditure for a 
component.

Design 
conditions tr = 200000 h

Nc + Nw = 2000
start-ups

Service 
condition

75000 
operating hours

110 (cold + warm 
 start-ups) 
1 monthly 
 start-up pattern

Damage 
present

Etotal = 0.43 Lexp = 57%(1)

(1)Assuming D = 0.75.

Table 3. Remaining life after 75000 service hours for 
weekly and monthly start-ups.

Start-up frequency trem ncr + nwr

Weekly (1 start-up for 
120 operating hours)

34910 h 291 start-ups

Monthly (1 start-up for 
675 operating hours)

56580 h 84 start-ups
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present damage conditions of components and 
predict evolution, enabling:

• to identify failure modes and failure probability of 
critical components of plants, that can influence 
availability expectations and safety requirements,

• to support maintenance and investment deci-
sions, by proper definition of maintenance inter-
vals and type of repair/replacement required or 
imposition of operating conditions to extend life 
of component and reduce risk of failure, for dif-
ferent operating scenarios.

Methods for lifetime assessment include two 
parts:

• a theoretical calculation (i.e., quantitative evalu-
ation), which enables the determination of criti-
cal points taking into account anticipated failure 
modes;

• a qualitative evaluation based on non- destructive 
inspection, for validation of theoretical results 
and to extend the assessment to points not 
included in calculations.

Typical assessment procedures are based in a 
3-stage approach:

Stage 1—involves recalculation of original 
design life taking into account operational history 
and design dimensions. Critical points are deter-
mined in calculations.

Stage 2—generally involves access to the com-
ponent for condition monitoring performed in 
situ. Inspections and testing work scope and pro-
cedures are formulated taking into account results 
from calculation, potential damage mechanisms 
and failure modes, results of previous inspections 
and failure, and maintenance records.

Usually testing comprises conventional NDT 
techniques (MPI, UT, Dimensional Check, Visual 
Inspection) together with metallurgical inspection 
by replication techniques. A more refined calcu-
lation will be performed using actual dimensions 
and information from inspection results.

Stage 3—requires the removal of material sam-
ples for laboratory tests and determination of 
actual materials property data and microstructural 
degradation characterization. Advanced assess-
ment techniques are required on this stage. It is not 
considered to be a routine and should be carried 
out only when results from Stages 1 and 2 have 
a level of uncertainty which is unacceptable in 
relation with strategic requirements.

2.4 Remaining life assessment at CPPE plants

Nowadays, remaining life assessment is part of rou-
tine maintenance work at all CPPE power plants.

Turbine remaining life assessment has been 
conducted in collaboration with the EDPP-EM 
(an engineering and maintenance company from 
EDP Group) and manufacturers.

Boiler and piping life assessment has been 
carried out in collaboration with independent 
specialist contractors.

3 PRACTICAL EXAMPLES

Critical components for lifetime assessment 
usually include drums, high temperature headers 
and tubing, high-energy piping and special pieces 
like Y forgings, rotors, casings, and steam chests. 
These components are subject to calculation and 
evaluation by non-destructive inspection at critical 
points determined by calculation or by experience, 
as previously mentioned.

Based on recorded history of one particular 
component or similar components operating in 
similar conditions, the experience is a very valu-
able factor to determine critical points for lifetime 
assessment.

Some examples of particular damage situations, 
whose detection was based rather on experience 
than on calculation, are presented.

3.1 Example 1—Reheater outlet header: 
Cracking at vent opening (inner wall)

Material: ASME SA 335 P22 (723.9 mm O.D. × 
41.3 mm M.W.)

Damage mechanism: thermal fatigue.
Detected by Ultrasonic Testing (UT).

Figure 3. Reheater outlet header.
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Cause: cooling and condensation of non-
 circulating steam in vent line, due to long pipe run 
before stop valve or lack of thermal insulation. 
Condensate drops down to vent opening in the 
header, at higher temperature, promoting thermal 
shocks.

Possible solutions: a) Shorten pipe run between 
opening at header and stop valve in vent line and 
improve thermal insulation. b) Periodic opening of 
vent valve.

3.2 Example 2—Reheater tubing: Corrosion 
in non-heated areas

Material: ASME SA 213 T22 (50.8 mm O.D. × 
3.8 mm M.W.)

Damage mechanism: corrosion.
Detected by visual inspection and thickness 

measurement.
Cause: water infiltration through thermal 

insulation, during long shutdowns, in out door 
boiler. Water infiltration results from rain and 
from drain flash box of nearby boilers.

When boilers have long outage periods this type 
of damage can be almost as significant as damage 
due to “hot-corrosion” in heated tubing, as heated 
tubes are usually thicker.

3.3 Example 3—Drain lines: Tube failure in drain 
piping of outdoor boiler and piping

Damage mechanism: same as for Example 2.
Drain piping is not usually considered a criti-

cal component for condition and lifetime assess-
ment. However, drain piping possesses long runs 
and passes through places of passage for operators 
and workers.

In aged outdoor boilers with long outage peri-
ods it is important to inspect or replace, if  it is 
more economical, the drain piping. Usually it is 
made of  low thickness carbon steel and low alloy 
steel piping and corrosion can significantly reduce 
the pressure retaining capacity and failure can 
have a high impact on personnel safety. The same 

applies for low thickness connecting piping for 
instruments and controllers in thermal insulated 
equipment (drums and tanks) in out-door boilers.

4 CONCLUSIONS AND FINAL REMARKS

At CPPE power plants, a maintenance strategy has 
been implemented based in two programs: Periodic 
Preventive and Predictive Maintenance Programs.

These programs are supported by several tech-
niques, essentially complementary but corrobora-
tive in some cases.

Regarding the Predictive Maintenance Program 
it results from application of:

• Condition Monitoring by using on-line instru-
mentation or by the use of portable non-intrusive 
instrumentation and applying fault sensibility 
and monitoring practicality analysis, including
 surveillance, collection, and analysis of oper-

ating parameters (vibrations, temperatures) 
typical of each equipment;

 surveillance, collection, and analysis of proc-
ess parameters (pressures, temperatures, flow 
rates);

 performance tests of equipment (efficiency, 
air leakage, air in leakage) and analysis of 
results;

• Life time assessment, taking into account the 
ageing of plants and operating conditions pros-
pects, involving 3 steps:
 recalculation of original design life;
 access to components for condition moni-

toring performed in situ taking into account 
results from calculation, potential damage 
mechanisms and failure modes, results of 
previous inspections and failure, and mainte-
nance records; it includes conventional NDT 
together with metallurgical inspection by rep-
lication techniques;

 removal of material samples for laboratory 
tests and determination of actual materials 
property data and microstructural degrada-
tion characterization which require advanced 
assessment techniques;

• Diagnostic Inspections

Additionally, CPPE has implemented a program 
for the installation of new DCS (Data Control Sys-
tem). It became possible to design a large variety of 
monitoring functions, applied to several electrical-
mechanical components, which are a support to 
maintenance strategies and programs. This means:

• monitoring of control valves using a model 
based technique;

• detection of too high gradient concerning some 
variables correlated with unit trips or reduction 
of equipment life;Figure 4. Reheater tubing.
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• monitoring of pumps or fans working out of the 
design curves;

• monitoring of components in what concern 
pressure losses;

• monitoring of closed loops by advanced fault 
detection algorithms;

• calculations to support life consumption 
assessment;

• calculations applied to the equipment, concern-
ing efficiency, air leakage, air in leakage.

The new DCS facilities in control loops design 
have improved the dynamic performance of 
power plant operation with a positive impact on 
availability and efficiency, decreasing costs and the 
environmental impact.

The maintenance strategy we have been describing 
above has contributed to an improvement in CPPE 

power plants performance, to a reduction of about 
1.5% of total unavailability, and to a decrease of 
about 30% of the total maintenance costs.
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Reliability assessment of a primary school
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ABSTRACT: Cracking and other defects of a recently completed school building evoked serious 
 speculations concerning the safety of school children. Reliability assessment of the school proved that the 
load-bearing structure fulfils the requirements of Czech standards for the ultimate limit states, however, 
it does not satisfy the requirements for the serviceability limit states. Furthermore the combination of 
 different structural materials without an appropriate detailing was not properly considered in the design. 
The bad quality control of the process of execution also enhanced the unfavorable effects.

development of more precise procedures based on 
the methods of structural reliability enabling to 
improve traditional approach of current standards 
for structural verification or their assessment has 
only a limited significance. Advanced  engineering 
design methods including procedures for the 
assessment of structures and also  evaluation of the 
possibilities for their intended future exploitation 
should therefore attempt to consider the actual 
causes of structural failures and the real state of 
existing structure, based on the methods of risk 
engineering. The risk assessment of a system (e.g. a 
structure in specific design conditions) attempts to 
cover all possible events that might lead to unfa-
vorable effects related to the considered system. 
Regarding information given in Table 1, these 
events are caused mainly by gross errors in human 
activity and by accidental actions.

The reliability assessment of a structure is often 
a very complex task. Obtained results and their 
objectivity depend on many conditions,  including 
the requirements of the owner (his expectation 
from the assessment) and experience of the assess-
ment engineer. An advanced reliability assessment 
of a structure should also include risk analysis of 
the system formed by a structure located in the 
particular type of environment taking into account 
public perception of possible adverse effects. 
The presented study case illustrates the above men-
tioned findings.

2 OBSERVED DEFECTS OF A NEW 
PUBLIC SCHOOL

An example of the reliability assessment described 
in this contribution concerns a new building of 
the public school, which was recently completed 
in a north-western suburb of Prague to replace 

1 INTRODUCTION

The aim of reliability assessment is to evaluate the 
real condition of a particular existing structure, to 
assure an adequate level of structural safety and 
to predict its future durability. Various procedures 
are given in the standard ČSN 73 0038 (1986) 
and in its background documents (this standard 
was lately superseded by nationally implemented 
ISO 13822 (2003). Defects of existing structures 
are, as a rule, dependent on a number of different 
uncertainties. These might include various envi-
ronmental conditions, workmanship and human 
error, way of previous exploitation of the structure 
including possible adverse time-dependent action 
effects, deterioration of materials and prediction 
of future events.

Table 1 indicates the proportions of various ori-
gins of structural failures chosen from basic activi-
ties during execution and service-life of structures, 
as it is given in Holický (2000). The second line of 
the table indicates relations between these activities 
and two main causes: gross errors (about 80%) due 
to the human activity and environmental effects 
(about 20%), which are not directly dependent on 
the human activity.

The environmental influences include both ran-
dom and hazard (accidental) situations, for  example, 
due to impact, explosion, fire, and extreme climatic 
actions. Natural randomness causes only a small 
portion of the failures (about 10%). Obviously, the 

Table 1. Proportions of the causes of structural failures.

Origin
Design 
20%

Execution 
50%

Use 
15%

Other 
15%

Causes Gross errors due to the 
human activity 80%

Environmental
effects 20%
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a three years old school that completely burn up 
during ordinary repair of the roofing. The new 
school consists of three separated buildings: the 
main four-storey building, gymnasium, and dining 
hall. Shortly after its opening the first defects were 
observed in all these buildings. Dissatisfied local 
public started the long-term process of several reli-
ability assessments and successive repairs of three 
separated parts of school building.

Various faults listed in Table 1 were detected in 
the new public school:

• insufficient design, for example, inadequate 
simplifications of models during the structural 
analysis, ill-considered serviceability require-
ments, insufficient design documentation with-
out appropriate detailing;

• errors during execution, for example, an incor-
rect change of the floor layers, various changes 
of construction materials, heavier composition 
of terrace layers, poor quality of workmanship 
due to the lack of supervision;

• insufficient control during execution and conse-
quently tendency of the responsible state owner 
to overlook the defects.

Many defects occurred during the execution, as 
the quality of workmanship was not sufficiently 
controlled and regularly documented. The super-
vision of the erection process was very poor, the 
supervisor of the school owner did not perform his 
job well and at last the site diary was lost. Many 
problems were caused by malfunction of heating, 
by faults in insulation and plumbing. The com-
position of the floor layers of the gymnasium 
was changed during execution and the steam-
proof insulation was omitted, although the school 
kitchen was located directly underneath. Therefore, 
the floor made of parquets was soon distorted due 
to the humidity of the school kitchen and conse-
quently the gymnasium had to be closed, as the 
school children could be injured.

Visible deflections were soon observed and 
many cracks appeared in the reinforced concrete 
slabs of the dining hall due to the insufficient 
area of reinforcement specified in the design and 
also due to the heavier composition of the terrace 
 layers over the slabs. Detailed structural analysis 
proved that both the ultimate and the serviceability 
limit states were not fulfilled. Consequently, it was 
necessary to close the dinning hall, to change the 
composition of the terrace layers and to add new 
 supporting columns.

Another defect was the gradual damage of the 
protective layers against the atmospheric corrosion 
of the steel load-bearing structure of the separated 
gymnasium, which started to flake off  in a short 
time. Appearance of the rusting steel roof  structure 
was publicly criticized.

New serious damages were observed one year 
after the school completion. Cracking in the parti-
tion walls and cladding components of the main 
building accompanied by malfunction of the 
doors and other defects were detected, as shown 
in  Figures 2 to 4. Moreover, the plasters of the 
ceilings were falling down and cracks were found 
throughout the main building. Parents became 
soon afraid about the safety of their school chil-
dren and dissatisfied local citizens insisted on the 
quick refurbishment of the building. Finally, under 
the public pressure the owner of the school asked 
for the reliability assessment of the structure and 
for recommendations of possible measures. Thus, 
the public perception of observed defects was 
important for the initiation of the reliability assess-
ment and for improvement or elimination of the 
series of defects, similar as in other cases described 
in Holický (2001).

3 LOAD-BEARING STRUCTURE

The load-bearing structure of the main four-
storey school building consists of reinforced con-
crete slabs supported directly on columns within 
span distances of 6 m × 7.8 m. In some cases the 
slabs and columns have quite irregular shapes. 

Figure 1. Boiler-room.
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The structure is founded on reinforced concrete 
foots, the non load-bearing walls of the basement 
are placed on the wall footings. The thickness of 
the reinforced concrete slabs is 0.20 m, the slabs 
are made of concrete class C 16/20 and steel class 
S 400. The partition masonry walls are made of 
solid clay masonry units of 0.15 m thickness.

The roof of the main school building is flat. The 
reinforced concrete load-bearing structure is linked 
in the part of roof with several steel  skylights, 
there are also some ventilation devices on the roof. 
The central part of the roof is loaded by a penthouse 
for a boiler-room and for a lift machinery room. 
The walls of the penthouse are 0.45 m thick, made 
of solid clay masonry units. Two heavy  boilers, a 
water cleaner and other devices are installed in the 
boiler-room, as it is shown in Figure 1.

4 PERFORMANCE DEFICIENCY

The non-structural walls of the main school build-
ing are impaired by many cracks of the width from 
0.1 mm to 3 mm. The cracks damaged the tiling 
of the walls and floors in most parts of the school 
building, the net of cracks is clearly visible in the 
floor tiles of the staircases. Moreover, big areas of 
plasters fell down from the walls and ceilings in 
various parts of the school building, as illustrated 
in Figures 2 and 3.

Figure 2. Plasters of the staircase.

Figure 3. Plasters of the classroom ceilings.

Figure 4. Cracks in partition walls.

The falling pieces of plasters from the ceilings 
invoked criticism of the children parents. The 
excessive deformations of the slabs caused mal-
functioning of many doors. The installed crack 
indicators proved, that most of the cracks were still 
active (see Figure 4).

The greatest deflections and cracks of slabs 
were observed on the two adjacent reinforced con-
crete slabs of the roof, which were loaded by the 
heavy penthouse for boilers and lift machinery. 
The penthouse itself  was also damaged by cracks 
of a significant width.
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5 ASSESSMENT OF STRUCTURE

The main aim of the reliability assessment of 
the new school building was to decide, if  the 
load-bearing structure was reliable enough and 
if  the school children were not endangered by the 
 current state of the school building.

It was necessary to make an overall inspection 
of the school building and to detect the position 
and width of the main cracks. Some of the crack 
indicators, which had been set up in the previous 
year, showed that various cracks were still active. 
The project documentation was compared with the 
actual building. It was evident, that some columns 
had different shape and that the location of parti-
tion walls was rather inconsistent with the project. 
The partition walls were not built regularly and 
this caused different deflection of slabs in each 
floor. Thus, various partition walls were damaged 
by the system of cracks. Many cracks were also vis-
ible in the basement.

The load-bearing capacity of the slab deter-
mined on the basis of the project documenta-
tion was compared with the internal forces and 
strengths obtained using the software Feat. The 
thickness of the concrete cover of reinforcement 
was not  specified in the design and some parts of 
slabs had no auxiliary reinforcement, which could 
produce the shrinkage effects. Further, the designed 
area of reinforcement was in some cases insufficient 
 regarding the internal bending moment effects. This 
could easily result in the redistribution of moments 
leading to the amplification of slab deflections.

The calculated short-time deflections of selected 
slabs range from 0.005 m to 0.035 m. The long-
term deflections of the slabs considering creep 
effects are up to 0.08 m, as it is shown in Figure 5. 
The obtained results further indicate, that the 

deflections of the slabs including creep effects are 
too large and in some cases they may significantly 
influence the overall cracking of the structure. 
It is shown, that the resistance of slabs is suffi-
cient, however, the load-bearing system is not rigid 
enough. The non-regularly located masonry parti-
tion walls cause different deflections of the rein-
forced concrete slabs in adjacent floors above. The 
dilatations of partition walls from the load bearing 
structure were not considered in the design.

Verification of the main school building proves 
that the load-bearing structure fulfils the require-
ments for the ultimate limit states, however, the 
reinforced concrete slabs are not sufficiently rigid. 
The main reason of the cracking in partition walls 
is the excessive deflection of the reinforced con-
crete slabs, which does not fulfill the requirements 
for the serviceability limit states of the Czech 
national standards ČSN 73 1201 (1986) and ČSN 
73 1204 (1986).

On the basis of appraisal of the state of the new 
school building the school owner asked for the 
state financial support. The damaged plasters were 
removed, the cracks repaired and new plasters were 
made during one year.

It was obvious that most of the defects would 
not appear, if  the adequate care had been devoted 
to the appropriate detailing in project, to the con-
sideration of requirements for the serviceability 
limit states and to the requirements regarding the 
quality assurance during the execution.

6 CONCLUSIONS

1. Two main sources of structural damages are 
identified from the detail assessment of the 
school building
a. errors and inadequate quality in design 

documentation;
b. insufficient inspection and bad quality assur-

ance of the construction processes.
2. The load-bearing structure fulfils the require-

ments for the ultimate limit states, however, the 
reinforced concrete slabs are not sufficiently 
rigid.

3. The serviceability failure of the main school 
building is primarily caused by the lack of con-
sideration of deflections due to loads, creep 
effects, and shrinkage in design. Requirement 
for the minimum area of reinforcement needed 
for prevention of cracks is not satisfied in many 
cases.

4. The reliability assessment of the new school 
building shows that the structural defects are 
mainly caused by human errors (faults in struc-
tural analysis, in project documentation, in poor 
execution).Figure 5. Deflection of the roof slab.
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ABSTRACT: The paper presents a review of the state-of-the-art of seismic assessment and retrofitting 
of existing structures in Romania. Starting with a short description of the seismicity and of the history 
and evolution of seismic design regulations in the country, the paper focuses next on the most important 
provisions on existing buildings in the Romanian seismic design code. The code is in process of revision 
and harmonization with European norms, and a new version of it is expected to be published in the near 
future. Some major international research programs in the field of seismic risk reduction, and in which 
Romania is currently participating, are described shortly in the next part of the paper. A number of 
remarks on the future developments in the concerned field conclude the presentation.

in Romania are presented, with references to their 
objectives and their results.

The paper ends with some concluding remarks 
on the future development of Romanian regula-
tions concerning the seismic risk assessment and 
retrofit of existing buildings.

1.2 Seismicity of Romania

According to the large number of strong seismic 
events, Romania is a high seismicity country. Only 
in the last century, a number of 18 earthquakes of 
epicentral intensity greater than 7 occurred, out of 
which 2 of intensity greater than 9. One of the most 
important sources of seismic hazard in Romania 
is the Vrancea subcrustal source, located where 
the Carpathian Mountains Arch bends, at depths 
between 60 and 180 km. The Vrancea subcrustal 
source affects more than 2/3 of the territory of 
Romania and an important part of the territories of 
the Republic of Moldova, Bulgaria, and Ukraine.

Even if  the 1802 event is generally considered 
the largest Vrancea earthquake, the largest seismic 
losses ever experienced were during the MG-R = 7.2 
(Mw = 7.5) March 4, 1977 event (1574 people, from 
which 1424 in Bucharest).

Romania can be ranked as the third country 
in Europe, after Italy and Turkey, according to 
the number of people lost in earthquakes during 
the twentieth century, as well as in a single earth-
quake (March 4, 1977) during this century. In this 
classification, Romania is followed by the former 

1 GENERAL

1.1 Introduction

Earthquake risk reduction of existing buildings is 
a subject of major concern in Romania, due to the 
large proportion of the territory of the country 
that is situated in seismically prone areas. Revi-
sion of building codes and their harmonization to 
European norms, governmental measures for seis-
mic assessment and retrofitting of existing build-
ing, together with involvement in several ongoing 
international cooperation projects are some of the 
main directions of action at present time.

The paper presents a review of the main issues 
concerning seismic assessment and retrofitting of 
existing structures in Romania.

The seismicity of the country, together with 
some highlights in the history of seismic design 
regulations in Romania are described in the first 
part of the paper, in order to establish the prereq-
uisites of the discussed subject. A short account 
on the new code for the seismic design of build-
ings in Romania, harmonized with EN 1998-1 
(Eurocode 8, Part 1), is also made.

The second part of the paper contains a synthesis 
of the most significant provisions concerning seis-
mic assessment and retrofitting of existing struc-
tures in the Romanian seismic design code, P100-92. 
Future developments envisaged in the field, consist-
ing in the issuing of a new code, are also presented.

In the third part of the paper, some of the 
most recent programs for seismic risk reduction 

SAFERELNET.indb   245SAFERELNET.indb   245 10/30/2010   4:30:39 PM10/30/2010   4:30:39 PM



246

Yugoslavia and by Greece (Bolt, 1995, Coburn and 
Spence, 1992).

In what concerns Bucharest, the World 
Bank loss estimation after the 1977 earthquake 
(Report No. P-2240-RO, 1978) indicates that, from 
the total loss (2.05 Billion US $), more than 2/3 
was in Bucharest, where 32 tall buildings collapsed. 
Half  of the total loss was accumulated due to the 
damage of buildings.

The World Map of  Natural Hazards prepared 
by Munich Re in 1998 specifies for Bucharest 
“large city with Mexico-city effect”. The map 
focuses on the dangerous phenomenon of  the 
long (1.6 s) predominant period of  soil vibra-
tion in Bucharest during the strong Carpathian 
Vrancea earthquakes. Bucharest and Lisbon are 
the only two European cities falling into the 
“Mexico-city” category. International experts 
and organizations agreed that Bucharest is the 
capital city in Europe characterised by the high-
est seismic risk.

The 1977 direct loss and the indirect consequences 
of the loss explain the present concern of civil engi-
neers and Romanian Government for the assess-
ment and reduction of seismic risk in Romania.

The accelerogram of the 1977 earthquake, 
recorded at the seismic station of INCERC, 
National Institute for Building Research, in East-
ern Bucharest, on a Japanese SMAC-B instrument, 
was the first strong ground motion instrumental 
record in Romania. The unusual 1977 record, char-
acterized by a long predominant period of ground 
vibration, Tp = 1.6 s, was used for calibrating design 
response spectra, in the Romanian seismic code 
releases issued during the period 1977–1992.

Other Vrancea MG-R > 6 events in the last 30 years 
and corresponding magnitudes were, according to 
Radu Catalogue, the Aug 30, 1986 (MG-R = 7.0, 

Mw = 7.2), May 30, 1990 (MG-R = 6.7, Mw = 7.0), 
May 31, 1990 (MG-R = 6.1, Mw = 6.4) and October 27, 
2004 (MG-R = 6.0, Mw = 5.7) earthquakes.

1.3 History of seismic design regulations 
in Romania

The timeline of standards for the seismic zonation 
of Romania is briefly presented in the following 
(Lungu et al., 2005b):

• 1952 and 1963: STAS 2923-52 and STAS 
2923-63, Macrozonation of the territory of the 
S. R. of Romania. State Office for Standardiza-
tion, Bucharest;

• 1977: Decree No. 66/1977 of the Romanian 
Government;

• 1978: STAS 11100/1-77, Macrozonation of the 
territory of the S. R. of Romania. Romanian 
Institute for Standardization, Bucharest;

• 1991 and 1994: STAS 11100/1-91 and 
SR 11100/1-93, Macrozonation of the territory 
of Romania. Romanian Institute for Standardi-
zation, Bucharest.

It should be emphasized that during the time 
interval 1963–1977, Bucharest has been wrongly 
classified in the seismic zone of intensity VII 
(Table 1).

The conversion of MSK intensity (from the seis-
mic macrozonation standard) into peak ground 
acceleration (used by the Romanian seismic design 
code) is given in Table 2.

It should be mentioned that the seismic zonation 
in SR 11100/1–93 is based on historical macroseis-
mic observations and it also includes the experience 
of the recent Vrancea earthquakes. The approximate 
mean recurrence interval for the 1993 seismic zona-
tion of Romania is appreciated as being 50 yr. in the 
influence area of Vrancea earthquakes, but 100 yr. 
in the Vrancea epicentral zone. The present joint 
hazard map for Vrancea seismic source in Romania, 
shown in Figure 2 and Table 3, suggests a need for 
map improvement by joint regional efforts.

The codes for earthquake resistance of buildings 
and structures in Romania, starting from 1940, 
were (Lungu et al., 2005b):

• 1941: P. I.—1941 Preliminary instructions (after 
the 1940 event). Ministry of Public Works and 
Communication;
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Figure 1. INCERC seismic station in Eastern 
Bucharest. Narrow frequency band spectral density for 
the NS component of the March 4, 1977 (Mw = 7.5) and 
Aug. 30, 1986 (Mw = 7.2) earthquakes.

Table 1. MSK seismic intensity in Bucharest.

Time interval Standard MSK intensity

1952–1963 STAS 2923-52 VIII
1963–1977 STAS 2923-63 VII 
1978–1991 STAS 11100/1-77 VIII
1991–present SR 11100/1-91 and 93 VIII
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• 1945: I—1945 Instructions for preventing the 
damage of buildings due to earthquakes. Ministry 
of Public Works and Communication;

• 1963 and 1970: P13-63 and P13-70 Code for 
(structural) design of buildings in seismic zones. 
State Committee for Constructions, Architec-
ture and Urban Planning, CSCAS;

• 1978 and 1981: P100-78 and P100-81 Code for 
(structural) design of buildings in seismic zones. 
Central Institute for Research, Design and Man-
agement for Constructions, ICCPDC;

• 1991 and 1992: P100-90 and P100-92 Code 
for Aseismic Design of Residential Buildings, 

 Agricultural and Industrial Structures, Ministry 
of Public Works and Land Planning, MLPAT;

• 2006: P100-1/2006 Seismic Design Code. Minis-
try of Transports, Constructions and Tourism, 
MTCT.

The evolution of the seismic design coefficient 
for computing lateral force (shear) at the base of 
building structures in Bucharest is presented in 
Figure 3. One should note the gap of the overall 
coefficient Cs for flexible buildings and structures 
built during the period 1963–1978; however, even 
for rigid structures built during that period, the 

Figure 2. Present seismic zone map for countries affected by Vrancea earthquakes (Zaicenco & Lungu, 1999).

Table 2. Conversion of MSK seismic intensity into peak ground acceleration, PGA.

After the 1977 earthquake
MSK seismic intensity 9 81/2 8 71/2 7 61/2 6 SR 11100/1-1977
PGA/g 0.32 0.26 0.20 0.16 0.12 0.09 0.07 P100-78
After the 1986 & 1990 earthquakes
MSK seismic intensity 9 8 7 6 SR 11100/1-1993
Seismic zone A B C D E F Code P100-92
PGA/g 0.32 0.25 0.20 0.16 0.12 0.08

Table 3. Peak Ground Acceleration (PGA) according to MSK intensities used in national codes.

MSK 
Intensity

PGA/g

Romania, P100-92 & SR 11100/1-93 Rep. of Moldova, Ukraine, SNIP II-7-81 Bulgaria 1987, code

IX 0.32 0.40 0.27
VIII 0.25, 0.20 0.20 0.15
VII 0.16 0.10 0.10
V 0.12, 0.08 – 0.05
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maximum Cs was about 2/3 of the present Cs, due 
to the reduced MSK intensity (VII) recommended 
for Bucharest by STAS 2923-63 (Table 1).

1.4 The new seismic design code of Romania

In parallel with the process of adoption of Euroc-
odes and of development of National Annexes, 
which is now in progress in Romania, some transi-
tion standards were developed. These are meant to 
make easier for civil engineering professionals to get 
familiar with the requirements of European norms.

The new set of seismic design prescriptions, 
which is presently being developed under the 
indicative P100, includes most of the new concepts 
in the European norms and introduces values for 
the Nationally Determined Parameters. The whole 

structure of the new code is quite similar to that of 
Eurocode 8, as the parts of P100 contain specific 
provisions relevant to the following fields:

• P100-1—seismic design of buildings and 
other structures which can be assimilated to 
buildings,

• P100-2—bridges,
• P100-3—evaluation and repair of existing 

buildings,
• P100-4—tanks, silos and pipelines,
• P100-5—foundations, retaining structures and 

geotechnical aspects,
• P100-6—towers, masts and chimneys,
• P100-7—dams and docks,
• P100-8—evaluation and repair of architectural 

and historical monuments.
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Figure 3. Evolution of seismic design coefficient in Bucharest during the time interval 1940–2000 
(Lungu & Demetriu, 1998).

Figure 4. Romania. Probabilistic zonation of peak ground acceleration for design in the P100-1/2006 code for a mean 
recurrence interval MRI = 100 years.
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Based on the results of probabilistic seismic 
hazard assessment for Vrancea source (Lungu et al., 
1994–2000), Figure 4 presents the hazard map in 
the new code for earthquake resistance of buildings 
in Romania, P100-1/2006. The map gives the peak 
ground acceleration for design, ag (EC8 notation), 
having a mean recurrence interval MRI = 100 yr.

The macrozonation of Tc in Romania, based on 
existing records from past earthquakes, is given in 
Figure 5.

The normalized acceleration response spectra, 
in the new code, for different locations in Romania, 
characterized by various control periods of the 
response spectra, TC, are given in Figure 6.

In what concerns the provisions for the seismic 
assessment and retrofitting of the existing struc-
tures, those will be included in Part 3 of the P100 
code. The release of P100-3 is expected in 2008.

Similarly to Part 1 of the P100 code, Part 3 is 
being developed at the Technical University of Civil 
Engineering, Bucharest, within a contract with the 

Ministry of Development, Public Work and Housing 
and with the consultancy of the World Bank Project 
“Hazard Risk Mitigation and Emergency Prepar-
edness” (see paragraphs 3.1.2 and 3.2.2).

Until P100-3 will be enforced, the P100-92 
code is still in use. Its main provisions concerning 
the seismic assessment and retrofitting of exist-
ing structures will be presented in the following 
paragraph.

2 SEISMIC ASSESSMENT AND 
RETROFITTING OF EXISTING 
STRUCTURES IN THE ROMANIAN 
SEISMIC DESIGN CODE, P100-92

2.1 General information

The Romanian seismic design code, P100-92, 
includes two special chapters, 11 and 12, on the 
seismic assessment and retrofitting of building 
structures. These chapters were completed and 

Figure 5. Romania. Control period of response spectra, P100-1/2006 code.
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revised in 1996, a detailed commentary being also 
added to each chapter.

Chapter 11 contains provisions and methods for 
the seismic assessment of existing buildings. The 
chapter addresses only seismic assessments per-
formed between earthquakes, i.e., does not include 
requirements for post earthquake emergency 
assessments.

Chapter 12 describes seismic retrofitting meas-
ures which are intended for application to existing 
buildings that exhibited degradation and damage 
due to past earthquakes and/or have insufficient 
safety levels at seismic actions determined accord-
ing to Chapter 11.

2.2 Provisions for the seismic assessment 
of existing structures

2.2.1 Criteria and classifications
Chapter 11 of P100-92 specifies the criteria used to 
differentiate assessment methods for existing struc-
tures, as follows: the seismic zone in which the build-
ing is located, the time period when it was erected, 
the number of levels or the height of the building, 
the structural type, the importance class, the overall 
condition of the building, the possible interactions 
with neighbouring constructions and the estimated 
duration of use for the building, after the assessment.

According to the structure type, buildings are 
classified in the following categories: masonry 
buildings, reinforced concrete gravity frame build-
ings, reinforced concrete moment resisting frame 
buildings, reinforced concrete shear wall buildings, 
steel frame buildings, and special constructions 
(water towers, masts, shell structures etc.).

2.2.2 Assessment methods. categories 
and general requirements

The assessment methods used in the evaluation of 
the seismic safety level of existing buildings are 
classified as follows:
• E1 = qualitative assessment method;
• E2 =  analytical assessment methods; these are of 

three types:
  E2a = current analytical methods;
  E2b = nonlinear static analysis methods;
  E2c = nonlinear dynamic analysis methods.

The use of the qualitative assessment method 
and the use of the current analytical method is, usu-
ally, compulsive. Methods E2b and E2c are recom-
mended for use in the case of buildings for which 
sufficient information on structural characteristics 
is available, as specified in the design, where those 
methods can provide significant additional data as 
compared to method E2a.

2.2.3 Qualitative assessment
By the use of the qualitative assessment (E1), the 
following information is to be determined:

• the degree in which the building design complies 
to the present seismic design prescriptions;

• the measure in which construction and utiliza-
tion deficiencies exist, which have affected or are 
affecting the technical condition of the building;

• the behaviour of the building during previ-
ous earthquakes, as well as to the other actions 
which have occurred during its life (gravitational 
loads, corrosion, temperature gradients etc.);

• the existence of previous interventions on the 
construction and data on such interventions.
The qualitative assessment is taking into account 

both the structure and the interior and exterior non-
structural elements which could produce accidents 
during an earthquake (partition walls, parapets, 
ornaments, chimneys etc.). The risk of unfavour-
able interactions with other buildings shall be ana-
lysed, including possible effects of the collapse of 
a building over the neighbouring ones. In addition, 
it shall be analysed if, in case of an earthquake, 
evacuation flows (stairs, corridors, elevators) are 
adequate and if  there is danger of explosion, fire 
and/or leakage of hazardous materials.

2.2.4 Analytical assessment
The analytical assessment by according to the 
modal response spectrum analysis (current 
method E2a) has the following objectives:
• evaluation of the seismic resistance of the 

building, Scap;
• identification of the highly vulnerable elements/

zones of the structure;
• verification of the compliance with ductility cri-

teria of critical structural members;
• evaluation of the lateral stiffness of the building.

The evaluation of the force Scap (base shear) 
follows the design methodology specified for new 
buildings (of the type of a modal response spec-
trum analysis) by the corresponding chapters of 
P100-92 and adapted according to the specific 
requirements of existing buildings.

The seismic capacity Scap is defined as the value 
of the seismic force that, together with gravita-
tional loads, leads to the attainment of the strength 
capacity in the critical sections (zones) of the struc-
ture. The critical sections (zones) are selected by 
the expert who performs the assessment and are 
justified by engineering judgements.

The strengths of the materials will be taken as 
follows:

• the design values, determined according to pre-
scriptions, when the information from the design 
is available;

• the values obtained through non-destructive tests.

When the statistical variation of the strengths of 
the materials and of the elastic moduli is situated 
beyond the limits accepted by prescriptions, the 
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structural analysis should be performed, choosing 
the most unfavourable strength values.

Based on the value of Scap, the value of the 
seismic capacity ratio R is determined, using the 
relationship

R
S

S
caS pa

requireS d
= , (1)

where Srequired is the seismic design force determined 
as for a new building, according to P100-92.

The R ratio is an indicative criterion for the 
assessment of the building vulnerability at seismic 
actions and for the establishment (together with 
other criteria) of the retrofitting strategy.

Based on the value of Scap, and using the pro-
cedures specified for new buildings, the compli-
ance with the conditions for ductility is verified. 
In addition, the fulfilment of  the conditions of 
lateral stiffness is verified, by comparing the dis-
placement of the structure to the force Scap with 
the acceptable displacements specified for new 
buildings. This last verification has a permissible 
character.

The nonlinear static methods according to 
method E2b are applied as for new buildings.

The nonlinear dynamic method E2c is applied 
for the evaluation of structural response, in order 
to estimate the damage induced by a specified 
earthquake.

The use of several hypotheses concerning the 
stiffness of structural members is recommended, 
corresponding to the damage levels caused by past 
strong earthquakes.

The non-destructive tests used in the investiga-
tion of certain characteristics of existing buildings 
are:

  i. material tests, for the evaluation of the material 
properties;

ii. measurement of the building dynamic proper-
ties (periods and damping).

The first category of tests will be performed 
in the building zones designated by the expert as 
conclusive for the estimation of the strength capac-
ity of the structure. The use of minimum two test 
methods is recommended (sclerometry, ultrasound 
measurements, tests on taken samples, etc.).

The second category of tests is intended the 
determination of:
• zones damaged by previous earthquakes;
• uncontrolled interactions with neighbouring 

buildings;
• eigenvalues, both for translational and torsional 

modes.
The objective of seismic assessment is the clas-

sification of building according to the seismic 
risk classes defined in Chapter 11 of P100-92. 

The classification is used for establishing the 
retrofitting measures and the degree of emergency 
of retrofitting actions.

Four seismic risk classes are defined:

• RsI Class, for buildings with high risk of col-
lapse to design earthquakes;

• RsII Class, for buildings for which the probability 
of collapse is low, but major structural damage 
is expected under the action of the design 
earthquake;

• RsIII Class, for buildings in which structural 
damage does not affect significantly structural 
safety and non-structural damage might be 
important;

• RsIV Class, for buildings designed according to 
seismic codes in use.

2.3 Provisions for the seismic retrofitting 
of existing structures

2.3.1 Establishment of retrofitting measures
The following criteria are specified for establishing 
the retrofitting techniques:

a. criteria used for seismic performance evaluation 
of the existing building;

b. nature of existing degradation and damage 
resulting from earthquakes, temperature varia-
tions, corrosion, explosions, fires, etc.;

c. duration of the post-retrofitting life of the 
building, proposed by the expert and accepted 
by the client/owner;

d. building importance class;
e.  economical criteria;
f.  implications of retrofitting measures on the 

comfort and functionality of the building;
g. other requirements of the owner.

The following retrofitting measures should be 
considered.

a. Measures applicable without changing the exist-
ing configuration and function of the building

 a1.  Rehabilitation of the damaged (affected) 
structural elements.

 a2.  Retrofitting of either the structural elements 
or the structure as a whole, by increasing 
the strength, stiffness and ductility of the 
existing structure and/or by introducing 
additional structural elements.

b. Measures applicable by changing the existing 
configuration and function of the building

 b1. Modification of building function.
 b2.  Partial demolition—reduction of the 

number of stories and/or demolition of 
certain parts of the building with unfavour-
able behaviour to seismic actions, including 
façade elements.

c. Total demolition of building
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This ultimate measure can be proposed only 
based on various technical and economical 
reasons.

2.3.2 Retrofitting solutions
In the establishment of the retrofitting strategy, 
two solutions are usually presented: a minimal 
solution and a maximal solution.

The minimal solution is intended to avoid 
the collapse of the building, as well as the other 
phenomena which can generate heavy injuries or 
human losses. Consequently, the retrofitting solu-
tion will specify all the measures intended to avoid 
the total or partial collapse of the building.

Minimum recommended values of R are speci-
fied by P100-92, as in Table 4.

The maximal solution shall be designed to 
satisfy the requirements for the present design 
of a new building, prescribed in the first part of 
P100-92.

In order to estimate the costs of the retrofitting 
works, the following costs will be considered:

• cost of the repair/retrofitting of structural ele-
ments or of the building as a whole;

• cost of the repair/replacing of damaged non-
structural elements;

• cost of disassembling and reinstalling plumbing, 
equipments, floor finishing, façades etc.;

• cost due to the interruption of building use dur-
ing the works.

2.4 Future developments

As shown previously, chapters 11 and 12 of the 
Romanian seismic code, P100-92, presently in use, 
specify the methodology for the seismic assess-
ment of existing buildings and the design of the 
retrofitting measures.

One of the key parameters in the assess-
ment—and whose values provide criteria for 
the classification of buildings into seismic risk 
classes—is R, the seismic capacity ratio. Some 
drawbacks of these provisions were recognized 
during the years of their application.

The new code for the seismic assessment and 
retrofit of existing buildings, P100-3, planned 
to be released in 2008, is expected to introduce 
an entirely new approach, as compared to the 
previous code.

3 PROGRAMS FOR SEISMIC RISK 
REDUCTION IN ROMANIA

3.1 National programs
The national programs for seismic risk reduction 
in Romania are focusing on the following three 
objectives:

• strengthening of fragile buildings in Bucharest;
• upgrading the Romanian code for the seismic 

design of buildings and structures;
• seismic instrumentation of Romania.

The first two objectives will be presented in the 
following (Lungu et al., 2005a).

3.1.1 Strengthening of fragile buildings 
in Bucharest

In the Bucharest of today about 20% of the 
building stock was built before World War II, less 
than 40% before the 1977 big Vrancea earthquake 
and over 40% after the 1977 event.

According to data from August 2005 of the 
Ministry of Transports, Constructions and 
Tourism, MTCT, 2720 vulnerable residential build-
ings (i.e., 79100 housing units) have been identified 
in Bucharest. From 2720 buildings, 350 residential 
buildings were recognized as “seismic risk class 1” 
buildings, i.e., as very vulnerable buildings. At the 
top of the list of 350 buildings there are 123 tall rein-
forced concrete buildings built in central Bucharest 
prior to World War II; 20 from those 123 build-
ings are located on the main central boulevards of 
Bucharest: Calea Victoriei & Magheru/Balcescu 
Blvd. (Figure 7).

In addition to the pre-war buildings, more than 
50 pre-1977 buildings, erected during the time 
interval 1945–1977, have been included into the 
most dangerous “seismic risk class 1” buildings in 
Bucharest. They are tall flexible RC buildings with 
soft ground floor (for shops), located on the soft 
soil conditions of Bucharest (Table 5).

In August 2005, from the 123 “seismic risk 
class 1” buildings in Bucharest:

 i.  7 buildings were fully retrofitted;
  ii.  8 buildings were under retrofitting;
iii.   4 buildings were ready for bidding retrofitting 

works;
 iv.   7 buildings had retrofitting projects almost 

ready;
   v.   14 buildings were on the waiting list for build-

ing retrofitting projects.

Accordingly, about 1/3 of the 123 listed build-
ings were under various stages of retrofitting 
activities. About 3 million US $ were already allo-
cated by the Romanian Government for the 2005 
retrofitting actions.

Table 4. Importance classes.

Importance class I II III IV

Rmin 0,70 0,60 0,50 0,50
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The list of the National Institute for Historical 
Monuments, 2004, contains 26 cultural heritage 
palaces in Bucharest. From those, the following 
“seismic risk class 1” palaces need immediate ret-
rofitting actions:

• Multi-storey steel structures: Ministry of Devel-
opment, Public Works and Housing;

• Multi-storey reinforced concrete structures: Roma-
nian Government Palace; City Hall, Sector 1;

• Masonry and reinforced concrete buildings: 
Palace of Justice (under retrofitting); Royal 
Palace, i.e., The National Museum of Art of 
Romania (central building).

Only the Telephone Palace is now fully retrofitted 
(Figure 8).

3.1.2 Upgrading the Romanian code for seismic 
design of buildings and structures

The first part of the new Romanian code for earth-
quake resistance of new structures (P100-1/2006), 
following EUROCODE 8 format, was enforced at the 
end of 2006 and was published in No. 12-13/2006 of 
the Bulletin of Constructions (edited by the National 
Institute for Building Research, INCERC).

The draft of the code for earthquake resistance 
of existing buildings and structures (Part 3 of P100, 
i.e., P100-3) will be issued in 2008, as shown pre-
viously, with the consultancy of the World Bank 
Project “Hazard Risk Mitigation and Emergency 
Preparedness”.

3.2 International programs

3.2.1 The JICA Project
The Japan International Cooperation Agency (JICA) 
Project of technical cooperation with Romania was 
called Reduction of seismic risk for buildings and 
structures in Romania. The project agreement was 
signed in 2002, when 100 years of diplomatic rela-
tions between Japan and Romania were celebrated. 
It was based on the partnership of 3 institutions: 
NCSRR, National Center for Seismic Risk Reduc-
tion (implementation unit); UTCB, Technical 
University of Civil Engineering Bucharest and 
INCERC, National Institute for Building Research, 
Bucharest under the authority of MTCT, Ministry 
of Transports, Constructions and Tourism. The 
total cost of the project was 5.27 million USD, and 
it represented the donation from JICA. The project 
duration was 5 years. The equipment cost was 

Figure 7. Fragile tall reinforced concrete buildings built 
before 1940 in central Bucharest (examples).

Table 5. Fragile tall RC buildings with soft ground floor 
structure, built prior to the 1977 earthquake in Bucharest 
(examples).

No.
Name 
of street

No. of 
buildings

No. of 
stories

Address of 
buildings

1 Calea 
grivitei

18 B* + GF + 
(7–12)S

No. 3-5, 134, 
139, 148, 156, 
158, 163, 164, 
169, 196, 198, 
200, 206, 236, 
238, 395, 
398, 399

2 Stefan cel 
mare

11 B + GF + 
(6–8)S

No. 5, 15, 17, 
27, 28, 31, 
33, 40, 42, 
128, 188

*B—basement, GF—ground floor, S—story.

Figure 8. Retrofitting of the telephone palace in 
Bucharest, 2002.
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2.7 million USD: soil testing laboratory; structure 
testing laboratory and seismic instrumentation net-
work (free field, borehole and building instrumen-
tation). During the project duration, 26 Romanian 
young students/engineers were trained in Japan 
and 34 Japanese short term and long-term experts 
came in Romania. The structure testing equipment 
is a 9.7 m by 7.6 m reaction frame, designed for a 
maximum weight of tested specimens of 7 tons and 
for maximum dimensions of the tested specimens 
of 2.5 m by 3 m; the equipment for soil investiga-
tion is a triaxial testing machine (Figure 9).

The equipment for strong ground motion 
observation, installed with two OYO technicians 
and Japanese experts, includes:
 i.  borehole instrumentation at 7 locations 

in Bucharest by K2 stations with 3 sen-
sors (surface + 2 in boreholes from −30.0 m 
to -180.0 m) (Figure 11),

  ii.  instrumentation of 4 buildings in Bucharest by 
K2 stations (Figure 10),

iii.   free field instrumentation of 6 sites outside 
Bucharest by ETNA accelerometers.

3.2.2 The World Bank Project
The World Bank “Hazard Risk Mitigation and 
Emergency Preparedness” Project for Romania 
(HRMEP Project) has several components:
i.   Component A: Strengthening of Disaster 

Management Capacity
ii.   Component B: Earthquake Risk 

Reduction—71.2 million US $ (i.e., about 1/3 
of total costs of the project)

iii.   Components C, D & E: Flood, Pollution & 
Project Management, respectively.

The Component B has the following subcom-
ponents:

• Strengthening of high priority buildings and 
lifelines

• Design & supervision
• Building code review and study of code 

enforcement
• Professional training in cost effective 

retrofitting.

Figure 9. Equipments donated by JICA: reaction frame 
and triaxial testing equipments.

Figure 10. Examples of Bucharest buildings instru-
mentation by the JICA Project.

Figure 11. Borehole instrumentation in Bucharest by 
the JICA Project.
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The Project Implementation Unit (PIU) for 
Component B is located at MDLPL, Ministry of 
Development, Public Works and Housing.

The Romanian Government approved in April 
2004 the list of buildings to be retrofitted, as in 
Table 6.

Table 6. Buildings to be retrofitted, HRMEP Project.

Type of 
buildings

In 
Bucharest

In seismic 
counties of 
Romania Total

Emergency buildings 12 18 30
Hospitals buildings 13  9 22
Educational buildings  6  6 12
Important public bldgs  8  –  6
Essential facilities  – 14 14
Total 37 47 84

Table 7. Priority buildings to be retrofitted, HRMEP 
Project.

Type of buildings
In 
Bucharest

In seismic 
counties of 
Romania Total

Emergency buildings 11 17 28
Hospitals buildings 12  7 19
Educational buildings  6  6 12
Important public bldgs  6  –  6
Total 35 30 65
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Figure 12. Distribution with occupancy of the build-
ings in HRMEP Project.
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The following recommendations from the report 
concern Romania:

 i.   Upgrade the legal framework for hazard spe-
cific management;

  ii.   Review the existing buildings code for the retro-
fitting of vulnerable buildings;

iii.   Conduct a comprehensive public awareness 
campaign for the earthquake risk;

iv. Invest in hazard mitigation activities in order to 
reduce the risks caused by earthquakes;

  v. Develop financing strategy for catastrophic 
events.

3.2.3 RISK-UE Project
The RISK-UE project (2001–2004), entitled 
“An advanced approach to earthquake risk scenar-
ios with applications to different European towns”, 
was funded with a total amount of 2,477,643 € and 
included both UE and non-UE participants. The 
project focused on 7 seismically-prone European 
cities (Figure 17 and Table 8).

There were 9 institutions participating in the 
project, from 7 countries: Bulgaria, France, Greece, 
Italy, Macedonia, Romania and Spain.

The Technical University of Civil Engineering 
in Bucharest, UTCB, was responsible for Work-
package 1, “European distinctive features, inven-
tory database and typology” and for Workpackage 
7, “Seismic risk scenarios”.

Examples of results are given in Tables 9 and 10 
and in Figures 18–20.

More details on national and international seis-
mic risk reduction programs focusing Romania 
can be found in (Lungu et al., 2005a).
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Figure 16. Distribution of HRMEP Project buildings 
with year of construction.

The World Bank Report, entitled “Preventable 
Losses: Saving Lives and Property through Haz-
ard Risk Management” Strategic Framework for 
reducing the Social and Economic Impact of 
Earthquake, Flood and Landslide Hazards in the 
Europe and Central Asia Region, published in 
Oct., 2004, concludes:

 i.   Romania is regarded as one the most seismi-
cally active countries in Europe;

  ii.   Bucharest is one of the 10 most vulnerable cit-
ies in the world.

Figure 17. The 7 cities participating at the RISK U.E. 
Project.
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1,503,451 15,176 1970↓ 22,000
79,456 12,600 1990→ 1,620

2,011,305 10,806 1989→ 1,980
333,075 6,125 1971-1991 ↓ 9,000-15,000
342,738 4,766 1980→ 20,000

1,133,183 4,680 1985↓ 1,630

Town Inhabitants Population density,
persons/km2

Population growth,
20th century*

GDP/person
(approx.)

Euro
Barcelona
Bitola
Bucharest
Catania
Nice
Sofia
Thessaloniki 1,048,151 21,600 1991→ 15,290

Table 8. Population and building exposure.

Label Building type description Height description Code level*

Name No. of
stories

Height h,
m

N L M H

RC Reinforced concrete structures

RC1 Concrete moment frames Low-rise
Mid-rise
High-rise

1 - 3
4 - 7
8+

 h ≤ 9
9 < h ≤ 21

h > 21
RC2 Concrete shear walls Low-rise

Mid-rise
High-rise

1 - 3
4 - 7
8+

 h ≤ 9
9 < h ≤ 21

h > 21
RC3

        3.1

       3.2

Concrete frames with unreinforced masonry
infill walls

Regularly infilled frames

    Irregularly frames (i.e., irregular structural
system, irregular infills, soft/weak story)

Low-rise
Mid-rise
High-rise

Low-rise
Mid-rise
High-rise

1 - 3
4 - 7
8+

1 - 3
4 - 7
8+

h ≤ 9
9 < h ≤ 21

h > 21

h ≤ 9
9 < h ≤ 21

h > 21

RC4     RC Dual systems (RC frames and walls) Low-rise
Mid-rise
High-rise

1 - 3
4 - 7
8+

h ≤ 9
9 < h ≤ 21

h > 21
RC5 Precast Concrete Tilt-Up Walls Low-rise

Mid-rise
High-rise

1 - 3
4 - 7
8+

h ≤ 9
9 < h ≤ 21

h > 21
RC6

shear walls
Low-rise
Mid-rise
High-rise

1 - 3
4 - 7
8+

h ≤ 9
9 < h ≤ 21

h > 21

Precast Concrete Frames with Concrete

Table 9. RISK U.E. building typology matrix (examples).

Seismic codes inter-benchmark periodsTown

Pre-code Low-code Moderate code

Barcelona 79% 21% --

Bitola 48% 29% 23%

Bucharest 30% 30% 40%

Catania 92% - 8%

Nice 75% 25%

Sofia Data not available

Thessaloniki 20% 50% 30%

Table 10. Vulnerability by age of European building stock.
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Figure 18. Population of the 7 towns in the RISK-UE 
project.
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Figure 19. Number of housing units for the 7 towns.
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Figure 20. Number of housing units for the 7 towns.

4 CONCLUDING REMARKS

The seismic assessment and retrofitting of existing 
structures is vital for a high seismicity country like 
Romania.

The activities in this field range from national 
and international joint research programs to the 
upgrading of Romanian seismic design prescrip-
tions, with the aim of their harmonization with the 
Eurocodes.

The first part of the new Romanian code for 
earthquake resistance of new structures, P100, fol-
lowing the Eurocode 8 format, was enforced at the 
end of 2006.

The draft of the code for earthquake resistance 
of existing buildings and structures (Part 3 of 
P100) will be issued in 2008 with the consultancy 
of the World Bank Project “Hazard Risk Mitiga-
tion and Emergency Preparedness”.

The seismic retrofitting of highly vulnerable 
existing structures is also the subject of specially 
targeted strategies of the Romanian Government, 
which already allocated about 3 million US $ only 
for the 2005 retrofitting actions.
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Maintenance optimization for structures by a renewal model

A. Joanni & R. Rackwitz
Technische Universität München, Munich, Germany

ABSTRACT: The paper develops objective functions for optimizing design and maintenance strategies 
of aging structural components. It introduces a repair model with or without preceding inspections. Objec-
tive functions are derived for maintenance by inspection and repairs (renewals). Earlier formulations for 
independent repair and failure events are extended to dependent no-repair/repair and failure events. This 
can make formulations more realistic because no-repair/repair and failure events frequently depend on 
the same deterioration processes, at the expense of numerically more elaborate computations. In addition, 
finite renewal (repair) times independent of failure times are considered.

Rigorous integration of maintenance cost of 
inspection and repairs for structural components 
making use of realistic failure models started by 
the last author and his coworkers in Streicher & 
Rackwitz (2003) and Streicher & Rackwitz (2004) 
based on the work by Barlow & Proschan (1965) 
but especially by Fox (1966). This continued in 
Streicher et al. (2006) by extending the considera-
tions to existing structures and age-dependent and 
block repairs. In Streicher & Rackwitz (2004) and 
Rackwitz & Lentz (2006) successful attempts have 
been made to cover also series systems. In all this 
work it was assumed that no-repair/repair events 
and failure events are independent and repair 
times are negligibly short as compared to the fail-
ure times. But this is rarely realistic since inspection 
results and consecutive repair decisions and fail-
ure events most often depend on the same physical 
deterioration processes and, therefore, inspection 
results, repair and failure events become highly 
dependent. This last aspect was studied recently by 
Joanni & Rackwitz (2006) with promising results. 
They are generalized herein. Infinitely short 
renewal times are generally only a simplification.

After presenting some failure models suitable 
for aging structural components, reviewing renewal 
theory to the extent needed for the further devel-
opments and introducing appropriate inspection 
and repair models, the paper first reviews the con-
cepts for cost-benefit optimization based on the 
renewal model. This is then extended to include 
preventive and corrective maintenance including 
independent and dependent no-repair/repair and 
failure events generalizing in part results already 
given by Streicher et al. (2006). In the derivations 
the case of finite renewal times is also included. An 
example illustrates the main findings.

1 INTRODUCTION

Most civil engineering structures are aging because 
of wear, corrosion, fatigue and other phenomena. 
At a certain age they need to be inspected and, pos-
sibly, repaired or replaced. Many aging phenomena 
are rather complex and all but fully understood in 
their physical and chemical context. For concrete 
structures the most important aging phenomena in 
temperate climates are corrosion due to carbona-
tion and/or chloride attack, for steel structures it 
is rusting and fatigue. The cost for maintaining 
public road infrastructures are about 60% to 80% 
of the total, generally rather limited budget avail-
able. Between 15% and 25% of the existing civil 
 engineering infrastructures show serious signs of 
deterioration. In many other areas like marine and 
aircraft structures maintenance constitutes a large 
part of the cost during operation. However, the con-
cepts for cost-benefit optimization under uncertain-
ties of such structures are not very well developed. It 
should be clear that only a rigorous life-cycle consid-
eration can fully account for all cost involved. And 
it should be clear that design rules and maintenance 
plans strongly interact. In this contribution certain 
theoretical models are developed for load bearing 
structures in the civil engineering field. It is, however, 
obvious that applications in other areas are also pos-
sible under similar conditions.

In this paper the well-known renewal theory is 
applied in order to set up suitable objective func-
tions for cost-benefit optimization of maintained 
structures. Basic concepts for stationary distur-
bances on structures have already been developed 
by Rosenblueth & Mendoza (1971) and later by 
Rackwitz (2000). In agreement with standard cost-
benefit analyses all benefits and cost are discounted. 
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2 FAILURE MODELS FOR 
DETERIORATING COMPONENTS

There are very few exact, time-variant failure 
models available. One such model with many 
potential applications is the so-called random 
disturbance model which has been studied in full 
rigor already by Rosenblueth (1976). An impor-
tant special case are stationary random Poissonian 
disturbances (earthquakes, storms, explosions, 
fires, etc.) with occurrence rate λ. If  a disturbance 
hits the system, failure will occur with probabil-
ity Pf (p). p is a vector of  suitable design param-
eters. The failure process will be again Poissonian 
with rate λPf (p). In this form deterioration can-
not be accounted for. It is presented here only for 
completeness.

For aging structures a closed-form failure time 
(first passage time) distribution is hardly avail-
able except for some special, usually oversimpli-
fying cases. The log-normal, inverse Gaussian 
or Weibull distribution function with a suitable 
deterioration mechanism for the mean (and/or 
other parameters) has been used. Realistic  failure 
models must be derived from physical multi-
variable deterioration models (cumulative wear, 
corrosion, fatigue, etc.). Unfortunately, their use 
makes computations almost always rather com-
plicated. But more important is the fact that first 
passage time distributions can be derived only for 
very few special deterioration models. For most 
aging models one has to apply certain bounding 
techniques.

For deteriorating structures a widely used 
failure model is when the deterioration func-
tion is monotonically and continuously 
in-(de)creasing. Then, let G(X, t) = g(U, t) be the 
(differentiable), continuously decreasing struc-
tural state function of  a structural component 
with G(X, t) = g(U, t) ≤ 0 the failure domain. X 
is a vector of  random variables and time t is a 
parameter. Transition from X to U denotes the 
usual probability transformation from the origi-
nal into the standard space of  variables proposed 
by  Hohenbichler & Rackwitz (1981). Within 
FORM/SORM (see, for example, Hohenbichler 
et al. 1987 & Rackwitz 2001) the probability of 
the time to failure is:

F(t) = P(T ≤ t) = P(g(U, t) ≤ 0) ≈ Φ(−β(t))C(t) (1)

for t ≥ 0 and the failure density given by:
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T is the time to first entrance into a failure 
state. Φ(.) and ϕ (.) denote the univariate standard 
normal distribution function and corresponding 
density, respectively. β(t) is the (geometrical) reli-
ability index β ( )β i) min{ }u  for {u: g(u, t) ≤ 0}. 
C(t) is a correction factor evaluated according to 
SORM (and/or importance sampling) which can 
be neglected in many cases. In Eq. (2) it frequently 
can be assumed that C(t) does not vary with t. It 
is mentioned that FORM does not require differ-
entiability if  a gradient-free search algorithm for 
β(t) is used (for example, an algorithm proposed by 
 Powell, 1994) as done later in the example. However, 
SORM even requires twice- differentiability. 
Throughout the paper only FORM/SORM tech-
niques will be applied for reliability tasks.

In some cases consideration of (stationary or 
non-stationary) time-variant actions and a time-
variant structural state function is necessary. 
Let G(X(t), t) be the (differentiable) structural 
state function such that G(X(t), t) ≤ 0 denotes 
failure states and X(t) a random process. Then, the 
failure time distribution can be computed numeri-
cally by the outcrossing approach. A well-known 
upper bound is presented by Madsen et al. (1986):

F d
t

( )t ( ) ≤d( )≤ ∫ ν(( )( ) τ 1
0∫∫  (3)

with the outcrossing rate (more specifically, the 
downcrossing rate),

ν ( )τ lim ( ( ), )[{ }=
Δ

>
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1 0P G[{ t( t

 ∩{G(X(t+Δ),t+Δ) ≤ 0}] (4)

In applications, Δ is some small time interval which 
must be suitably chosen. The intersection probability 
can be determined approximately after transforma-
tion into the standard space and linearization of the 
event boundaries by the bivariate normal integral.

Most frequently, however, an asymptotic result 
is used:
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Eq. (5) implies a non-homogeneous Poisson 
process of failure events with intensity ν(t). For 
stationary failure processes Eq. (5) reduces to a 
homogeneous Poisson process and simplifies some-
what. Under suitable conditions both formulae can 
also be evaluated using FORM/SORM provided 
that the dependence structure of the two events 
{G(X(t), t) > 0} and {G(X(t + Δ), t + Δ) ≤ 0} can 
be determined in terms of correlations coeffi-
cients. Some computational details are given in 
Streicher & Rackwitz (2004). However, the relevant 
conditions must be fulfilled, i.e. the outcrossing 
events must become independent and rare asymp-
totically. For example, the independence property 
is lost if  X(t) contains not only (mixing) random 
processes but also simple random variables. Then, 
crossing events becomes equi-dependent. There-
fore, in many cases this approach yields only crude 
approximations and one has to use Eq. (3).

A numerical computation scheme for first-
 passage time distributions under less restrictive 
conditions can also be given. It is based on the fol-
lowing lower bound formula:

F(t) = P(T ≤ t) 
= 1–P(G(X(θ),θ)>0 ∀θ in [0,t])
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with t = tn and ti < t denoting a narrow not necessarily 
regular time spacing of the interval [0, t]. As 
demonstrated by examples, see e.g. by Au & Beck 
(2001), the lower bound to the first-passage time 
distribution turns out to be surprisingly accurate 
for all values of F(t), if  the time-spacing τ = θi − θi−1 
is chosen sufficiently close and where θi = iτ and 
t = θn. Within FORM/SORM it is:
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Here again, a probability distribution transforma-
tion from the original space into the standard space 
is performed and the boundaries of each failure 
domain are linearized. The last line represents a first 
order approximation as proposed in Hohenbichler & 
Rackwitz (1981), where Φn(.;.) is the n-dimensional 
standard normal integral with β = {β(θi)} the vector 
of reliability indices of the various components (ele-
ments, individual events) in the union. The depend-
ence structure of the events is determined in terms 
of correlation coefficients R = {ρij = α(θi)T α(θj)}. 

Suitable computation schemes for the multi-normal 
integral even for high dimensions and arbitrary 
probability levels have been proposed, for example 
in Hohenbichler & Rackwitz (1983), Gollwitzer & 
Rackwitz (1988), Pandey (1998), with an improve-
ment in Joanni & Rackwitz (2005), A bartzumian 
et al. (1997) & Genz (1992). Eq. (8) is approximate 
but quite general if the correlation structure of 
the state functions in the different points in time 
can be established. The corresponding values of 
the density function needed when taking Laplace 
transforms, as required in the further developments, 
are most easily calculated by f (θi) = (F(θi) − F(θi−1))/τ 
or a higher order differentiation rule.

Deterioration of structural resistance is fre-
quently preceded by an initiation phase. In this 
phase failure is dominated by normal (extreme 
value) failure. Structural resistance is virtually 
unaffected. Only in the succeeding phase resist-
ances degrade. Examples are crack initiation and 
crack propagation or chloride penetration into 
concrete up to the reinforcement and subsequent 
reduction of the reinforcement cross-section by 
corrosion and, similarly, for initial carbonation and 
subsequent corrosion. In many cases the initiation 
phase is much longer than the actual degradation 
phase. Let Ti denote the random time of initia-
tion, Te the random time to normal (first-passage 
extreme value) failure and Td the random time from 
the end of the initiation phase to deterioration fail-
ure with degraded resistance. Note, extreme-value 
failure during the initiation phase and failure in the 
deterioration phase are mutually exclusive. Assume 
that Ti is independent of the other two variables. If  
the variables Te and Td can also be assumed inde-
pendent, the following formula can be used:

F F F

f d
e iFF FF
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( )t ( )tt ( )t=
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FeFF ( )) FdFF (t
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(9)

If  Te and Td are dependent because, strictly 
speaking, both terms depend on the same resistance 
quantities, the second term in brackets needs to be 
replaced by P ({no failure during initiation up to τ} 
∩ {failure in deterioration phase in [τ, t]}). Several 
computational methods are discussed in Streicher 
et al. (2007). In examples it was shown that failure 
during the initiation time frequently is rather rare 
if  the initiation phase is followed by a deterioration 
phase. Therefore, the approximation,

F(t) ≈ P(Ti+Td ≤ t) (10)

can also be used in many applications.

3 ELEMENTS OF RENEWAL THEORY

A sufficiently general setting is to assume that 
the structure fails at a random time in the 
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future. After failure or serious deterioration it 
is systematically renewed by reconstruction or 
repair. Reconstruction or repairs reestablish 
all (stochastic) structural properties. The times 
between failure (renewal) events have identical 
distribution functions F(t), t ≥ 0, with probability 
densities f (t) and are independent (see Cox (1961) 
for details). Classical renewal theory allows for the 
first failure time distribution being different from 
the others. For simplicity, this modification is not 
considered herein. It is applied for existing struc-
tures in Streicher et al. (2006). The independence 
assumption for the failure times needs to be veri-
fied carefully. In particular, one has to assume that 
loads and resistances in the system are independ-
ent for consecutive renewal periods and there is 
no change in the design rules after all subsequent 
failures (renewals). Even if  designs change failure 
time distributions must remain the same.

The renewal function which will be used exten-
sively later on is:

E M npn

n F

n

n
nFF

n

( )t( )t

( )t

[ ]N( )t M (t ( )N n( )t
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=

∞
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∞

∑
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(11)

with N(t) the random number of renewals and 
p(N(t) = n) the probability mass function. The 
renewal intensity (or, if  applied to failure processes, 
the unconditional failure intensity),

m
P

dt
dM

dt
f t

dt

nff
n

( )t lim

( )t )t

=
[ ]t t dt,( )

= =

→

=

∞

∑
0

1

o e e e al i

 

(12)

can be obtained by differentiation. It is useful to 
remember that the renewal intensity in Eq. (12) 
differs in its definition from the risk function as 
a conditional failure intensity, i.e. ρ(t) = f (t)/
(1 − F(t)), or the (unconditional) failure density f 
(t). The last expression in Eq. (11) is called) renewal 
equation”. As pointed out by Cox (1961) and oth-
ers m(t) has a limit:

m m
Et

( )t lim ( )t( )t= =mlim )t [ ]T→∞

1  
(13)

for tf (t) → 0 if  t → ∞. E[T ] is the mean time 
between renewals. In approaching the limit m(t) 

can be strictly increasing, strictly decreasing or 
oscillate in a damped manner around 1/E[T ]. The 
transient behavior of m(t) will later be of interest. 
Unfortunately, Eq. (11) has closed-form solutions 
for only very few special failure models. In general, 
Eq. (11) or Eq. (12) has to be determined numeri-
cally. A particularly suitable method is proposed 
by Ayhan et al. (1999). It starts from the renewal 
equation Eq. (11) and solves it numerically by 
simply making use of the lower and upper sum 
in Riemann-Stieltjes integration. Because M(t) is 
non-decreasing we have the following bounds:

F M i F M

F M i
Li

UM
i

( ) (( ) ) ( )i ( )
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κ i) M) ( ))

κ i ) ))

κ

κ
−MLM ((κ Δ ≤F ( )i

≤ F +ii Δ
=

=

∑
∑
1

1
1 FFF ( )i ))

 
(14)

for equal partitions of length τ in [0, t] with 
ΔF(iτ) = F(iτ) − F((i − 1)τ) and nτ = t. This lin-
ear equation system is solved numerically. The 
renewal intensity can be obtained by numerical 
differentiation.

4 INSPECTION AND REPAIR

Inspections should determine the actual state of a 
component in order to decide on repair or leave it as 
is. But inspections can rarely be perfect. A decision 
about repair can only be reached with certain prob-
ability depending on the inspection method used. 
The repair probability depends on the magnitude of 
one (or more) suitable damage indicators (chloride 
penetration depth, crack length, abrasion depth, 
etc.) measured during inspection. For cumulative 
damage phenomena the repair probability PR(t) 
increases with the time t elapsed since the begin-
ning of the deterioration process. For example, the 
repair probability may be presented as:

PR(t) = P(S(t,X) > sc) = P(sc−S(t,X) ≤ 0) (15)

with S(t, X) a suitable, monotonically increasing 
damage indicator, X a random vector taking into 
account all uncertainties during inspection and sc a 
given threshold level. The vector X usually also 
includes a random variable modeling the meas-
urement error. Frequently, the damage indicator 
function S(t, X) has a similar form as the failure 
function and involves, at least in part, the same 
random variables. In this case failure and repair 
events become dependent events. Generalizations 
of  Eq. (15) to multiple damage indicators and 
more complicated decision rules are straightfor-
ward. A discussion of  the details of  the efficiency 
of  various inspection methods and the corre-
sponding repair probabilities is beyond the scope 
of  this paper.
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After failure of  a system or component it is 
repaired unless it is given up after failure. The 
term “repair” is used synonymously for repair, 
renewal, replacement or reconstruction. Repairs, 
if  undertaken, restore the properties of  a compo-
nent to its original (stochastic) state, i.e. repairs 
are equivalent to renewals (AGAN = As Good 
As New) so that the life time distribution of  the 
repaired component is again F(t). The repair 
times can either be assumed negligibly short or 
have finite length.

The proposed model is a somewhat idealized 
model capturing the most important aspects 
of  the decision problem. It rests on a number 
of  assumptions the most important of  which is 
probably that repairs fully restore the initial (sto-
chastic) properties of  the component. Imperfect 
repairs cannot be handled because the renewal 
argument repeatedly used in the following breaks 
down. In the literature several models for imper-
fect repairs are discussed which only partially 
reflect the situations met in the structures area. 
A review of  some imperfect repair models is 
given in Pham & Wang (1996). An important 
case is when imperfect repairs (or no repairs) not 
essentially changing the initial lifetime are done 
right after an inspection. Renewal (perfect repair) 
occurs with probability π but imperfect repair 
with probability 1 − π (see Brown & Proschan, 
1983). This model, in fact, resembles the one 
studied herein with π = PR(t).

Inspection/repair at strictly regular time inter-
vals as assumed below is also not very realistic. 
However, as will be shown in the example, the 
objective function is rather flat in the vicinity of 
the optimal value so that small variations will not 
noticeably change the results.

Repair operations necessarily lead to discon-
tinuities (drops) in the risk function or failure 
rate. They can substantially reduce the number of 
failures and, thus, corrective renewals.

5 COST-BENEFIT OPTIMIZATION

5.1 General

For technical facilities the following objective 
has been proposed by Rosenblueth & Mendoza 
(1971) based on earlier proposals for cost-benefit 
analysis:

Z(p) = B(p) − C(p) − D(p) (16)

A facility is financially optimal if  Eq. (16) is 
maximized. It is assumed that all quantities in 
Eq. (16) can be measured in monetary units. p is the 
vector of all safety relevant parameters. B(p) is the 
benefit derived from the existence of the facility, 
C(p) is the cost of design and construction and D(p) 

is the cost in case of failure or of repair. Statistical 
decision theory dictates that expected values are 
to be taken (see Neumann &  Morgenstern, 1943). 
In the following it is assumed that B(p), C(p) and 
D(p) are differentiable in each component of p. 
This makes optimization of Eq. (16) easy because 
gradient-based optimizers can be used. In some 
cases C(p) and possibly also D(p) include finan-
ciation cost. The annuities for such cost diminish 
the benefit. In extreme cases the quantity D(p) is 
completely missing because it is completely cov-
ered by insurances. Again, the insurance premium 
diminishes the benefit. The cost may differ for the 
different parties involved having different eco-
nomic objectives, e.g. the owner, the builder, the 
user and society. A facility makes sense only if  Z(p) 
is positive within certain parameter ranges for all 
parties involved.

The facility has to be optimized during design 
and construction at the decision point. Therefore, all 
cost need to be discounted. A continuous discount-
ing function is assumed for analytical convenience 
which is accurate enough for all practical purposes:

δ (t) = exp[–γ t] (17)

γ is a time-independent, time-averaged interest 
rate. In most cost-benefit analyses a tax- and infla-
tion-free discount rate should be taken. If  a dis-
crete discount rate γ ′ is given, one converts with 
γ = ln(1 + γ ′).

It is assumed that structures will be systemati-
cally reconstructed after failure or obsolescence 
and/or are properly maintained. This rebuilding 
strategy is in agreement with the principles of life 
cycle engineering and also fulfills the demand for 
sustainability (see Rackwitz et al. 2005). Clearly, it 
rests on the assumption that future preferences are 
the same as the present preferences. It follows that 
sustainable life-cycle costing not only includes the 
cost of one replacement but of all cost which might 
emerge from future failures and renewals (repairs, 
replacements, etc.).

5.2 Standard case

The benefit B(p) is also discounted down to the 
decision point. For a benefit rate b(t) unaffected 
by possible renewals and negligibly short times of 
reconstruction (retrofitting) one finds:

B b dtb [ ]t
∞

∫ ( )tt e p tt
0∫∫  (18)

assuming convergence of the integral. If  the ben-
efit rate b = b(t) is constant one can integrate to 
obtain:

B b dt
b

b [ ]t− =
∞

∫ exp tt
γ0∫∫  (19)
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The upper integration limit is extended to infinity 
because the full sequence of life cycle benefits is 
considered. A more refined benefit model has been 
introduced by Hasofer & Rackwitz (2000) which is 
not considered herein (see, however, Streicher et al. 
2006).

The construction cost C(p) are generally easy 
to assess. If  they have to be financed the cost 
for financing, as mentioned, reduces the benefit. 
For example, the yearly costs for financing (as a 
constant annuity) are:

A C
t

f

f ft

⎡⎣⎡⎡ ⎤⎦⎤⎤ −

− −⎡⎣⎡⎡ ⎤⎦⎤⎤
( )p

exp

exp

γ f

γ f

1

1

for ΔC(p) the cost to be financed, tf the financing 
time and γf the interest rate taken from the finan-
cial market which may differ from the long-term 
inflation-free rate γ. For γf = γ and tf → ∞, A → 
ΔC(p)γ.

The determination of the damage cost D(p) is 
more involved. Consider the case of systematic 
reconstruction (or repair). Let Yn be the (random) 
time to the n-th renewal:

Y Un rY UY
r

n

=
∑

1

 (20)

and denote by K(Un) the cost of the interval Un. 
K(Un) can contain failure cost, reconstruction cost 
or repair cost and it can be a function of time. 
The total discounted cost K for an infinite length 
of time is the sum of all renewal cost discounted 
down to time 0. This gives:

K K en
U

n

rUr
n∑−( )

=

∞
=∑ ( )UnU

γ ∑∑ 1

1

 (21)

The expected damage cost D is computed from:
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(22)

where we used formulations proposed by Ran & 
Rosenlund (1976). The renewal model ensures 

that all times Ur are identically distributed and 
independent. In the last line the well-known 
relation,

aq
a

q
n

n
−

=
∞ =

−∑ 1
1 1

is used. It is also noted that E (e−γ U) is nothing else 
than the Laplace transform,

f e f t dtt* ( e ft )γ γ ttt∞
∫0∫∫

of f(t). Eq. (22) is the key result for cost-benefit 
optimization based on the renewal model. It should 
be mentioned that parallel results can be obtained 
for discrete failure models and discrete discounting 
(see, for example, van Noortwijk, 2001).

In passing it is noted that for comparing dif-
ferent strategies one sometimes uses the so-called 
expected equivalent average discounted cost per 
time unit:

lim
t tt

E

e dt t
D

→∞

[ ]( )K
=

∫ γ ttt
γ

0∫∫

6 PREVENTIVE MAINTENANCE

6.1 Cost-benefit optimization for systematic 
age-dependent repair

At first, it should be emphasized that preven-
tive maintenance makes only sense for increasing 
risk functions of the failure model as pointed out 
already by Barlow & Proschan (1965). If  the risk 
function is not increasing (being constant or even 
decreasing) it is more cost-benefit optimal to wait 
until failure.

The general case of replacements (repairs, renew-
als) at random times TR with distribution FR(t) or 
after failure at random times TF with distribution 
FF(t, p) is best derived as follows. The renewal time 
is the minimum of these times with distribution 
function,

F(t,p) = 1 − (1 − FF(t,p))(1 − FR(t)) (23)

for independent times TF and TR. The correspond-
ing density function is:

f t p f t F f t FF Rff t FF R Ff tf FF,t (fFff )pp )tt( )t + ( )t p,  (24)

where the notation F F( )x = − ( )x1  is used. 
Application of Eq. (22) then gives for the damage 
term of an ordinary renewal process:
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where,

f pf f p t dtFff F Rff p
RF

* ) (tt ) (FRFF )expγ p) expexp[ ]tγ tt
∞

∫0∫∫

and,

f pf f F p dtFff R Fff FF
FFF

* ) ( )tt ( ,t )expγ p) expexp[ ]tγ tt
∞

∫0∫∫

are the modified complete Laplace transforms of 
f FRFFFff ( )t pt p ( )t  and f FFFFRff ( )tt ( )t p  respectively. L is 
the direct loss of failure, C(p) the reconstruction 
cost after failure and R(p) the cost of repair.

The case of random maintenance actions has, at 
first sight, hardly any practical application. How-
ever, if  there is continuous monitoring of the struc-
tural state the times TR can be interpreted as the 
times when the monitoring measurements reach a 
critical value for the first time and, therefore, indi-
cate the necessity of repair actions. The cost rate of 
monitoring diminishes the benefit rate. This case is 
not studied further on.

Alternatively, assume maintenance actions 
with probability one at (almost) fixed intervals 
a, 2a, 3a, … so that fR(t) = δe(a) and FR(t) = He(a) 
(δe(x) = Dirac’s delta function, He(a) = Heaviside’s 
unit step function). Eq. (25) then specializes to:
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 (26)

where,

f p f t p dt
a

Fff** ) p fff , )pγ p, )a e p[ ]tγ tt∫0∫∫
is the incomplete Laplace transform of fF(t, p) 
and f *(γ) = exp[–γ a] the Laplace transform of 
fR(t) = δe(a). The derivations for Eq. (25) show that 
systematic repairs should be interpreted as one of 
the two renewal modes. Eq. (26) goes back to some 
early work in Cox (1961), Barlow & Proschan (1965) 
and Fox (1966). The last article still is the basis for 
further developments in cost-benefit optimization 
for maintained structures with discounting as will 
be seen below. Optimization can be carried out with 
respect to the design parameter p and/or the main-
tenance interval a. Already Fox (1966) pointed out 
that an optimum in a only exists if  the risk func-
tion of the failure model is increasing. The repair 

cost R(p) should also be substantially smaller than 
C(p) + L so that it is worth making preventive 
repairs and, thus, avoiding large failure and recon-
struction cost in case of failure.

6.2 Cost-Benefit optimization including 
inspections and repairs with finite renewal 
times

In the structures and many other areas any expen-
sive maintenance operation is preceded by inspec-
tions involving cost I0 if  damage progression and/or 
changes in system performance are observable. 
We understand that the inspections are essential 
inspections leading eventually to decisions about 
repair or no repair. This maintenance strategy is 
sometimes called condition-based maintenance. 
If  there are inspections at times a, 2a, 3a, ... there 
is not necessarily a repair because aging processes 
and inspections are uncertain or the signs of dete-
rioration are vague. Repairs occur only with prob-
ability PR(t) which increases in time for cumulative 
damage phenomena. Then, inspection and repair 
cost must also be included in the damage term 
Streicher & Rackwitz (2003, 2004).

Finite renewal times require only a small modi-
fication of  the original model. The component 
behavior is modelled as shown in Figure 1. All 
repair times, however, are identically distributed 
and independent and independent of  failure 
times. At failure cost L are involved while recon-
struction cost R(p) are incurred at the end of  the 
repair time for each renewal cycle. It is further 
assumed that no failure occurs during repair. 
Also, it is assumed that the benefit is unaffected 
by repairs as a first simplifications. We consider 
first the first term in the damage function without 
repair actions.

The damage cost consists of two parts. Apply-
ing the reasoning for Eq. (16) of systematic recon-
struction gives:

Figure 1. Finite repair times after failure or planned 
repair.
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The renewal cycle now has length TF + TG. 
TF and TG are assumed independent. Clearly, 
h*(γ,p) = f*(γ,p)g*(γ) is the Laplace transform of 
the density,

p f t g d( ,t (f , )p ( )t(f
∞

∫∫ g)p τ
0∫∫

of this alternating two-phase renewal process. g(t) 
is the density of the repair times. Deterministic 
renewal times of length s are included because, as 
mentioned, g*(γ) = exp[−γ s] is the Laplace trans-
form of the density g(t) = δ(s).

With renewals after failure or systematic repairs 
at age a (see case considered in Eq. (26)), Eq. (27) 
has to be modified:
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k* *(γ, p, a) expresses the (discounted) time until 
the end of  this renewal cycle where C(p) becomes 
due and which can be larger than a. g**(γ, a) takes 
account of  the finite time of  repair after a because, 
as assumed, the repair cost are only due at the end 
of  the repair period. For many models for repair 
time distributions, e.g. deterministic, exponential 
or Rayleigh, the inner integral in k**(γ,p,a) and 
the integral in g**(γ,a) are analytic. The first two 
terms in Eq. (28) represent the corrective renewal 
mode while the last term is the preventive renewal 
mode.

Introducing now inspection and repair with 
dependent no-repair/repair and failure events 
requires introducing two modified incomplete 
Laplace transforms:
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where { }R j( )jajj  is the no-repair event at the j-th 
inspection. Reference to γ and p is omitted. TF is 
the random time to failure. Remember that a typi-
cal intersection event, i.e. that there was no repair 
before (n − 1)a and failure in the interval (n − 1)
a ≤ t ≤ na, defined as,

{ }R j
j
n ( )jajj ∩∩ { }T tFTT ≤

after a probability distribution transformation is 
given by:

{ }Fj
n { }s S Uc RS j U jS US U { }T tFTT ≤TFTTjjajaja

with {TF ≤ t} = {g(UF,t) ≤ 0} according to Eq. (1), 
for example. UR,j and UF denote the variables in 
the random vector defining the damage indicator 
(including measurement errors) and the variables 
defining failure, respectively. Because UR,j and UF 
have some components in common the events are 
dependent. These dependencies can be taken into 
account by linearizing the event boundaries indi-
vidually or, better, in the joint β −point as recom-
mended by Hohenbichler et al. (1987), computing 
the correlation coefficients and evaluating the cor-
responding multivariate normal integrals by the 
methods mentioned in Section 2. The differen-
tiation in Eq. (29) can be performed analytically. 
Similarly, we have:
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and it is,
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(32) 

in,

Z a p
N
DIMZ R

IMN

IMD
( ,p ) (B CC )B −  (33)

NIM is composed of the discounted expected cost 
of failure, the discounted reconstruction cost, the 
discounted cost for inspections and the discounted 
cost for repairs. In general, the influence of finite 
repair times is expected to be small having in mind 
that mean repair times usually do not exceed a few 
percent of the failure times so that,

f ****( )p a t na,p ( )nγ ≤a) ≤ ≈
h ****( )p a t na,p ( )nγ ≤a) ≤

Here, we allowed the cost for first construction 
CR(p) to be different from the reconstruction cost 
C(p). At an inspection time ja, the inspection 
either remains the only action taken with prob-
ability PRPP ( )jajj  and associated cost I0 which need 
to be discounted, or the inspection is followed by 
repair with probability PR(ja) involving cost R(p), 
again to be discounted. The first terms in the 
respective sums correspond to Eq. (26). All higher 
order summation terms correct for the possibilities 
of  having repair intervals longer than a. The sums 
are expected to converge because no-repair prob-
abilities decrease according to Eq. (15). In general, 
only the first few terms in the infinite sums must 
be considered. Eq. (33) converges to the expres-
sion corresponding to Eq. (26) for increasing 
repair probabilities. Clearly, the numerical effort 
for Eq. (33) can be larger than for the case where 
repair/no repair and failure events are assumed 
independent in which case the intersection signs 
in Eqs. (29), (30), (31) and (32) are replaced by 
simple multiplications. The effect of  dependencies 
between no-repair/repair and failure events on 
optimal repair intervals can be significant as will 
be demonstrated in the example.

As mentioned before, a repair causes the risk 
function to drop at the repair time. The imperfect 
repair model considered in Eq. (33) lets the risk 
function drop but not down to zero because there 
is a finite probability that is not repaired. It pro-
duces a saw tooth type behavior of the risk func-
tion which ultimately approaches zero, i.e. no more 
preventive renewals occur. A similar behavior can 
be observed for the failure rate (renewal intensity). 

For independent no repair/repair and failure events 
this is already demonstrated at an example by Stre-
icher et al. (2006) (see also below).

7 EXAMPLE

The following example used already in Streicher 
et al. (2006) with different parameters shows sev-
eral interesting features and is an appropriate test 
case. Chloride attack due to salting and subsequent 
corrosion, for example, in the entrance area of a 
parking house or a concrete bridge is considered. 
A simplified and approximate model for chloride 
concentration in concrete is,

C t C erfr
x
DtsC( ,x ) −C ⎛
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1
2

where Cs = surface (extrapolated from measure-
ments 0.5 to 1 cm below surface) chloride content, 
x = depth and D = diffusion parameter. A suitable 
criterion for the time to the start of chloride corro-
sion of the reinforcement is:

C C erfr
c
DtcrC sC −C ⎛
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2
0  (34)

if  the parameters are properly adjusted and where 
Ccr = critical chloride content, c = concrete cover 
and erf (.) the error function. The stochastic mod-
els are presented in Table 1.

The uniform distributions reflect the large uncer-
tainty in the variables. Ccr and Cs are measured as 
percentages of cement content. The initiation time 
can thus be written as:

T
c
D

erfr
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CiTT crC
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−2
1

2

4
1  (35)

and the initiation event is,

Gi(t) = Ti(Ccr,Cs,D,c) − t > 0 (36)

The units are such that Ti(.) is in years.

Table 1. Stochastic models considered.

Variable Units Distr. function Parameters

Ccr % Uniform 0.4, 0.6
Cs % Uniform 0.8, 1.2
c cm Log-normal 5, 1
D cm2/year Uniform 0.5, 1.2
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During initiation time the structure can fail 
due to time-variant, stationary extreme loading. 
It is assumed that each year there is an independ-
ent extreme realization of the load. Load effects 
are normally distributed with coefficient of varia-
tion of 25%. Structural resistance is also distributed 
normally with mean 6-times as large as the mean 
load effect and coefficient of variation 25% imply-
ing a central safety factor (p = mR/mS) of 6. Once 
corrosion has started mean resistance deteriorates 
with rate δ (t) = 1 − 0.07t + 0.00002t2. The distribu-
tion function of the time to first failure is computed 
using Eq. (9) with the failure time distributions in the 
initiation phase and in the deterioration phase deter-
mined by Eq. (7). The structural states {Mi = R − Si} 
in two arbitrary time steps have constant correlation 
coefficient of ρ = ρij = 0.973. The failure time distribu-
tions and failure time densities are computed using 
SORM in Eq. (9) because the dependence between 
failure in the initiation phase and the deterioration 
phase can be neglected. Here and in all subsequent 
calculations curvature corrections are small to neg-
ligible. For the given parameters one determines a 
mean initiation time of E [Ti] = 41.5 and a mean time 
to failure (after initiation) of E [Td] = 12.3 so that the 
total mean time to failure is E [Ti + Td] = 53.8 with 
coefficient of variation CoV = 0.57 (see Eq. (10)).

The structure is in a condition where repair is 
deemed necessary if, at inspection by half-cell 
potential measurements and/or chemical analyses 
of the drill dust from small bore holes, the chloride 
concentration in a depth of c = 3.0 cm exceeds the 
value of Ccr = 0.5. Therefore, the repair event at the 
time of inspection t corresponds to:

GR(t) = t–Ti(0.5(1+0.05Uε(t))Cs,D,c) ≤ 0 (37)

where a normal measurement error Uε(t) with 
mε = 1.0 and σε = 0.05 has been added. The meas-
urement errors at different times are assumed inde-
pendent. Because there can be additional errors in 
the measurement depth it is assumed that c var-
ies log-normally with mean mc = 3.0 and standard 
deviation σc = 1. It should be noted from com-
parison of Eq. (36) and (37) that no-repair/repair 
events at the time of inspections and the failure 
events are closely related, because both are realiza-
tions of the same underlying chemical and physical 
process. Their probabilities differ because of differ-
ent times and random independent measurement 
errors. Repair times are modelled by a Rayleigh 
distribution with different means. Erection costs 
are C(mc, mr) = C0 + C1 mc

2 + C2 mr, inspection costs 
are I0 = 0.02C0, and we have C0 = 106, C1 = C2 = 104, 
L = 10C0, γ = 0.03. For preventive repairs the costs 
are R(mc, p) = 0.6C(mc, p). p is the safety factor 
separating the means of load effect and resistance. 
All costs are in appropriate currency units. It is 

noted that the physical and cost parameters are 
somewhat extreme but not yet unrealistic.

The technical realization of the models 
described before requires some effort in order to 
take proper account of the various dependencies. 
Independent no-repair/repair and failure events 
can be formulated as a special case of dependent 
no-repair/repair and failure events.

In the following cost optimization is first done 
with respect to the repair interval a keeping the 
design parameter, for example the concrete cover, 
fixed at mc = 5 cm. Figure 2 shows the preventive, 
the corrective and their sum cost for the case in 
Eq. (26) and (28). Eq. (28) is slightly lower because 
of longer discounting periods (time to failure or 
systematic repair + renewal time).

Figures 3 and 4 show the maintenance cost 
curves (inspection + repair + failure cost) for 
various means of repair times but separately for 

Figure 3. Maintenance cost for independent no-
repair/repair and failure events for different mean repair 
times (solid line = infinitely short, dotted line = mR = 0.5, 
dashed line = mR = 3.75, dadotted line mR = 7.2).

Figure 2. Damage cost for model in Eq. (28) (solid 
lines) and Eq. (26) (dashed lines).
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independent and dependent no repair/repair and 
failure events. As expected the influence of realistic 
repair times (for example, smaller than 5 to 10% of 
the mean failure times) is small.

Figure 5 shows the total cost for independent 
 no-repair/repair and failure events, for depend-
ent no-repair/repair and failure events for a mean 
repair time of 0.5 and for the case already discussed 
by Fox with finite repair times included.

The optimum repair interval for the ideal case 
introduced by Fox and for the realistic depend-
ent no-repair/repair and failure events is 17 to 
22 years. For independent no-repair/repair and 
failure events the minimum cost are for repair 
intervals of about 10 years but little difference is 
observed for repair intervals between 10 and 22 

years. Remarkably, the total costs are about 50% 
higher for independent no-repair/repair and failure 
events. This illustrates that a realistic modeling is 
important. It can be shown that the curves accord-
ing to Eq. (32) approach the curves in Figure 2 for 
increasing repair probabilities.

It is interesting to optimize simultaneously with 
respect to the inspection/repair interval and the 
mean concrete cover. The mean concrete cover 
should have an upper limit around 6 to 7 cm 
because large concrete covers diminish the crack 
distributing effect of the reinforcement.

Whatever this upper limit the optimum concrete 
cover will be at this upper limit and the optimal 
inspection/repair interval increases accordingly. 
The total maintenance cost decrease slightly. The 
same effect is observed if  the safety factor p enlarg-
ing the time Td is increased. This demonstrates 
strong interaction between the rules for design 
and maintenance which, however, is not studied in 
more detail herein.

8 DISCUSSION

In this contribution all considerations for cost-
benefit optimal deteriorating structural facilities 
are based on the renewal model for reconstructions 
and repairs. They fulfill the requirements for sus-
tainability and intergenerational equity. Due to the 
numerical tools available, especially in the form of 
FORM/SORM techniques, many aspects can be 
appropriately modeled and managed numerically. 
It is worth mentioning that extensions to series 
systems and existing structures are possible at the 
expense of some additional numerical effort. The 
extension to series systems also covers the case of 
multi-mode failures. Although, finite renewal times 
generally play only a limited role the formulations 
can be generalized also to this case. The most criti-
cal requirement of renewal theory is, no doubt, 
that during renewal (reconstruction or repair) 
the stochastic properties of the component must 
be restored. Partial or provisional repairs as fre-
quently enforced by budget limitations in practice 
and repairs (reconstructions) introducing stochas-
tic dependencies before and after a renewal are not 
admissible. Such dependencies will be introduced 
when, for example, part of the (deteriorated) mate-
rial is left in place. By example calculations it has 
been found that partial or provisional repairs are 
frequently suboptimal from an economic point of 
view. In order to take care of partial or provisional 
repairs and/or dependent failure times a com-
pletely new theory would be required. In this study 
the benefit is assumed to be unaffected by renewals 
and by finite renewal times. This is a simplification 
which could be removed. As a first approximation 

Figure 5. Maintenance cost for model in Eq. (28) (solid 
line), Eq. (32) for independent no-repair and failure 
events (dashed line) and Eq. (32) for dependent no-repair 
and failure events (dotted line).

Figure 4. Maintenance cost for dependent no-repair/
repair and failure events for different mean repair times 
(solid line = infinitely short, dotted line = mR = 0.5, dashed 
line = mR = 3.75, dadotted line mR = 7.2).
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the benefit rate in Eq. (18) can be multiplied by the 
asymptotic availability.

If  human life and health is endangered modern 
utility-based criteria can help to set up affordable 
and rational acceptability criteria. Those must be 
applied independent of cost-benefit considera-
tions. The basic quantity to be controlled is the 
unconditional failure rate (renewal intensity). 
Uncertain inspections and possible repairs at regu-
lar time intervals lead to a saw-tooth type failure 
rate showing a maximum with subsequent decay.

9 SUMMARY AND CONCLUSIONS

This paper develops tools for optimizing design and 
maintenance strategies of aging structural compo-
nents. It first reviews suitable failure models, espe-
cially those that are amenable to FORM/SORM, 
and the basics of renewal theory. It then introduces 
a repair model with or without preceding (imper-
fect) inspections. Objective functions are derived for 
maintenance by inspections and repairs (renewals). 
Earlier formulations for independent repair and fail-
ure events and infinitely short renewals are extended 
to dependent no-repair/repair and failure events 
and to finite renewal times, thereby generalizing the 
available theory. This can make formulations more 
realistic because no-repair/repair and failure events 
depend on the same uncertain deterioration proc-
esses and, therefore, they become highly dependent. 
Dependent no-repair and failure times make the 
numerical computations only slightly more expen-
sive than for independent events. For realistic repair 
times as compared to failure times their effect is 
small. Finally, some remarks are made how to intro-
duce suitable acceptance criteria.
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ABSTRACT: Testing and maintenance of Safety Related Equipment is of major concern for Nuclear 
Power Plant Safety, where one can find many types of Testing and maintenance activities  depending on 
the sort of failure causes affecting the Safety Related Equipment covered by each Testing and  maintenance 
strategy. Traditionally, Testing and maintenance planning has been based on  recommendations by 
 equipment suppliers. However, it is largely recognized that such plans are faraway of being optimized 
and current situation at nuclear power plants shows several ongoing programs aimed to the  improvement 
of Testing and maintenance plans. All of these programs adopt as a whole or partially Reliability, 
 Availability,  Maintainability, Safety and Cost criteria in the decision-making for Testing and  maintenance 
 optimization. There is a need of developing models that formulate explicitly the relationship among the 
decision  criteria and the decision variables (Testing and maintenance related parameters), which will 
 represent how changes on the decision variables affect the decision criteria. The commonly accepted 
 manner to tackle this Multi Criteria Decision Making problem is to formulate it as a Multi-objective 
Optimization Problem where the decision variables acts as optimization parameters and the decision 
criteria acts as part of the objective and/or constraints of the optimization problem. This paper presents 
the state of the art on Reliability, Availability, Maintainability, Safety and Cost based modelling and opti-
mization of Testing and maintenance of Safety Related Equipments at Nuclear Power Plant.

RAMS+C  Reliability, availability, maintainability 
and Safety and Cost

RCM Reliability Centered Maintenance
SOGA Single Objective Genetic Algorithm
SOP Single criterion Optimization Problem
SRE Safety-Related Equipment
ST Surveillance Test
STI Surveillance Test Interval
SSC Structure, System and Component
TD-PAM Time-Directed Proactive Maintenance
TD-PDM Time-Directed Predictive Maintenance
TD-PVM Time-Directed Preventive Maintenance
TD-RM  Time-Directed Replacement Mainte-

nance
TS Technical Specifications
TSM Testing and Maintenance 

1 INTRODUCTION

Current situation at Nuclear Power Plants (NPP) 
shows how different programs implemented at the 
plant aim to the improvement of particular Testing 
and Maintenance (TSM) related parameters. 

ABBREVIATIONS

AOT Allowed Outage Time
CB-PAM  Condition-Based Proactive Mainte-

nance
CB-PVM  Condition-Based Preventive Mainte-

nance
CB-RM  Condition-Based Replacement Mainte-

nance
CO-PDM  Continuous Monitoring Predictive 

Maintenance
DG Diesel Generator
GA Genetic Algorithm
LCO Limiting Conditions for Operation
MCDM Multi-Criteria Decision Making
MOGA Multi-Objective Genetic Algorithm
MOP Multiple-criteria Optimization Problem
NPP Nuclear Power Plant
OF-CM On-Failure Corrective Maintenance
OF-RM On-Failure Replacement Maintenance
PAR Proportional Age Reduction
PAS Proportional Age Setback
RAM Reliability, availability, maintainability
RAMS  Reliability, availability, maintainability 

and Safety
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According to the objectives established in these 
programs, it is possible to divide them into two dif-
ferent groups, one that focuses on the improvement 
of licensing basis (USNRC RG1.174, 2002) and 
the other that focuses on the improvement of 
maintenance activities.

The first group includes the risk informed tech-
nical specifications (Lakkso, 1990; Atefi et al., 
1991; IAEA, 1993; USNRC RG1.177, 1998), 
which focuses on the improvement of  technical 
 specification related parameters, in particular 
Allowed Outage Time (AOT) and Surveillance 
Test Interval (STI) requirements included in the 
Limiting Conditions for Operation and the Sur-
veillance Requirements respectively (Samanta 
et al., 1988; Vesely, 1989; Kim et al., 1992; 
Mankamo, 1993;  Vaurio, 1993; Kim et al., 1994; 
Martorell et al., 1995a; Samanta et al., 1995; 
Cepin & Martorell, 2002). These  programs work 
mainly with safety criteria, such as the conditional 
risk increase, the single-downtime risk and the 
yearly risk contribution, which represents a time-
average risk per year, where numerical objectives 
are established to limit the effect that such kind 
of changes can impose on the risk to health and 
safety. These limits are based on US NRC R.G. 
1.174 and R.G. 1.177.

The second group of programs focuses on the 
improvement of the maintenance policy. A com-
mon objective of these programs is to reach and 
maintain a high intrinsic reliability target,  reducing 
as much as possible the failure rate, which is of 
most relevance for Structures, Systems and Com-
ponents (SSC) important to NPP safety. This is 
one of the main objectives for implementing a 
Reliability Centered Maintenance (RCM) program 
(Taylor 1989; EPRI—NP6152 1989; Martorell 
et al. 1996). However, equipment out of service 
for maintenance is not available to perform the 
intended function; therefore, downed safety related 
equipment (SRE) may not be available for accident 
prevention or mitigation. Since both,  reliability 
and maintainability are crucial to plant safety and 
maintenance has opposite effects on  Reliability, 
Availability, Maintainability, Safety and Cost 
(RAMS+C) attributes, there should be a balance 
between equipment reliability and maintainability 
(or availability), which is the central objective of 
the Maintenance Rule Implementation program 
(USNRC RG1.160, 1997; USNRC RG1.182, 2000; 
Martorell et al., 1999a). In addition, ageing and 
degradation of SSC is a natural consequence for 
major components and also for most of the SRE, 
and therefore its reliability may degrade over the 
NPP operational life. Consequently, degradation 
of SSC, in particular for those important for the 
NPP safety, should be kept under control, which is 
the main objective of a Life Management Program 

(IAEA, 1992; UNESA, 1995; IBERDROLA, 
1999; DIQN, 2000). In addition, implementation 
of a Life Management Program aims at keeping 
open the possibility of renewing the NPP operat-
ing licenses, which is the objective of Life Manage-
ment Progem program (USNRC RG1.188, 2001; 
NEI 95–10, 2001). For RCM, Maintenance Rule 
and Life Management programs numerical objec-
tives also exist, which are intended to control the 
impact that maintenance activities have on reli-
ability, maintainability and availability attributes, 
which will act as acceptance criteria. US NRG 
R.G. 1.160, RG 1.182 and RG 1.188 show exam-
ples of numerical limits for SRE.

In general, it can be said that system reliability 
and availability modelling and optimization is clas-
sically based on quantifying the effects that design 
choices and testing and maintenance activities have 
on Reliability, Availability and  Maintainability 
(RAM) attributes. A quantitative model is used to 
asses how design and maintenance choices affect 
the system RAM attributes and the involved costs. 
Thus, the design and maintenance optimization 
problem must be framed as a Multiple  Criteria 
Decision Making (MCDM) problem where 
RAM+C attributes act as the conflicting decision 
criteria with the respect to which optimization 
is sought and the relevant TSM parameters (e.g. 
maintenance periodicities, testing frequencies) act 
as decision variables.

In particular for potentially hazardous and risky 
industries, such as the nuclear one, decision-making 
for system design and maintenance  optimization 
normally account also for risk attributes, which 
integrate the effects of design and maintenance 
choices on the system as a whole by including 
both the likelihood of hazardous events and their 
expected consequences. Then, testing and mainte-
nance decision-making for NPP entails the simul-
taneous consideration of RAM+Safety (RAMS) 
criteria. For example, optimization of testing and 
maintenance activities of safety-related systems 
aim at increasing their RAM attributes which, in 
turn, yields an improved plant safety level. This, 
however, is obtained at the expense of an increased 
amount of resources invested (e.g. costs, task 
forces, etc.). Therefore, the MCDM task aims 
at finding the appropriate choices of reliability 
design, testing and maintenance procedures that 
optimally balance the conflicting RAMS and 
Costs attributes.

All of the above improvement programs at NPP 
adopt as a whole or partially RAMS+C criteria 
in the MCDM for TSM optimization (Martorell 
et al., 2005a).

The commonly accepted manner to tackle this 
MCDM problem is to formulate it as a Multi-
objective Optimization Problem (MOP) where the 
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decision variables acts as optimization parameters 
and the decision criteria acts as part of the  objective 
and/or constraints of the optimization problem. 
Often, Genetic Algorithms (GA) has been used to 
solve such a sort of MOP under  several  alternatives 
(Martorell et al., 2004).

This work presents the state of the art on 
RAMS+C based modelling and optimization of 
TSM of SRE at NPP. Section 2 introduces the 
types or TSM activities and strategies at NPP 
to cope with different types of failure causes. 
 Section 3 presents RAMS+C modelling linked to 
TSM strategies. Section 4 presents the MOP of 
TSM based on previous RAMS+C modelling and 
solved using GA.

2 TESTING AND MAINTENANCE AT NPP

2.1 Types of testing and maintenance

In Figure 1 one can observe two main types of 
TSM at NPP, i.e. scheduled and unscheduled 
or non-planned tasks. Unscheduled tasks are 
intended to restore the operational capability of 
the failed or degraded equipment while planned 
tasks have the objective of controlling the intrinsic 
reliability of non-failed equipment, for example, 
checking and controlling its degradation is below 
the failure point.

In addition, scheduled maintenance is  normally 
divided into two more sub-categories, named 
 time-directed and condition-based respectively. 
The time-directed maintenance represents an 
 activity that is performed according to a pre-
 established schedule (depending on equipment age, 
elapsed time, level of production, etc.) regardless of 
 equipment condition. However, condition-based 
maintenance represents an activity that is initiated 
as a result of a pre-determined type of criteria that 
normally measures equipment condition.

Equipment condition is measured using 
 appropriate techniques that fall into the group 
named predictive maintenance, which includes 
continuous monitoring and periodic activities. 
Predictive maintenance focuses on assessing either 
working conditions or evolution of effects of deg-
radation mechanisms.

Assessment of working conditions is normally 
used to decide on the need of performing  Condition 
Based Proactive Maintenance (CB-PAM), which is 
responsible for controlling that equipment is work-
ing without deviations and under physical and 
chemical conditions, both internal and external, 
below the activation point of a degradation mecha-
nism (e.g. ambient temperature and humidity, inter-
nal fluid temperature and composition). No action 
is necessary if  working conditions are found OK.

Assessment of the effect of a degradation 
mechanism (e.g. In service Inspection, In-Service 
Testing, overhaul) is used to decide on the need of 
performing a preventive maintenance activity to 
improve equipment performance once the effect 
of degradation is found. A replacement mainte-
nance may be performed if  the equipment is found 
degraded beyond potential failure while a correc-
tive maintenance is to be performed on equipment 
failure, i.e. on failure, and no action is required 
otherwise (condition is OK).

On the other hand, most of the SRE at NPP are 
normally in stand-by; therefore, corrective mainte-
nance or replacement may be also lunched if  the 
equipment is found in a failed condition, i.e. on 
failure, after performing an operational test fol-
lowing a Surveillance Test (ST) requirement estab-
lished by NPP Technical Specifications (TS).

In addition, time-directed proactive mainte-
nance, preventive maintenance and replacement 
maintenance are also considered for critical equip-
ment which is normally launched on a time base 
regardless of equipment condition.

Maintenance used to be mainly of concern 
of NPP staff, which supposed a wider margin 
in adopting changes on them. However, the US 
Nuclear Regulatory Commission Maintenance 
Rule released in July 1991 and subsequently 
amended (10 CFR 50.65) has significant impact on 
how nuclear power plants perform and document 
their maintenance.

Maintenance was traditionally carried out during 
shutdown, but now increasing amounts, in particu-
lar of preventive maintenance, are being scheduled 
during power operation due to different reasons. 
It is performed using the Limiting Condition for 
Operation (LCO) in TS, either by means of volun-
tarily declaring equipment inoperable to perform 
preventive maintenance activities or forced as a con-
sequence of failure or excessive degradations that 
may require preventive or  corrective  restoration or 
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even replacement. Therefore, the duration of this 
maintenance is limited by the AOT.

Monitoring tasks include operator rounds 
(based on human senses), maintenance personnel 
walk-downs (based on human senses or parameter 
measurements), operational parameters monitor-
ing from inside the control room (continuous 
monitoring). Examples are monitoring of large 
rotating machinery, motor-operated valves’ moni-
toring, lost parts monitoring, lube oil analysis, etc.

In-Service Inspection represents visual or non-
destructive examination of equipment, applied for 
example for the assessment of the condition of mas-
sive pressure vessels, associated boundaries, pipes, 
tanks, heat exchangers, turbine blades, etc. The cur-
rent In-service Inspection requirements for major 
components at NPP are found in “Codes and Stand-
ards” 10 CFR 50.55a and the General Design Criteria 
listed in Appendix A to 10 CFR 50. These require-
ments are throughout the General Design Criteria, 
such as in Criterion I, “Overall Requirements,” Cri-
terion II, “Protection by Multiple Fission Product 
Barriers,” Criterion III, “Protection and Reactivity 
Control Systems,” and Criterion IV, “Fluid Systems.”

In-Service Testing represents tasks measuring 
equipment readiness, such as full-size performance 
test to demonstrate the capability of the equipment 
to be operable, verification of the proper adjust-
ment of equipment instrumentation and control 
systems, etc. Current In-Service Testing programs 
at NPP are performed in compliance with the 
requirements of 10 CFR 50.55a (f).

Overhaul represents tasks involving opening, 
dismantling and inspecting equipment that are 
generally very expensive.

Replacement is a planned activity for singular 
equipment, for example equipment under a graded 
quality program, which is replaced on a time base. 
On the contrary, other equipment is not replaced 
along the NPP operational life. Between both 
extreme situations, partial or total replacement 
maintenance may be planned for equipment in case 
of degradation being beyond a given  threshold or 
on equipment failure.

2.2 Types of failures causes linked to TSM

Failures of SRE at NPP are linked to  applicable 
types of previous TSM activities depending on 
the particular failure cause to be controlled. 
 Figure 2 shows a possible categorization of such 
failures types linked to applicable types of TSM 
activities.

Figure 3 summarizes the principles behind of the 
association of TSM and equipment failure causes 
on the basis of the age-dependent  equipment 
 performance that is expected when it is affected 
by them.

What concerns age-dependent failure causes, 
a planned task, either time-directed or done as a 
result of a checked unacceptable equipment con-
dition is performed to predetermined criteria and 
prior to failure with the purpose of controlling 
unanticipated failure.

Thus, Continuous Monitoring Predictive 
 Maintenance (CO-PDM) and Time-Directed 
Predictive Maintenance (TD-PDM) are directly 
concerned with checking working conditions or 
evolution of degradation mechanisms (Figure 2). 
Degradation can not only accumulate progres-
sively (i.e. slow degradation or linear degradation) 
as in case of wear-out, e.g. normal wear from cor-
rosion, but also can occur randomly and with no 
warning (i.e. fast degradation), e.g. damage due 
to a foreign object in the piping (Figure 3). When 
degradation reaches the point the component can 
no longer meet it intended function (beyond limit), 
it is a functional failure. Condition monitoring 
Predictive Maintenance (CO-PDM) is necessary 
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to handle fast  degradation while slow degradation 
mechanisms can be managed through Time-
Directed Predictive Maintenance (TD-PDM).

Consequently, Condition-Based Preventive 
maintenance (CB-PVM) and Condition-Based 
Replacement Maintenance (CB-RM) when neces-
sary, i.e. intervention when the degradation reaches 
the predefine degradation point, are directly con-
cerned with dealing with the results of evolution 
of degradation mechanisms checked with a predic-
tive maintenance. It is often assumed replacement 
maintenance restores the equipment performance 
to as Good As New (GAN) condition while pre-
ventive maintenance is a sort of imperfect main-
tenance that restores equipment performance to 
a situation between as GAN and as Bad As Old 
(BAO) condition.

In a similar way, Time-Directed Preventive 
Maintenance (TD-PVM) and Time-Directed 
Replacement Maintenance (TD-RM) are directly 
concerned with dealing with the results of evolu-
tion now of slow (linear) and well known degrada-
tion mechanisms.

As a result of an scheduled activity it is also 
possible to find out the equipment is failed, no 
matter the failure cause is age-dependent or not. 
It is necessary to lunch an unscheduled activity On 
Failure, either On-Failure Corrective Maintenance 
(OF-CM) or an On-Failure Replacement Mainte-
nance (OF-RM) if  necessary to restore the equip-
ment operability supposedly to be as BAO and 
GAN respectively.

However, most simple safety-related components 
have a low and constant failure rate during most of 
their life from random failures. In addition, com-
plex components contain many pieces which can 
cause failure, all with different lifetimes and ages. 
A skid failure rate supposedly becomes essentially 
constant when all of the subparts are considered 
together. Constant failure rate means that failures 
are random and just as likely at any time. We can 
not prevent truly random events, but many of these 
events are randomly initiated short term wear-out 
modes (i.e. random failures activated by fast degra-
dation or random degradation).

We can protect against absolute random failures 
only through performing failure finding activities 
(i.e. testing) and performing OF-CM or OF-RM 
when necessary.

Protection against random degradation, that 
needs an initiator to get wear-out started, consists 
of performing frequent or continuous condition 
monitoring CO-PDM tasks adopting one of both 
of the following alternatives. One way is to check 
equipment working conditions to control devia-
tions below the activation point of the degradation 
mechanism (see Figure 3) by combining CO-PDM 
and Condition-Based Proactive maintenance 

( CB-PAM). Other way is to identify the onset 
degradation by means of CO-PDM, which could 
be duly managed through CB-PVM or mainly 
CB-RM.

2.3 Testing and maintenance planning

Maintenance planning is a subject of concern to 
many industrial sectors as plant safety and busi-
ness depend on it. Often, RAMS+C take part of 
the relevant criteria for the decision-making of 
concern to maintenance planning.

The RCM is a good example of a systematic 
methodology to establish an efficient maintenance 
plan to cope with all of the equipment dominant 
failure causes. Typically, the main objective in 
applying the RCM methodology has been to find 
out the best set of maintenance strategies that pro-
vide appropriate balance of equipment reliability 
and availability and associated costs.

A maintenance plan must pursue the integra-
tion of technical, human and material resources 
for the effective control of the equipment domi-
nant failure causes (Martorell et al., 2007b). Thus, 
maintenance planning (see Figure 4) accounting 
for maintenance intervals affecting not only main-
tenance strategies but also the necessary resources 
(human and material) for their implementation 
seems to be more realistic in many situations where 
the resources available are limited or they need to 
be minimized also.

A maintenance strategy consists of a number 
of basic TSM activities necessary to cope with an 
individual failure cause as it is often no realistic to 
assume that each dominant failure cause is covered 
using just a single maintenance tasks (Martorell 
et al., 1995b). A maintenance strategy integrates 
several maintenance tasks (Figures 4), which 
involves a combination of scheduled tasks (e.g. 
surveillance testing, predictive maintenance, time-
directed preventive maintenance) and unscheduled 
tasks (e.g. condition-directed preventive mainte-
nance, corrective maintenance). For example, as it 
is shown in Figure 5, ST and OF-CM is a common 
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example of maintenance strategy at Nuclear Power 
Plants. A combination of TD-PVM and OF-CM, 
a combination of TD-PDM and CB-PVM and 
OF-CM, and a combination of TD-PVM and 
TD-RM are other examples.

Martorell et al., (2006a) summarizes relation-
ships among TSM tasks, triggering events and 
RAM effects associated with several types of TSM 
and they propose also a diagram with possible func-
tional states of safety-related equipment at NPP, 
TSM activities and transitions, which accommo-
dates to the RAMS+C based model requirements. 
This diagram is considered for modelling purposes 
integrating failure causes and maintenance strate-
gies and resources, which is discussed in the follow-
ing section.

3 MODELLING OF RAMS+C LINKED 
TO TSM

A quantitative model needs to be used to asses how 
testing and maintenance choices affect equipment 
RAMS+C attributes. Thus, the relevant  criteria are 
to be formulated in terms of the decision variables 
using appropriate models. These models have to 

be able to show explicitly the relationships among 
the RAMS+C criteria (decision criteria) and the 
variables (i.e. TSM related parameters) of inter-
est involved for the decision-making (decision 
variables).

3.1 TSM effect on RAMS

Figure 6 illustrates the basic concepts and the role 
of the requirements included into Technical Speci-
fication and Maintenance relative to RAMS of 
SRE at NPP (Martorell et al., 2005a).

Reliability of SRE represents its capability to 
respond and sustain operation under specified con-
ditions without failure during a given period or to 
a given age. Thus, failure is defined as an interrup-
tion of its functional capability or loss of perform-
ance below the threshold defined in the functional 
specification. In turn, degradation is defined as the 
loss of performances of characteristics in the limits 
of the specifications as time or age passes, which 
results in a failure just below the failure point 
defined in the functional specifications.

Natural reliability is the reliability of the equip-
ment with no maintenance at all, which directly 
depends on its physical characteristics or design, 
while the intrinsic reliability is the value (in prin-
ciple higher than natural) obtained with a normal 
amount of quality maintenance (usually preven-
tive maintenance).

Maintenance represents all activities performed 
on equipment in order to assess, maintain or 
restore its operational capabilities. However, main-
tenance also introduces adverse effects, called the 
 downtime effect that represents the time the equip-
ment is out of service to overcome maintenance 
(corrective, preventive, repair, overhaul, etc.). Thus, 
the adverse effect depends on the maintainability 
characteristics of the equipment.  Maintainability 
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represents the capability of the equipment or 
systems to be maintained under specified condi-
tions during a given period, which depends to 
some extent on their physical characteristics or 
design among other factors, such as maintenance 
task force, spare parts, etc.

Equipment availability represents its capability 
to be in a state to perform its intended function 
under specified conditions without failure dur-
ing a given period. To be ready means not to be 
out of service or failed. Thus, the availability, or 
more directly the unavailability of the equipment 
not only depends on the downtime effect, but also 
depends on the probability of failure to perform 
its intended function (unreliability effect). A fail-
ure can occur while the equipment or system is per-
forming its intended function (mission failure), at 
the moment of the demand to operate (on demand) 
or before the demand (in stand-by), the later asso-
ciated only with safety-related equipment normally 
in stand-by, which can experience failures in such 
period of time that will remain undetected until 
what ever becomes first a true demand to operate 
or a given operational surveillance test.

TS, throughout their Surveillance Requirements, 
establish how and when performing such opera-
tional tests of equipments normally in stand-by to 
limit the unreliability effect, providing the STI. Also 
TS, throughout their LCO, establish the maximum 
AOT of equipments to limit the downtime effect.

Finally, the attribute of Safety of SRE can be 
defined as its capability to prevent or mitigate 
the consequences of postulated accidents; named 
Design Basis Accident at NPP Final Safety Assess-
ment Report, which could cause undue risk to 
the health and safety of the public. Therefore, 
risk is often adopted as measure of NPP safety, 
which can be defined as the probability of caus-
ing damage to the health and safety of the public. 
In addition, environmental and financial risks can 
be considered as both also depend partially on the 
RAM attributes of SRE.

As shown in Figure 6, NPP safety is based on 
the principles of redundancy, diversity and avail-
ability (reliability) of its SRE. Thus, safety-related 
systems consist of a number of redundant trains 
to perform the safety function. In addition, safety 
is based on diversity and independency of SRE to 
perform such safety functions; even more, different 
trains of the same system are of different in nature 
in some cases. Consequently, NPP risk increases 
with redundancy loss and unavailability (unrelia-
bility) of its SRE. NPP TS, throughout their LCO, 
establish the lowest functional capability or per-
formance levels of SRE required for safe operation 
of the facility. When a LCO of a nuclear reactor 
is not met, the licensee shall shut down the reac-
tor or follow any remedial action permitted by the 

TS until the condition can be met, which is limited 
by the AOT. Thus, LCO establish the number and 
type of redundant trains or SRE and their level 
of availability and reliability; and in this way they 
limit NPP risk.

3.2 Modelling requirements

Table 1 summarizes the relationships among TSM 
tasks, triggering events and RAM effects asso-
ciated with several types of TSM adapted from 
(Martorell et al., 2006a).

In Table 1, TSM type represents one of the 
possible TSM tasks. The Pre-TSM category is 
included to account for the fact that some TSM 
activities are preceded by another activity, which is 
normally performed to decide on the need of con-
ducting the second one (see Figure 5). Thus, for 
example, OF-CM of stand-by related components 
is normally performed after the component has 
been found in a failed condition in a previous test. 
However, a TD-PVM does not require a previous 
activity as it is launched based on a time limit. The 
TSM Trigger category represents the  condition 
that launches the second activity, e.g. a failed con-
dition or a time limit in the previous examples 
respectively. For example, a CB-PVM may start 
once the component has been found degraded in a 
previous predictive maintenance activity. The Post-
TSM category represents the activity that follows 
a second activity. Thus, in the OF-CM example, 
an operational test of the component may be per-
formed once the OF-CM has finished. The same 
Post-TSM activity may be found after  performing 
a preventive maintenance. The E-C  category rep-
resents the condition of the component before 
it enters the activity. The R-effect, A-effect and 
M-effect categories represent how the  activity 
impacts the reliability, availability and maintain-
ability of the component respectively. Thus, for 
example the component is known to be available, 
or failed, after a test, which however can also 
degrade the component’s reliability and imposes 
unavailability as a consequence of the component 
downtime for testing.

3.3 RAMS+C models

In particular, Probabilistic Risk Assessment based 
models and data are often used to assess RAMS 
criteria of SRE at NPP formulated in terms of the 
TSM-related parameters, the later will act as deci-
sion variables in the multi-objective optimization 
problem.

Probabilistic Risk Assessment uses analytical 
and time-independent models that need extension 
to account explicitly for the effects of testing and 
maintenance activities (Martorell et al., 2002).
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In addition, averaged or yearly cost contributions 
are obtained based on analytical models of 
dependability (Harunuzzaman and Aldemir, 1996, 
Busacca et al., 2001, Martorell et al., 2002, Vinod 
and Kushwaha, 2004).

3.3.1 Reliability models
As introduced at the beginning of this section, the 
inherent reliability of an equipment depends on its 
dominant failure causes, which in turn depend on 
its physical characteristics of design and working 
conditions, and on the level of quality testing and 
maintenance tasks imposed on it to cope with such 
dominant failure causes.

Thus, working conditions introduce degrada-
tion as time passes, supposedly linear (α), which 
affects equipment age (w). This way, degrada-
tion imposes loss of  equipment performance, 
which can be represented in terms of  a deterio-
ration of  the equipment failure rate (λ), which 
can result in equipment failure when degradation 
goes beyond of  the point defined in the functional 
specification. This situation is specific for each 
degradation mechanisms and the corresponding 
dominant failure cause, the latter representing a 
sort of  interruption of  functional capability of  the 
equipment.

On the other hand, testing and maintenance 
tasks affect the component age. In general, one can 
assume that each TSM activity improves the age of 
the component by some degree, depending on its 
effectiveness, what is often called “imperfect main-
tenance”, which is a natural generalization of two 
extreme situations. One option supposes the state 
of the component after the maintenance is “as 
Good As New” (GAN), which means that its age is 
restored to zero after a maintenance activity is per-
formed (i.e. effectiveness equal to one). The second 
option assumes that the maintenance leaves the 
component in an “as Bad As Old” (BAO) condi-
tion, which means the age of the component after 
the maintenance is the same as its age immediately 
before it (i.e. effectiveness equal to zero).

There exist several models developed to simulate 
imperfect maintenance (Martorell et al., 1999b). 
In this paper, two models that introduce the 
improvement effect of the maintenance  depending 
on an effectiveness parameter are considered. Both 
 models assume that each maintenance activity 
reduces the age of the component in view of the 
rate of occurrences of failures. These  models are the 
 Proportional Age Reduction (PAR)  represented by

λ λ
α

+λ ⋅[ ]ε− ε ⋅ −0 2 f⋅
+ ⋅  (1)

where RP is the Replacement Period, and the 
 Proportional Age Setback (PAS), represented byTa
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λ λ α
ε

+λ ⋅0 2 ⋅ f
( )ε  (2)

Eqns. (1) and (2) are a generalization of the 
models proposed in (Martorell et al., 1999b), 
which fit well many types of testing and mainte-
nance tasks. Each individual maintenance task, 
either scheduled or not, can be associated a fre-
quency (f) and an effectiveness (ε) in preventing 
the equipment from developing the particular deg-
radation or failure cause. Thus, based on Table 1, 
for example a ST which is performed with time 
limit T is  associated f  = 1/T and ε = 0 (BAO). 
Other examples are a OF-CM, which is associated 
f  = λ and ε = 0 (BAO), a TD-RM that is associ-
ated f  = 1/RP and ε = 1 (GAN), and a TD-PVM 
that is associated a f  = 1/M and ε ranging in ]0,1] 
(imperfect maintenance). In addition, a TD-PDM 
is associated a f  = 1/D and ε = 0, while CB-PVM is 
associated a f  = Pd/D and ε ranging in ]0,1], where 
Pd represents the probability of finding the equip-
ment degraded after the linked predictive mainte-
nance activity. Also, a TD-PAM can be associated 
a f  = 1/A and ε = 1.

3.3.2 Maintainability models
However, maintenance tasks introduce not only 
positive aspects such as detecting and restor-
ing component failures and controlling working 
conditions and degradation mechanisms but also 
negative aspects such as the downtimes effect 
while the equipment is out of service to overcome 
maintenance. This adverse effect depends on the 
equipment maintainability characteristics. Main-
tainability represents the capability of the equip-
ment to be maintained under specified conditions 
during a given period, which depends not only 
on the equipment physical characteristics impos-
ing a given number of man-hours (H) to perform 
an individual maintenance task, but also on the 
human and material resources (e.g. task force, 
spare parts) available to perform the task, delay 
times, etc., which influence the real downtime (d) 
for developing this task (see Figure 7).

Based on Figure 3 and assuming TDM = 0 for 
sake of brevity, the downtime d can be esti-
mated for a maintenance task using the following 
relationship:

d = TDTT + H
( P NP + E NE ) NP + NEη ηPP NP + EE .EηNP + E ⎡⎣ ⎤⎦⎤⎤

 (3)

In general, Eqn (3) simplifies for a scheduled 
task as it is normally assumed that TD = 0. In addi-
tion, NP and NE represent the number of own and 
external personnel respectively involved in this 
task. Both, own personnel and external workforce 
have associated efficiency in performing such task, 
which is represented by ηP and ηE respectively. 
In addition, function κ [⋅] represents the law of 
decreasing effectiveness as the human resources, 
NP + NE, increases, which can be formulated as 
 follows (Ricardo, 1821):

κ [ ] 1
1N e] xp
N

⋅exp − +1
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

Κ  (4)

where Κ ranges in the interval [0,1].

3.3.3 Availability models
Each couple, dominant failure cause and mainte-
nance task, has associated at least one contribution 
to the equipment unavailability, which corresponds 
to one of the following equations (Martorell et al., 
2002).

ur( ) I= −
⋅

⋅ ( )I− ⋅⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

≈ ⋅1 1 1
2λ

ρ λ+ 1
2I

 (5)

us = fs ⋅ ds (6)

uN = fN ⋅ dN ⋅ G[AOT] (7)

Eqn (5) represents the unavailability associated 
with an undetected failure corresponding to the 
particular sort of failure cause being considered. 
In addition, I represents interval for performing 
a scheduled maintenance task that is intended or 
supposed to detect the occurrence of such a fail-
ure (e.g. in Figure 5, D for a time-directed predic-
tive maintenance, A for a time-directed proactive 
maintenance, T for a surveillance test, M for a 
time-directed preventive maintenance, or RP for a 
time-directed replacement).

Eqn (6) represents the unavailability contribu-
tion associated with a planned or scheduled testing 
or maintenance task, where fS and dS represents the 
frequency and downtime for the scheduled activity, 
given by fS = 1/I (e.g. I = D, I = A, I = T, I = M, or 
I = RP) and eqn (3), respectively.

Task
Launched

Task
Ends

Material
DelayTDM

H

TDH

Human
Delay

Task
Starts

TD = max {TDH, TDM }

TD

Assumption:

TD = TDH

TDM = 0

Delay Man-hours

Figure 7. Schematic view of equipment maintainability.
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Eqn (7) represents the unavailability contribution 
associated with a non-planned or unscheduled 
maintenance task, where fN and dN represents the 
frequency and downtime respectively for the activ-
ity, given by for example fN = λ for OF-CM and 
eqn (3) respectively. In addition, function G[AOT] 
represents the probability of ending the non-planned 
activity before the maximum allowed outage time 
given by AOT, which can be formulated by

G AOT]  AOT
d

[ = −1 − e
N  

(8)

where AOT ranges in the interval [0, +∞[. Factor 
AOT accounts for the fact that maintenance tasks 
at NPP operating at full power have limited the 
outage time to limit the unavailability contribu-
tion due to unscheduled maintenance activities. 
It is simple to realize that when this limitation 
does not apply, then AOT→∞ and consequently 
G[AOT]→1.

3.3.4 Safety models
As introduced earlier, risk is often adopted as 
measure of NPP safety, which can be defined as 
the probability of causing damage to the health 
and safety of the public (Martorell et al., 2005a).

The term ΔR represents the increment in the 
NPP conditional risk when a given SRE enters a 
particular LCO, which can be formulated following 
the guidance provided in Ref. (Samanta et al., 1995). 
Using this term, the single-downtime risk can be 
defined as follows (Cepin & Martorell, 2002):

r = ΔR ⋅ AOT (9)

where AOT is the maximum allowed outage time. 
In addition, the yearly risk contribution can be 
approximated using the expression:

R = ΔR ⋅ u (10)

where u represents the unavailability associated 
with a given SRE and TSM, which, in turn, can be 
represented for an scheduled or unscheduled TSM 
activity using eqns. (6) and (7) respectively.

3.3.5 Cost models
In addition, each couple, dominant failure cause 
and maintenance task, is associated one cost con-
tribution to the equipment total Life-Cycle Cost, 
which corresponds to one of the following equa-
tions in accordance to the unavailability contribu-
tions above (Martorell et al., 2002):

cs = 8760 ⋅ fs ⋅ c1s (11)

cN = 8760 ⋅ fN  ⋅ c1N (12)

cD = 8760 ⋅ fN ⋅ (1 – G[AOT]) ⋅ c1D (13)

cA = R ⋅ c1A (14)

Eqn (11) represents a yearly cost contribution as 
a consequence of performing planned or scheduled 
testing or maintenance task over a year period. 
Eqn (12) represents a yearly cost contribution 
as a consequence of performing non-planned or 
unscheduled maintenance task over a year period. 
In addition, variables c1S and c1N in eqns (9) and 
(10) respectively represent unitary costs as a conse-
quence of performing one single task, scheduled or 
non-planed respectively, which can be formulated 
using the following relationship:

C1 = CF + NP ⋅ cHP ⋅ TP + NE ⋅ CHE ⋅ TE (15)

where cF represents a fixed cost per task, includ-
ing for example costs of materials, TP = d and 
TE = max{dmin ≥ 0, d} usually, representing the 
time spent by the NP own and NE external per-
sonnel respectively. In addition, cHE represents the 
hourly cost for external personnel supposed to be a 
fixed amount, while cHP is the hourly cost for own 
 personnel, which is not constant as it depends on 
a number of factors as proposed in the following 
equation:

c
N (HP

P

eq A PA

N SP
f TA P

A P

=
(fA

∀ ∈A

)  (16)

where the unknown variables S and Neq represent 
the annual salary and number of similar compo-
nents respectively assigned to everyone of the NP 
own personnel. The aggregation extends over all 
of the tasks, scheduled or not, affecting the equip-
ment being performed by Np personnel.

Eqn. (13) represents the yearly cost contribu-
tion associated with the number of plant outages 
and the corresponding loss of production that is 
estimated to occur over a year time horizon as a 
consequence of unscheduled maintenance activi-
ties exceeding the AOT. In addition, c1D represents 
the unitary cost due to a plant outage.

The last cost contribution is introduced herein 
in order to consider the yearly cost associated 
with possible accidents. A common model usu-
ally adopted to take into account this contribution 
(Yang et al., 1999) is given by eqn (14), where c1 A is 
the cost per accident and R is the yearly risk contri-
bution given by eqn. (10). Thus, for example, when 
a level 1 Probabilistic Safety Analysis is used to 
derive the different measures of risk to health and 
safety, R represents the Core Damage Frequency 
per reactor-year, and therefore, c1A is the cost due 
to Core Damage, which can be estimated for exam-
ple as proposed in Ref. (Yang et al., 1999).
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3.3.6 Aggregation of single task models
Each couple, dominant failure cause and mainte-
nance strategy, has associated a global efficiency 
affecting partially equipment availability, a cor-
responding cost and a NPP risk level, which are 
associated with both the probability that this fail-
ure occurs and the development of the strategy 
itself, which, in turn, depends on the frequency 
of developing scheduled and unscheduled tasks 
belonging to the maintenance strategy and their 
corresponding durations and costs. Thus, the una-
vailability, cost and risk models for a given strategy 
can be formulated accordingly by simply aggregat-
ing the previous single task models for the k tasks 
involved in j-nth strategy used to cope with i-nth 
failure cause (i→j).

u ui j i j , k 
k j
∑

∀ ∈k  (17)

c c , i j i j k
k j
∑

∀ ∈ k  (18)

R j Ri j ,j ki k j→ = ∑
∀ ∈ k

 (19)

Following the reasoning introduced above, one 
can realize there is a need to find out a set of main-
tenance strategies to prevent the component from 
developing all of its dominant failure causes since 
more than one normally applies.

According to the study in (Martorell et al, 
1995b) there is not a unique combination of main-
tenance strategies to cope with all the dominant 
failure causes. Each combination is associated a 
given equipment availability and corresponding 
cost and NPP risk given by

U = ∑
∀ →

ui j→
i j→

 (20)

C = ∑
∀ →

ci j→
i j→

 (21)

R = ∑
∀ →

Ri j→
i j→

 (22)

depending on the frequency, human and material 
resources involved, which in addition are usually 
far away of being optimized.

4 OPTIMIZATION OF TSM BASED 
ON RAMS+C

At the end, the analyst must decide on which set 
of maintenance strategies is the best one among all 
the possible candidates. This decision can be taken 

evaluating explicitly the effect of a given set on 
the equipment availability and corresponding cost 
using previous models. This final decision has been 
taken usually based on the results achieved when 
each set of the maintenance strategies is developed 
adopting the optimized frequencies found (Muñoz 
et al., 1997; Martorell et al., 2005b), although with-
out explicit consideration of how the human and 
material resources necessary affect the equipment 
availability and corresponding costs as formulated 
now in the previous section.

Then, the decision-maker faces a set of MOP, 
one for each set of maintenance strategies, where 
the frequency for performing every strategy, the 
human and material resources necessary would act 
as decision variables and the equipment RAMS+C 
would act as decision criteria (Martorell et al., 
2007b), which needs to be formulated and solved 
using for example a sort of GA such as it is 
described in the following subsections.

4.1 Problem formulation

The commonly accepted manner to tackle the 
previously illustrated MCDM problem is to for-
mulate it as a MOP. A general MOP considers a 
set of  decision variables x, a set of  objective func-
tions f(x) and a set of  constraints g(x). Adapt-
ing the formal definition of  Goldberg, 1989 and 
Zitzler, 1999, in the RAMS field the MOP regards 
the optimization of  the vector of  multi-objective 
functions.

y = f(x) = (R(x), U(x), M(x), Risk(x), C(x)) (23)

subject to the vector of constraints

g(x) = (R(x) ≥ RL, U(x) ≤ UL, M(x) ≤ ML,
    Risk(x) ≤ RiskL, C(x) ≤ CL) (24)

where

x = {x1, x2, ..., xds} ∈ X

y = {y1, y2, ..., yos} ∈ Y

In this general view, the vector of the decision 
variables x encodes the parameters related to the 
inherent equipment reliability ( e.g. per demand 
failure probability, failure rate, etc.) and to the 
system logic configuration (e.g. number of redun-
dant trains, etc.), which define the system reliabil-
ity allocation, and those relevant to testing and 
maintenance activities (test intervals, maintenance 
periodicities, renewal periods, maintenance effec-
tiveness, mean repair times, allowed downtimes, 
etc...) which govern the system availability and 
maintainability characteristics. They affect also 
NPP risk and associated costs.
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The quantities RL, UL, ML, RiskL, CL represent 
constraining threshold values for the reliability, 
unavailability, maintainability, risk and cost objec-
tives respectively. Martorell et al. 2005a give typical 
threshold values for RAMS+C objectives. X is the 
decision space and Y is the objective space with 
dimensions ds and os respectively.

The vector of constraints g(x) limits the objec-
tive space, and indirectly the decision space, to seek 
acceptable values of the relevant parameters. These 
are denoted domain implicit constraints (Martorell 
et al., 2000). In addition, one can impose explicit 
constraints to limit directly the feasible values of 
the parameters included in the decision vector. 
Both types of constraints delineate, directly or 
indirectly, the set of acceptable values in the deci-
sion space, Xp, and its image set in the objective 
space denoted by Yp.

For different practical and research applica-
tions, a reduced decision-making process may suf-
fice based on a subset of the RAMS+C criteria, 
such as for example the A[U]+C criteria.

4.2 Resolution approaches

There exist many works in the scientific literature 
devoted to solve the above MOP using different 
optimization techniques. Approaches based on the 
use of GAs are here briefly summarized (Martorell 
et al., 2004), Figure 8.

In general, a MOP admits multiple solutions 
due to the conflicting nature of its attributes. 
Therefore, to arrive at a final decision, the deci-
sion maker must make a value judgment among 
the identified options, giving preference to some 
attributes at the expense of other, possibly conflict-
ing, ones. The ways to impose such a value judg-
ment can be broadly classified into three categories 
(Zitzler 1999):

a. Decision making before optimality search, in 
which the objectives of the MOP are aggregated 
into a single objective that implicitly includes a 
preference function.

b. Search before decision making, in which opti-
mization is performed without introducing any 
a priori preference information to arrive at a 
Pareto optimal set of candidate solutions from 
which the final choice is made.

c. Decision making during search, in which the 
decision maker articulates preferences during 
an interactive optimization process that guides 
the search.

The way of establishing a preference function 
influences the optimization method used in the 
search of optimal solutions. In particular, depend-
ing on whether the decision making is performed 
before or after the search, the optimization prob-
lem to be solved may be transformed into a Single 
Objective Optimization Problem (SOP) or remain 
MOP (Martorell et al., 2004).

The SOP is a particular case of a MOP when 
only one criterion is involved in the optimization 
process or, alternatively, many criteria are involved 
but only one criterion or a combination of some 
of them act as the single objective function, a pri-
ori defined, and the remaining criteria are imple-
mented into the set of constraints. The SOP has a 
unique solution.

On the contrary, the direct resolution of a MOP 
amounts to performing the optimality search with-
out taking decisions a priori. Since the MOP has no 
unique solution that can simultaneously optimize 
all objectives, some of which are conflicting, the 
search leads to a set of potential solutions, the so-
called Pareto optimal (non-dominated) set, from 
which the final decision is drawn a posteriori. As a 
practical matter, the concept of Pareto optimality 
is of no direct help for selecting a single solution 
because there is no universal standard to judge the 
merits of a solution of the Pareto optimal sets and 
all are equally optimal in the multi-objective sense. 
The decision maker must make a choice, a posteri-
ori, on the basis of subjective preference values and 
trade-offs with respect to the optimization objec-
tives. On the other hand, different preferences and 
trade-offs are conveniently portrayed in the Pareto 
optimal set.

Flexible evolution (Martorell et al., 2006b) and a 
hybridized approach (Zio et al., 2007) are examples 
of solution alternatives using option c) of decision 
making during search, which are introduced in the 
following section.

4.3 GA-based optimization

Genetic Algorithms (GA) are very likely the most 
widely known type of Evolutionary Algorithms 
(EAs) (Bäck, 1996). GAs are adaptive methods 
used in searching and optimization problems, 
which work by imitating the principles of natural 
selection and genetics. GAs in their usual form 
was developed by John Holland in 1965 that sum-
marized his work in Holland, 1975. His work and 
a number of PhD dissertations by his students 
(De Jong, 1975) were the only documents available 

Multiple
Criteria
(MC)

Decision
Making
(DM)

Constraints

Multi-objective 
Optimization 

Problem

MOP

SOP

Traditional 
approach ?

Preferences

Set of 
solutions

Single 
solution

No

Yes

MCDM

Figure 8. Alternatives to solve a general MCDM.
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on GAs until late seventies, which serve as starting 
point of nearly all known applications and imple-
mentations of GAs.

Fundamentals on how GAs work, GAs imple-
mentation and applications have been introduced 
in many papers and books, e.g. Marseguerra et al., 
(2006), Bäck, (1996); Goldberg, (1989); Davis, 
(1991); Fogel, (1995); Michalewicz, (1996) and in 
PhD dissertations, e.g. Zitzler, (1999).

Middle 90’s saw the first GAs applications in 
the field of optimizing equipment reliability, main-
tainability and availability (Painton and Campbell, 
1995; Kumar et al., 1995; Muñoz et al., 1997; Levi-
tin and Lisnianski, 1999).

4.3.1 Single Objective GA (SOGA)
The pioneering studies on evolutionary optimiza-
tion (before 90’s) were based on transforming the 
original MOPs into SOPs as discussed in the pre-
vious section. Figure 9 summarizes the evolution 
of the development of the several generations of 
GA.

The type of GA-based optimization approach 
that faces a SOP is known as SOGA. Many recent 
applications of GA to optimizing surveillance and 
maintenances based on RAMS+C have been based 
on SOGA. However, a number of developments 
have been necessary to improve the performance 
of the initial GA to reach the capability of the 
SOGA used nowadays. Thus, GAs are essentially 
unconstrained search techniques, which require 
the assignment of a scalar measure of quality, or 
fitness, to candidate solutions to the optimiza-
tion problem. Then, it has been necessary a grow-
ing effort to apply GAs to general constrained 
optimization problems since most of engineering 
optimization problems often present their solution 
constrained by a number of restrictions imposed 
on the decision variables. Many approaches have 
been considered in SOGA for handling solutions 
that violate one or more constraints, but no one 
general method has emerged. Applying penalties 
for infeasible solutions is the most prevalent tech-
nique for handling implicit constraints although it 
is also possible to handle explicit constraints. This 
technique transforms the constrained problem 
into an unconstrained problem by penalizing those 
solutions that are infeasible after evolution. Last 

generation of SOGA in the field of design, testing 
and maintenance optimization based on RAMS+C 
use mainly dynamic penalization to handle implicit 
constraints (Martorell et al., 2006a). The Weighted 
Effectiveness Based Approach (WEBA) is a good 
example of SOGA last generation, which was pro-
posed for the first time in (Martorell et al., 2004).

4.3.2 Multiple Objective GA (MOGA)
A MOGA faces the MOP directly. Both SOGA 
and MOGA approaches are currently in use for 
testing and maintenance optimization. However, 
in recent years a half  of even more of the GA 
applications to testing and maintenance optimiza-
tion use a MOGA approach, showing a growing 
trend that overpasses the use of SOGA (Martorell 
et al., 2006a).

The first MOGA was developed by Schaffer 
(Schaffer, 1985) who proposed the VEGA (Vector 
Evaluation Genetic Algorithm). Later Kursawe 
developed the ESMO algorithm (Kursawe, 1991), 
which also addressed multiple objectives in a non-
aggregating manner. These first approaches are 
known as Non-Pareto approaches.

Goldberg 1989 was the first to propose the 
Pareto-based approach that is behind of most of 
the current MOGA. The idea behind the Pareto-
based approach is to assign equal probability of 
reproduction to all non-dominated individual 
in the population. The concept of Pareto domi-
nance is well known and is described for example 
in (Goldberg, 1989; Zietler, 1999 and Marseguerra 
et al., 2006).

A number of well-known MOGA were devel-
oped as the first generation of Pareto-based 
approaches: MOGA (Fonseca and Fleming, 
1993), NSGA (Non-dominated Sorting Genetic 
Algorithm) (Srinivas and Deb, 1994), and Niched 
Pareto Genetic Algorithm (NPGA) (Horn et al., 
1994). These algorithms have common properties, 
e.g. the solutions are ranked according to their 
dominance in the population and diversity is main-
tained using niching strategies.

Second generation of GA represents an evo-
lution of the first generation of Pareto-based 
approaches, which implement the use of elitism to 
improve convergence (e.g. reliability and speed up). 
The SPEA (Strength Pareto Evolutionary Algo-
rithm) (Zitzler, 1999), SPEA2 (Zitzler et al., 2001), 
NSGA-II (Deb et al., 2002), Pareto Archived Evo-
lution Strategy (PAES) (Knowles and Corne, 1999) 
are example of this generation of GA.

In parallel, the use of performance metrics 
to support comparison of GA performance has 
been enhanced. Quantitative performance met-
rics are introduced to assess the efficiency of the 
multi-objective GA concerning both accuracy, 
i.e. approximation to the optimal Pareto front, 
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Figure 9. Evolution of Genetic Algorithm based opti-
mization approaches.
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and coverage of the Pareto front (Zitzler, 1999; 
 Laumanns et al., 2002; Zitzler et al., 2003; Mar-
torell et al., 2005b).

As an example of last generation MOGA appli-
cation in surveillance and maintenance optimiza-
tion, Martorell et al. 2004 propose an approach 
based on the SPEA2 algorithm. In Martorell et al. 
2006b, the performance of the above SPEA2-based 
approach is compared with a two loops GA based 
on the NSGA-II algorithm. The optimization of 
test intervals and strategies of a typical safety sys-
tem of a NPP based on the mean and maximum 
time-dependent unavailability and cost criteria is 
adopted as application example.

4.3.3 Decision-making during search
It is clear that decision-maker must ultimately 
make a value judgment; however, the two typical 
alternatives, i.e. SOP and MOP, being implemented 
into a SOGA and a MOGA respectively, represent 
extreme options for the decision-making process, 
that is to say, decision-making before search for 
the SOP alternative (i.e. adopting the SOGA) and 
decision-making after search for the MOP alterna-
tive (i.e. adopting the MOGA). The former may 
yield to make a decision too early and therefore 
new trials would be necessary to guide the search 
towards other regions of the search space. Instead, 
the later may yield to make a decision too late, once 
the whole search space has been explored, which 
may suppose an enormous computational cost to 
realize finally for example that the Pareto front is 
not so well defined and that only a portion of the 
search space results of interest for the decision-
maker.

A third GA option corresponding to decision-
making during search is being considered under 
several implementation alternatives.

Martorell et al. 2006b propose an approach 
based on a sort of mixture SOGA-MOGA or 
MOGA-MOGA (e.g. two loops MOGA) working 
in a cooperative manner. This approach increases 
flexibility for the decision-making process but it 
also supposes the need of designing the appropri-
ate man-machine interface to facilitate an inter-
active MCDM to guide the search step-by-step, 
Figure 10.

Another alternative that also improves con-
vergence is by means of incorporating hybrid 
 optimization methods. This approach combines 
two algorithms coupled to work in a coopera-
tive manner. Typical topologies of hybridizing 
algorithms consist of a couple heuristic-heuristic 
(e.g. GA-GA, GA-Multi Directional Search, 
GA- Simulated Annealing, GA-ANN) or 
 heuristic-traditional (GA-interval method, GA-
gradient method, etc).

Zio et al., 2007 propound to exploit the model-
ling power of Artificial Neural Networks (ANNs) 
to catch the decision maker’s preference struc-
ture within a Genetic Algorithm (GA) optimal-
ity search. A combination of off-line and on-line 
procedures is proposed for the ANN training. 
Multi-objective optimization algorithms based on 
the principle of Pareto optimality can be employed 
to find a set of so called non-dominated solutions 
which optimally satisfy the conflicting criteria and 
from which the decision maker must choose the 
preferred alternative. In the search for the non-
dominated solutions, information regarding the 
preference values of the decision maker could be 
exploited to effectively drive the search towards the 
preferred solutions of the Pareto optimal set. For 
verification, the proposed approach is applied to a 
literature case study concerning the optimization 
of the reliability design of a series system.

The idea underlying the GA-ANN hybridiza-
tion approach here proposed to efficiently include 
the decision maker’s preferences in the optimiza-
tion search is to exploit an ANN for guiding, in 
an interactive and systematic manner, the itera-
tive search performed by a SOGA whose objective 
function is the weighted combination of RAMS+C 
decision criteria, Figure 11.

4.3.4 Decision-making addressing uncertainty
The appropriate incorporation of uncertainty 
into the analysis of complex system is a topic of 
importance and widespread interest. Uncertainty 
is normally associated herein with the “lack of 
knowledge” or “randomness” in quantifying mul-
tiple RAMS+C criteria. Uncertainty normally 

Multi - Objective 

Optimization 

Problem ( MOP )

Single - Objective 

Optimization 

Problem ( SOP )

Constraints
Local Search

( LOS)

Preferences ?

Files

Learning

Machine

Yes
MOGA - Multiple 
Objective 
Genetic 
Algorithm

SOGA - Single 
Objective 
Genetic 
Algorithm

MOGA with 

flexible 

evolution

Figure 10. Interactive Decision-making based on a 
flexible integration of MOGA and/or SOGA using a 
learning machine.
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affects testing and maintenance related param-
eters, equipment reliability, etc. As a consequence, 
the general MOP (also SOP) based on such criteria 
faces multi-objective optimization under uncertain 
objectives and constraints.

An important number of studies have been pub-
lished in the last decade in the field of RAMS+C 
informed optimization considering uncertainties, 
particularly for testing and maintenance opti-
mization problems (Rocco et al., 2000; Bunea 
and  Bedford, 2002; Marseguerra et al., 2004a; 
 Marseguerra et al., 2004b).

The earliest published works in the field of  test-
ing and maintenance optimization were formu-
lated as single-objective optimization problems, 
that is, considering one uncertain objective func-
tion and a number of  constraints. Rocco et al., 
2000, Bunea and Bedford, 2002 are examples in 
the field of  testing and maintenance  optimization. 
However, recent works formulate testing and 
maintenance optimization problems (Marseguerra 
et al., 2004a, Marseguerra et al., 2004b) with mul-
tiple uncertain objectives subject also to a number 
of  constraints.

In general, a Monte Carlo simulation embed-
ded within a Genetic Algorithm based search has 
proved to be an effective combination to iden-
tify optimal testing and maintenance strategies 
addressing uncertainty, although other approaches 
are possible (Martorell et al., 2007a), Figure 12.

However, quantification of RAMS+C models, 
which have to act as uncertain objective functions 

and constraints, often require large computational 
time, even when using deterministic models, in 
particular for time-dependent RAMS+C models. 
In addition, to be of value to the GA algorithm 
using the uncertain results to guide the search in 
the appropriate direction, there is a general percep-
tion that the RAMS+C models have to be quanti-
fied for hundreds or thousands of times using for 
example a Latin Hypercube Sampling or a Simple 
Random Sampling in a Monte Carlo procedure 
for propagation of uncertainty, i.e. mapping from 
input (uncertain model parameters and decision 
variables) to output results (uncertain RAMS+C 
quantities). Even more, as the GA must be run 
for a significant number of generations to reach 
convergence to the optimal solution or at least to 
arrive at a good solution, this may suppose a huge 
number of evaluations of the RAMS+C models 
and maybe an unaffordable computational effort 
on even the world’s fastest computers. Several 
authors have proposed methods to solve the prob-
lem of reducing the quantification effort, such as 
the ‘drop-by-drop’ method proposed in Cantoni 
et al., 2000, Marseguerra et al., 2000 applied to 
hybridizing a MC-GA procedure, which is used 
again in Marseguerra et al., 2002, Marseguerra 
et al., 2004a.

Martorell et al., 2007a concentrate in reducing 
even more the computational effort and assuring 
at the same time convergence to the real Pareto 
set in presence of  the noise introduced by uncer-
tainty. An approach based on tolerance intervals 
to address uncertainty for RAMS+C informed 
optimization of  design and maintenance of  safety-
related systems using a combined Monte Carlo 
(simulation) and Genetic Algorithm (search) pro-
cedure is described in Figure 13. This approach is 
intended to keep control of  the uncertainty effects 
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SOGA for F(x ;w opt )

Compute pref(wopt )

Stop search 
Optimally preferred solution x opt
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Figure 11. Flowchart of the hybridized SOGA-ANN 
approach.
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on the decision criteria and reduce the compu-
tational effort in simulating RAMS+C using a 
Monte Carlo procedure with simple random sam-
pling. It exploits the advantages of  order statistics 
to provide distribution free tolerance intervals for 
the RAMS+C estimation, which is based on the 
minimum number of  runs necessary to guarantee a 
probability content or coverage with a confidence 
level. This approach has been implemented into 
a customization of  the Multi-Objective Genetic 
Algorithm introduced by the authors in a previ-
ous work (Martorell et al., 2004). For validation 
purposes, a simple application example regarding 
the testing and maintenance optimization is also 
provided, which considers the effect of  the epis-
temic uncertainty associated with the equipment 
reliability characteristics on the optimal testing 
and maintenance policy based on A[U]+C. This 
example proves that the new approach can pro-
vide a robust, fast and powerful tool for RAMS+C 
informed multi-objective optimization of  testing 
and maintenance under uncertainty in objective 
and constraints. It is shown that the approach 
proposed performs very favourably in the face 
of  noise in the output (i.e. uncertainty) and it is 
able to find the optimum over a complicated, high 
dimensional nonlinear space in a tiny fraction of 
the time required for enumeration of  the decision 
space.
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Maintenance modeling and optimization applied to power 
distribution networks

R. Briš, S. Rusek & R. Goňo
VSB, Technical University of Ostrava, Czech Republic

ABSTRACT: The goal of the maintenance modelling and optimization is to formulate such a main-
tenance strategy so that the total operating costs may be minimised keeping up the necessary degree 
of the reliability and safety of equipment operated. This document deals with basic methodology of 
maintenance modeling and optimization applied to power distribution networks and systems. Two dif-
ferent approaches are introduced within the document. Either are based on mathematical modeling 
of all hypothetical system interventions aiming at finding an optimal maintenance strategy applied on 
given system and its components. Computational difficulties as well as different maintenance models of 
input components are introduced. Common cost-optimization problem is formulated and its solution is 
demonstrated on simple system—a part of real distribution network 22 kV. Optimal preventive main-
tenance policy at prescribed availability limit is found using genetic algorithms technique. The latter is 
based on real databases and Reliability Centred Maintenance principles. Newly developed software for 
the maintenance optimization of equipment in electric power engineering is demonstrated. Its aim is more 
effectively maintenance programmes of equipment. The inputs are databases of outages, maintenance, 
equipment condition and financial flow. The program connects two approaches: optimal maintenance 
interval and equipment maintenance order according to condition. Program works on databases of real 
utility company. Furthermore the developed software seems to be useful in the various industry branches. 
The software provides data for responsible and logical decisions and data for efficient maintenance pro-
gramme and feedback system. The result is either optimal maintenance interval for groups of equipments 
or equipment maintenance order according to its importance and condition on the basis of real data.

Reliability of electrical power system is seen as 
the ability of this system to provide uninterrupted 
and quality electric power supply to customers. 
Then the matter is not only the area of electric 
power generation but also the area of electrical 
transmission and distribution. Reliability of elec-
trical networks was usually seen in three basic 
areas:
• Reliability of particular parts of the networks in 

the stage of development records production. It 
is possible to evaluate the reliability by solving 
mathematical models on the basis of relations 
among particular elements. The projected solu-
tion must provide the required reliability, techni-
cal aspects and other requirements.

• Reliability of already operating networks. 
Knowledge of the reliability parameters of 
particular parts of the network enables optimi-
zation of inspections, maintenance and mod-
ernization of equipment. The goal of operation 
is to increase reliability of particular elements of 
the network and thereby of the whole system. 
Furthermore it is necessary to observe the trend 

1 INTRODUCTION

Maintenance modeling and optimization are 
frequently discussed subjects, mentioned also in 
different places of this book. Hence basic general 
overview concerning the maintenance theory is 
omitted in the contribution and basic attention is 
paid to application of the maintenance theory to 
problems referring to electrical power engineering.

Reliability forms a very important branch of the 
electrical power engineering at present. Research 
in reliability covers sections of generation, con-
sumption, transmission and distribution of elec-
tric energy. This document deals with reliability of 
electrical power networks.

Evaluation of reliability of electric power supply 
is asked ever more nowadays. Reliability evalua-
tions are performed electrical power networks and 
their parts, the reliability evaluations in the con-
sumer connection point etc.

Reliability of electric power supply is still more 
associated with problems of optimal maintenance 
strategy of electric power devices.
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of reliability in particular years and evaluate it 
on the basis of expended resources.

• Reliability in the area of electric power system 
control. It concerns operation reliability in the 
dispatching control area. Programme of network 
operation is set from required electric power sup-
ply reliability to particular nodes that must respect 
planned equipment revisions and repairs. This 
programme must take into account also network 
load (e.g. winter peak) and possible failure states.

At the present time reliability computations of 
electrical networks are more associated with prob-
lems resulting from maintenance. Electric network 
operators try to minimize maintenance costs of 
course on the condition it will not decrease reli-
ability or electric power supply. It is necessary to 
perform reliability calculations with respect to 
maintenance outages and prosecute appropriate 
economic evaluations for this problems solving. 
The tendency is to perform maintenance not 
according to time but according to real equipment 
condition and minimum maintenance outages.

Reliability evaluations in electric power engineer-
ing have a lot of modifications from what is expected 
from evaluation results. It is necessary to specify the 
structure of input data, the structure of output data 
and what is the relationship of reliability computa-
tion results to other mathematical models.

Maintenance actions are generally of two types, 
viz., preventive and corrective. In this document 
we seek to model and evaluate reliability and avail-
ability characteristics of a common power system 
under both types of maintenance actions with the 
aim of optimization their cost. The document is 
organized as follows: Section 2 brings different 
mathematical approaches how to model and evalu-
ate maintenance. Then we formulate quite com-
mon cost-optimization problem. The optimization 
technique based on genetic algorithms is shortly 
introduced. As example we finally demonstrate a 
solution of the problem applied on real distribution 
network selected from practice. Section 3 presents 
new special software for maintenance optimization 
based on real data and RCM (Reliability Centred 
Maintenance) principles.

Notations
TM = mission time, during which a reliability 

characteristic is monitored
TP = period of inspections
PM, or CM = preventive, or corrective 

maintenance
AG = Directed Acyclic Graph … graphical 

mathematical representation of a system
nodes = parts of directed Acyclic Graph repre-

senting subsystems (non-terminal nodes) or com-
ponents (terminal nodes)

edges = oriented connection lines between nodes

SS node = highest node of an directed AG (i.e. 
system top event, for which is reliability analyzed)

CL sequence = sequence of modified transition 
times representing course of life of a node.

2 MAINTENANCE MODELING: 
SOLUTION OF A COST OPTIMIZATION 
PROBLEM

2.1 Analytical models, system with components 
under both PM and CM

Assuming periodical PM, when a component of 
a system is maintained with the period of length 
TP (model “as good as new”) and exponential dis-
tribution for time to failure, we can describe the 
distribution function of a dormant failure as:

F edFF d P( )t ( )t n TPt n TT= − d− (tt1 λddλd ⋅ ,

where n is highest natural number so that
n . TP < t and,
λd = failure rate of a dormant failure.
We can see that this distribution function is 

dependent (in this special exponential case) only 
on the time that has passed from the last inspec-
tion time.

Periodical inspections first of all serve for the 
purpose of elimination of dormant failures. On 
the other hand, monitored failures can be repaired 
immediately after they appear, i.e. without delay.

Let us suppose that monitored and dormant 
failures occur with the distribution functions Fm(t) 
and Fd(t) and distribution function of the time to 
repair is Fr(t), corresponding probability density 
functions are fm(t), fd(t) and fr(t). Then unavail-
ability of the component Q(t) = “probability that 
the component will be in failure at the time t”, is 
given by renewal theory:

Q F F F F

h y

m dF FF m dFF FF
t

( )t t( )t ( )t ( )tt ( )t

)y)y

+= FFF )tt −

h )y− [ ]F ymFF (t y[ ]( )∫
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( )y )ss )y s

= +g( )y

=

∫

∫

⋅

⋅ f y

0

0

In general (when exponential distribution is 
not met), we can hardly find an analytical solution 
of these three equations describing the stochas-
tic behaviour of one component. In real practical 
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situations we have to find (and optimize, as well) 
the unavailability of complex systems with many 
different dependencies between components.

2.2 Algorithm based on simulation approach

An efficient simulation algorithm for the quanti-
fication of reliability performance indicators of a 
complex system is based on Monte Carlo method 
(Bris 2005). A directed Acyclic Graph is used as 
a useful system representation. A parallel simula-
tion technique is used in the algorithm which is 
based on the construction of the special Course 
of Life sequence of transformed transition times 
subjected to the corresponding part of the Acyclic 
Graph and resulting in that the part of the AG 
may be effectively evaluated, from the reliability 
point of view. The simplified diagram of the simu-
lation algorithm is demonstrated in Figure 1. The 
algorithm is used to solve the cost-optimization 
problem introduced bellow.

The large variety of models for both 
deterministic and stochastic processes applied on 
the terminal nodes of the Acyclic Graph is allowed 
in the algorithm. Using the algorithm we can 
evaluate different maintenance models of input 
components. Five maintenance models of input 
components are characterized as follows.

• Non repairable components.

TM

TF = Time to Failure

time

non function

function

0

Figure 2. Schematic function behaviour of a non repair-
able component.

• Components with CM.
Repairable component: random variables TF 

and TR

TM

TF = Time to Failure

non function

0

etc.

TR = Time to  end of Repair

time

function

Figure 3. Schematic function behaviour of a repairable 
component.

• Components with the possibility of PM—Type I.
Type I—periodical tested component with 

given starting time T0; TP = period of inspection, 
T0 = first inspection time

TM

TF

time

non function

0

etc.
TP

T0

TF

TP

function

Figure 4. Schematic function behaviour of a periodi-
cally tested component with given starting time.

• Components with PM-Type II.
Type II—periodical tested and renewed 

component:
Application of the previous one (Type I) with 

the possibility of renew (as good as new) in each 
inspection time. First simulation time TF1 will not 
be used for the availability calculation because 
a new time to failure TF2 is generated in a given 
first inspection time point T0. The same we can 
say about the newly generated time to failure 
TF2 because this reaches behind the time point 

Figure 1. Simplified diagram of the simulation 
algorithm.
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T0 + Tp, as  demonstrated in the Figure 5. New time 
to failure TF3 is generated just in the time point 
T0 + Tp. Only the time T0 +Tp + TF3 is registered for 
the availability calculation because the function of 
the component changes in this time point to non 
function state.

TM

TF1

non function 

0

etc. 
TP

T0

TF3 TF

TF

TP TP

TF2

time 

function 

Figure 5. Schematic function behaviour of a periodi-
cally tested and renewed component with a given starting 
time.

• Components with PM—Type III.
Type III—periodical tested and renewed 

component considering TD = constant test 
duration

TM

TF

non function

function

0

etc.
TP

T0

TF
TF

TD

TP TP

TD

TF

time

Figure 6. Schematic function behaviour of a periodi-
cally tested and renewed component, requiring a test 
duration.

2.3 Cost-optimization problem

Let us consider a system consisting of N com-
ponents for which a prescribed goal reliability is 
given. The objective is to allocate reliability to all 
or some of the components of that system in order 
to meet that goal with a minimum cost. Of course, 
the cost is very dependent on maintenance inter-
ventions into the system.

In order to schedule the maintenance interven-
tions, a decision-maker must have the quantita-
tive assessment of key performance indicators like 
cost and reliability indicators, to compare differ-
ent alternatives aiming to improve the global reli-
ability with a minimum cost. Consequently for the 
optimization problem we have to take into account 
another key performance indicator—a mean total 
maintenance cost denoted by C. Resulting from the 
indicator we can formulate the cost-optimization 
problem as follows:

C = CCM + CPM = min and R ≥ (≤) R0,

where

CPM = total PM cost within the mission time TM
CCM = total mean CM cost

R = currently selected (un)reliability performance 
indicator (in general case it can be time-
dependent)
R0 = reliability constraint given by the prescribed 
limit of the indicator.

A real industrial system is usually described by 
interactions between two sets of constraints: Sto-
chastic processes, which are represented by intrinsic 
variables describing the system behaviors—these 
are random variables. Deterministic processes, 
that are represented by decision variables, e.g. the 
periodicity of planned actions, the first inspection 
times etc., that can be adjusted by a maintenance 
manager, in order to reach a desired level of the 
reliability goal.

Basic adjusted decision variables in the cost-
optimization problem are:

TP = (TP(1), TP(2)… TP(N))—the vector of 
inspection periods assigned to system components.

T0 = (T0(1),T0(2)…T0(N))—the first inspection 
time vector.

T0 represents the beginning of inspections of 
each component. In the beginning of the life each 
component is very reliable so that there is not nec-
essary to carry out PM. As a rule preliminary cal-
culations must be realized to find out the optimal 
vector T0 (Briš et al 2003).

2.4 Optimization technique

The basic optimization technique for finding 
the vector of inspection periods TP used in the 
 connection with the above mentioned simula-
tion algorithm results from the theory of Genetic 
 Algorithms (GA).

The GA’s were developed by John Holland at 
Michigan University in 1967. This method is based 
on the species reproduction principle, which con-
sists of selecting the best adapted individuals among 
a population and of procreating by a crossing 
process. The implementation of the GA involves in 
the first step creation of an initial population with 
a given size (the number of individuals). Then by a 
selection process similar to that of the natural selec-
tion, which is defined by an adaptation function, 
the second step is to select the individuals who will 
be crossed. These individuals are represented by a 
chromosome in the GA. Then a current population 
is created by crossing of the individuals. The pas-
sage from a current population to another is called 
a generation. For each generation, the algorithm 
keeps the individual with the best criterion value. 
The coding and the construction of the chromo-
some, representing the individual in the popula-
tion, is the most important step of the algorithm 
(generally, a chromosome corresponds to a solution 
of the optimization problem).

SAFERELNET.indb   298SAFERELNET.indb   298 10/30/2010   4:31:18 PM10/30/2010   4:31:18 PM



299

The general structure of the GA according to 
(Davis 1991) is the following:

Step 1: Initialization of the chromosome 
population;

Step 2: Evaluation of each chromosome of the 
population;

Step 3: Creation of new chromosomes using 
crossing and mutation operators;

Step 4: Evaluation of the new chromosomes;
Step 5: Removing of the not selected 

chromosomes.

Full details concerning the application of the 
technique to the cost optimization problem is dem-
onstrated in (Briš et al 2003).

2.5 Solution of a cost-optimization problem 
for a real distribution network

A bit more complicated problem arises when we 
have to optimize a PM plan taking into account 
real systems from practice, the components of 
which are under both PM and CM actions, i.e. sys-
tems with both monitored and dormant failures. In 
such cases we have to take into account a realistic 
model for enumeration of corrective maintenance 
cost CCM. In fact, we never know in advance, how 
large the cost is. The cost is many times dependent 
on weather or, on natural accidents. Apparently, 
the cost must be in some relation with the PM cost. 
The more frequently renewed (by PM) a compo-
nent is the less the cost CCM will be expended.

One model for the computation of the mean 
corrective maintenance cost is presented in (Briš 
et al 2005):

A total mean corrective maintenance cost CCM 
for a system with N components is

CCM = ∑Ni = 1 CCM (i),

where

CCM (i) = ∑Ni = 1 nR(i) ⋅ CMC(i).

CMC(i) = the cost of one CM action of ith 
component

nR(i) = the mean number of corrective actions in 
the course of the mission time TM. This character-
istics has a relation to the inspection period of ith 
component TP(i).

Let us consider now a real industrial system—
distribution MV (Medium Voltage) network, com-
posed from N = 41 components, fully described in 
(Briš et al 2005):

The optimization of maintenance policy is per-
formed at real distribution MV network, where 
four points of supply are connected (Figure 7). 
Consumption point is a Distribution Transformer 
Station MV/LV (DTS). This system is supplied 

from a 110 kV substation that is taken as point with 
ideal reliability. There is 22 kV substation fed from 
that 110 kV through transformer 110/22 kV. Net-
work further consists of outlets, lines, and section 
disconnecting switches. Their reliability parameters 
are shown in Table 1 that also contains data about 
periods of present maintenance. The time to fail-
ure of each component is supposed to be exponen-
tial, as well as the time to end of repair.

Seeing that there is a power switch only in outlet 
of substation in the network, any failure in the MV 
part results in the outage of whole network as far as 
to this switch. Thus correct function of the system 
is defined so that all four consumptions have to be 
supplied by their power (system “4 out of 4”).

The following variables are taken into account:

Intrinsic variables: the Exponential-type failure 
rates of 41 input components, CMC(i) and PMC(i) 
for i = 1,…N.

Performance indicators: R = the asymptotic 
availability value AAV, a mean total maintenance 
cost C = CCM + CPM within the mission time TM = 10 
years.

The asymptotic availability value AAV is the lim-
iting availability value to which the instantaneous 
system availability converges.

Line 08

Line 05Line 04Line 03

Disconnecter

Disconnecter

Disconnecter

Disconnecter

Transformer 
110 / 22 kV

Line 01

Substation 22 kV 
Outlet 22 kV

Disconnecter

DTS

DTS

Consumption 1

DTS

DTS

Outlet 22 kV

Outlet 110 kV

Outlet 110 kV

Substation 110 kV 

Disconnecter

Disconnecter Disconnecter

Disconnecter

Disconnecter

Disconnecter

Disconnecter

Disconnecter Disconnecter

Consumption 2

Consumption 3

Consumption 4

Line 02

Line 09

Line 10

Line 11

Line 14

Line 15

Line 06

Line 07

Line 12 Line 13

Line 16 Line 17

Line 18

Figure 7. Reliability block diagram of the network.
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Adjusted decision variables: the vector of 
inspection periods TP.

The cost-optimization problem for this system is:

C = CCM + CPM = min and AAV ≥ A0,

where
A0 = prescribed availability constraint, we 

selected the value of A0 = 0.9882, that is AAV of 
original system before the optimization.

The cost-optimization problem has been fully 
solved by the use of the above mentioned simula-
tion algorithm and the GA optimization technique. 
The final vector of the optimal inspection periods 
TP = (TP(1), TP(2)…TP(41)) has been determined, 
that brought savings about 1.8 mil. CZK (less by 
56%) per 10 years, in comparison with the current 
maintenance policy.

2.5.1 Results
Before we present the final results, we make one 
more assumption: first inspection time vector 
T0 = (T0(1), T0(2)… T0(N)) has not been included 
into the process of optimization. Because we 
optimized inspection periods in dependency on 
asymptotic availability characteristic, the results 
have not been influenced by the first inspections 
(at least not significantly). That is why we accepted 
the following strategy: first inspections are realized 
uniformly for all maintained components of the 

network just in the time which equals the length of 
period of the current component.

For the reliability parameters given in Table 1 
we obtained the value of

AAV = 0.9882.

Cost is estimated as follows:

C = CCM + CPM = 0.1114 + 3.0969
 = 3.2083 [mil. CZK/per 10 years]

Now we have taken into account the availabil-
ity constraint A0 = 0.9882 for which the optimal 
 vector TP = (TP(1), TP(2)…TP(N)) has been found, 
that brings Table 3.

Cost result gives the final value C:

C = CCM +CPM = 1.367 [mil. CZK/per 10 years].

For comparison purpose (see Figure 8) we also 
computed for the optimized preventive mainte-
nance strategy the instantaneous availability, yearly 
averaged during each year in the course of mission 
time TM = 10 years. We can see (Briš et al 2005) 
that the obtained results are in good agreement 
with the instantaneous availability computed for 
original PM strategy.

2.5.2 Conclusions
On the basis of the results we formulate the final 
conclusions:

The distribution transformer station DTS 
(which has expensive preventive maintenance … 
see Table 2) is no more necessary to maintain with 
period of 4 years, but the period might be increased 
to 5–7 years.

The original preventive maintenance of trans-
formers 110/22 kV (most expensive preventive 
maintenance), which was prescribed by the period 
of 1 year, is well-founded.

Concerning other components, the most critical 
ones seem to be the lines and, first of all the Line 
18 (with period of three month).

Table 1. Reliability parameters of equipment.

λ MTTR PPM*

[year-1] [h] [year]

Outlet 22 kV 0.015 30 1
Outlet 110 kV 0.01 100 1
Transformer 110/22 kV 0.04 1300 1
DTS 0.0085 2.605 4
Disconnecter 0.004 20 1
Line 01 0.029 215 -
Line 02 0.35 3 1
Line 03 0.014 3 1
Line 04 0.098 3 1
Line 05 0.406 3 1
Line 06 0.154 3 1
Line 07 0.196 3 1
Line 08 0.224 3 1
Line 09 0.014 3 1
Line 10 0.308 3 1
Line 11 0.098 3 1
Line 12 0.014 3 1
Line 13 0.07 3 1
Line 14 0.112 3 1
Line 15 0.294 3 1
Line 16 0.112 3 1
Line 17 0.058 215 –
Line 18 1.3 3.5 1

* Period of preventive maintenance.

Table 2. Corrective and preventive maintenance costs 
of components included into the network.

Equipment

CMC* PMC**

[CZK] [CZK]

DTS 91,788 11,692
Line 2,000 5,000
Transformer 110/22 kV 25,300 45,000
Disconnecter 4,500 9,500
Outlet 15,000 10,000

* Corrective maintenance cost-cost of one repair.
** Preventive maintenance cost- cost of one inspection.
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The new optimal strategy preserving (or 
improving) the original value of AAV = 0.9882 
of  the given distribution network significantly 
decreases the cost—we reached the savings about 
1.8 mil. CZK/per 10 years.

The results of the analysis have been imple-
mented step by step into other real distribution 
MV networks similar to the network from Figure 7, 
starting from the beginning of the year 2005. The 
first comparison between theory and practice are 
expected in the course of the years 2006, 2007. 
Regional distribution network company located in 
North Moravia (Czech Republic) has full authority 
to apply the results of the optimization, independ-
ently on the ČEZ, a. s., the largest energy company 
in the Central and East Europe.

3 MAINTENANCE OPTIMIZATION 
BASED ON REAL DATA AND RCM 
PRINCIPLE

This section deals with description of the software 
for the maintenance optimization of equipment in 
electric power engineering.

The first step in RCM system introduction is to 
single out those items of equipment that will be 
subject to maintenance. At present, such items 
of equipment occur in operation more often, on 
which minimum maintenance demands are put; 
producers of them do not enable the owners to 
meddle with them in any way.

In the area of transmission and distribution net-
works such items of equipment as transformers, out-
door and cable lines, switching elements, protection 
devices, etc. will be included into the RCM system.

In the case of these elements, the foundation for 
RCM applications is to determine the aging model 
and the so-called importance of the element. This 
is mostly expressed by the costs of element main-
tenance, the costs of element repair and costs of 
element outage.

The logic of the software is based on the reliabil-
ity centred maintenance principles. Its aim is more 
effectively maintenance programmes of equipment. 
The program connects two approaches optimal 
maintenance interval and equipment maintenance 
order according condition to the software. The 
created program works on databases of the real 
power utility company. Furthermore the developed 
software seems to be useful in the various industry 
branches. The software provides data for respon-
sible and logical decisions and data for efficient 
maintenance programme and feedback system.

The development of a methodology for reli-
ability centred maintenance has been in progress 
for some year at Technical University of Ostrava. 
Main objective now is its practical utilization and 

Table 3. Optimal vector of periods TP.

ith component
TP (i)
[year]

Outlet 110 kV before Line 18 4.07
Line 18 0.24
Outlet 110 kV behind Line 18 7.70
Transformer 110/22 kV 0.88
Outlet 22 kV before substation 22 kV 7.62
Outlet 22 kV behind substation 22 kV 2.72
Line 01 –
Disconnecter between Line 01–02 7.02
Line 02 4.36
Line 03 7.62
Disconnecter between Line 03–04 6.16
Line 04 6.88
Line 05 4.22
Disconnecter behind Line 05 2.33
DTS-Consumption 1 6.73
Line 06 4.23
Disconnecter between Line 06–07 6.84
Line 07 1.21
Disconnecter between Line 07–08 5.08
Line 08 5.98
Disconnecter behind Line 08 4.09
DTS-Consumption 2 7.06
Line 09 7.43
Disconnecter between Line 09–10 5.82
Line 10 1.70
Disconnecter between Line 10–11 5.60
Line 11 7.03
Line 12 5.76
Disconnecter between Line 12–13 4.93
Line 13 4.14
Disconnecter behind Line 13 5.68
DTS-Consumption 3 5.73
Line 14 2.66
Disconnecter between Line 14–15 5.37
Line 15 6.83
Disconnecter between Line 15–16 3.82
Line 16 2.09
Disconnecter between Line 16–17 1.88
Line 17 –
Disconnecter behind Line 17 3.30
DTS-Consumption 4 5.02

Figure 8. Yearly averaged availability in the course of 10 
years for optimized maintenance strategy from Table 3.
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inclusion into the system of maintenance of the 
electrical power company. Because the RCM system 
utilizes many information sources and will optimize 
the maintenance of several thousand components, 
it is necessary to design a software tool for process-
ing just the same amount of data. This contribution 
describes the first version of the program created at 
Technical University of Ostrava.

3.1 Basic conception of the program

The software logic is based on the principles of 
RCM (Skog 1999). By means of the software, 
the maintenance schedule for equipment should 
be more effective so that the given reliability 
could be guaranteed. The input is formed by the 
databases of outages, maintenance, conditions of 
equipment and financial flows; the output is either 
the optimum maintenance interval for the group 
of items of equipment, or the order of items of 
equipment according to importance and condition 
on the basis of real data.

The program is being developed as a specific 
application executable in the MS Windows envi-
ronment. It is an “offline” version now (input data 
for the program will be read from the exports from 
databases of the distribution company), on which 
the functionality of all calculation algorithms will 
be verified and the program will be completely 
debugged. The final version will be handed over 
to the distribution company that will ensure the 
implementation of this program into the existing 
information system.

After studying the theory of  the RCM system 
we chose two basic approaches to RCM imple-
mentation in the framework of  distribution power 
networks. One approach leads to the optimization 
of  the maintenance cycle for all components of 
the given type or groups of  components of  the 
same type. The other approach leads to the opti-
mization of  condition based maintenance (on-
condition maintenance), i.e. to the determination 
of  the optimum order of  maintenance of  particu-
lar components of  the same type (Rusek & Goňo 
2003a). The program will deal with the applica-
tion of  RCM for both the approaches to RCM 
implementation.

The approaches will be applied according to the 
specific component of the distribution network. 
The comparison of the approaches is as follows:

optimization of the maintenance cycle—the 
number of components of the given type is high; 
generally, each component of the given type has 
low importance, costs of the specific component 
of the given type cannot be obtained, at the analy-
sis of the event (failure, outage) the specific com-
ponent cannot be found,

determination of the order of components for 
maintenance—the boundary must be defined from 
when performing maintenance is reasonable not 
only from the economical point of view, equip-
ment monitoring is possible (e.g. on-line monitor-
ing), we must be able to determine the condition 
and importance of equipment.

3.2 Software environment of the program

The RCM program was created in the Microsoft 
Visual Basic 6.0 Professional environment. When 
translating applications and components into the 
native code, the first-class technology equal to that 
in the Microsoft Visual C++ development system 
is used. Applications may be optimized from the 
point of view of speed and size, and thus their effi-
ciency may be increased. VB is the basic Windows 
developer's tool that enables the rapid and cheap 
creation of applications.

Visual Basic 6.0 contains many functions thanks 
to which it becomes the ideal tool for accessing the 
databases of arbitrary type. It cooperates with 
ActiveX Data Objects (ADO) version 2.0, which 
is a new universal interface of the Microsoft Com-
pany for direct data access.

3.3 Block diagram of the program

The block diagram of the program is given in 
Figure 9. It uses the basic concept of the program as 
a basis. The basic inputs are databases of the distri-
bution company (Technical Information System—
TIS and Financial Information System—FIS), from 
which the required data will be read. The inputs, 
which will be entered by the program operator, are 
mainly criteria for the determination of the condi-
tion of the component (weights of particular influ-
ences) and criteria that will serve the determination 
of importance of particular components. Further-
more, control on the part of authorities must be 

Coordinates of the
piece of equipment

Optimum maintenance
cycle

RCM
ProgramCriteria

Importance

TIS FIS

Regulations 

Coordinates of the
piece of equipment

Optimum maintenance
cycle

RCM
ProgramCriteria

Importance

TIS FIS

Regulations 

Figure 9. Block diagram of the program.
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taken into account, such as penalties imposed for 
not obeying the standards prescribed for electricity 
supplies (Rusek & Goňo 2003b).

For the first group of types of components the 
output of the program is the optimum maintenance 
cycle, for the second group of types of components 
then the optimum order of performing mainte-
nance (coordinates of components depending 
upon the condition and importance of them).

3.4 Structure of input databases

The structure of input data will depend on the type 
of the component. According to it, the program 
will determine the approach to RCM (optimiza-
tion of the maintenance cycle or determination of 
the order of components for maintenance) and the 
structure of input data. The input data will be then 
read from relevant databases.

3.5 Input data for maintenance optimization

With reference to the fact that any “importance” 
cannot be assigned to any specific component 
(neither FIS, nor TIS divides data up to a specific 
piece of equipment), it is necessary to proceed 
to data division into groups. Then, maintenance 
intervals of the groups will be different.

Input data for the division of components into 
groups by importance are as follows:

for all components of the given type—coefficient 
for consumer evaluation, the number of groups for 
division and their limits and the type of component,

 separately for each component—identification 
number, the number of connected consumers by 
type, possible another division of the component.

The result of the division of components into 
groups by importance is the determination of the 
amounts of components in particular groups and the 
assignation of a group number to each component.

The input data for the RCM analysis itself  
are maintenance costs, repair costs, failure rate, 
total time of failures, time of scheduled outage, 
number of all consumers, including their types, 
number of outages at not obeying the standards, 
penalties, price of undelivered electrical energy for 
specific types of consumers, relationship between 
costs of undelivered energy by particular types of 
consumers, relationship between costs of outage 
by specific groups, maintenance rate and the aver-
age power passing through the given component. 
The given data are related to the period under con-
sideration of one year.

Sources of these input data are exports from 
technical records, failure databases and financial 
databases, or the data are entered directly by the 
keyboard and are stored in a special file.

3.6 On-condition RCM input data

The structure of input data depends on the specific 
component. Generally, they may be divided into 
the following three groups:

identification of the specific component,
data determining the condition of this 

component,
data determining the importance of this 

component.

For instance, for 110 kV power circuit breakers 
the structure of input data will be as follows:

identification of  the specific circuit breaker, 
electric station, field/outlet, year of  putting into 
service, type of  circuit breaker, extinction medium, 
serial number of  circuit breaker, year of  circuit 
breaker manufacture, kind of  drive, type of  drive, 
serial number of  drive, year of  drive manufacture,

condition of circuit breaker, date of the last 
action, tightness of extinguishing chamber, date 
of the last overhaul of contacts, number of engine 
hours of compressor after overhauling the con-
tacts, number of Close/Open (CO) cycles after 
the overhaul of contacts, date of the last overhaul 
of compressor (drive), number of engine hours 
of compressor after overhauling the compressor, 
number of CO cycles after overhauling the com-
pressor (drive), date of diagnostic tests, evaluation 
of diagnostic tests of circuit breaker, date of tech-
nical condition evaluation, climatic conditions, CO 
number, number of compressor engine hours, con-
dition of metal parts, earth wire condition (pro-
tection against dangerous contact with non-live 
parts), condition of insulators,

importance of circuit breaker, circuit breaker 
location, type of line, possibility of backup, impor-
tance of consumption, energy transmitted per year.

3.7 Description of the program

The first screen of the program is presented in 
Figure 10. In this figure, the basic menu, program 
name and program version are there.

On the next screen the selection of a piece of 
equipment, for which the analysis is being made, is 
shown (Figure 11): Distribution transformer sta-
tion MV/LV, Overhead line 22 kV, Circuit breaker 
110 kV, Transformer 110 kV/MV, Overhead line 
110 kV, Hand operated section switch. After select-
ing the component, a relevant algorithm is then 
activated:

the optimization of maintenance cycle,
the optimization of the order of components by 

the condition and importance of them.

On the next two figures, input data for the opti-
mization of maintenance cycle can be seen. The 
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first screen contains input data serving the division 
of distribution transformer stations (DTS) into 
groups by importance—Figure 12.

The second screen shows input data for 
the optimization calculation (selection from 
the DTS database, financial database, failure 
database)—Figure 13.

where nQ = demand factor of maintenance of dis-
tribution transformer stations—not of kiosk type; 
kQ = demand factor of maintenance of distribution 
transformer stations—of kiosk type; uN025 = costs 

Figure 10. Basic screen of the program.

Figure 11. Selection of the analysed piece of 
equipment.

Figure 12. Data for DTS division by importance.

Figure 13. Input data for optimisation calculation.

of maintenance of quarter of equipment per year 
(CZK); No = total costs of repair per year (CZK); 
Ppor = number of failures; Tppor = total time of 
failures per year (h); Tu = time of scheduled out-
age (h); ERR = number of outages at not obeying 
the standards per year; Sodb = penalty considered 
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The result of maintenance by condition and 
importance is a graph with the layout of particular 
pieces of equipment—Figure 17. On the basis of 
this graph, the optimum order of components for 
maintenance is then determined.

It is possible to show either all of circuit breakers 
or only selected. Displayed strands could be further 
sorted. The result of maintenance by  condition and 

per one consumer (CZK); Lu = maintenance rate 
(1/year); P = average output of one distribution 
transformer station (MW); SO = period under 
consideration (year); Cmoo = price of undelivered 
energy for retail consumers—population (CZK); 
Cmop = price of undelivered energy for retail 
consumers—entrepreneurs (CZK); Cvo = price of 
undelivered energy for wholesale consumers (CZK); 
Vmoo = relationship between the costs of undeliv-
ered energy by consumer type—for retail consum-
ers—population; Vmop = relationship between the 
costs of undelivered energy by  consumer type—
for retail  consumers—entrepreneurs; Vvo = rela-
tionship between the costs of undelivered energy 
by consumer type—for wholesale consumers; 
V1 = relationship between the costs of outage 
by particular groups—group 1; V2 = relation-
ship between the costs of outage by particular 
groups—group 2; V3 = relationship between the 
costs of outage by particular groups—group 3; 
V4 =  relationship between the costs of outage by 
particular groups—group 4.

Input Screens of Maintenance by Condition 
and Importance are in Figure 14 and 15. Technical 
conditions, evaluation of diagnostic tests, weights 
of particular influences (Figure 14) and impor-
tance are in MS Excel input format. Editing of all 
inputs is possible.

Remaining database (rating and limit value) is 
stored in MS Access format in reference to flexibil-
ity and versatility. This contains more sheets. All 
sheets are possible to be shown and edited. One of 
them—the sheet of importance—is in Figure 15.

3.8 Output data screens

The result of optimization of the DTS mainte-
nance cycle is a cost curve for DTS particular 
groups— Figure 16. On the basis of this curve, the 
optimum value of maintenance rate that is given in 
the lower part of the screen is then mathematically 
determined.

Figure 14. Weights of particular influences.

Figure 15. Sheet of importance.

Figure 16. Cost curves.

Figure 17. Maintenance by condition and importance.
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importance is a graph with the layout of particular 
pieces of equipment.

3.9 Conclusion

The Section 3 describes the first version of the 
program designed for the optimization of main-
tenance of equipment of the distribution system. 
The application will provide basic data for respon-
sible and logical decisions about the area of main-
tenance and basic data for the preparation of an 
effective maintenance schedule and the creation of 
a feedback system.

The basic concept of the program consists in the 
creation of an independent application reading the 
input data from exports from databases. This will 
make it possible to verify the functionality of all 
calculation algorithms and to speed up consider-
ably the work on potential changes.

The basic blocks of the program are illustrated here 
and the analysis of input data is made and the most 
important windows of the program are described.

The program is being developed with the aim 
to be universal, so that it may solve both the 
approaches the optimization of the maintenance 
cycle and determination of the order of compo-
nents for maintenance. All variables of the pro-
gram may be entered from input databases and 
edited by means of the keyboard.

The first experience from introducing the RCM 
shows that the main problem is always to find reli-
able updated input data. Thus the crucial prob-
lem is a change (sometimes a substantial one) in 
the existing structures of particular databases in 
the given regional power distribution companies. 
These databases must be adjusted to get, by simple 
evaluation programs, the input data for the calcula-
tion functions of RCM.

It is necessary to state that the whole process 
of creating RCM models and their putting into 
practice is at the very beginning. The implementa-
tion of RCM principles into the practice of elec-
trical power companies must be carried out very 
cautiously, because one may state that some steps 
in maintenance changes can be irreversible.
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Applications of probabilistic safety assessment for vulnerability 
analyses
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ABSTRACT: The wider needs for vulnerability analyses were identified after the military threats to a 
nuclear power plant in the year 1991 and after the events 9/11 in the year 2001. The probabilistic safety 
assessment is an interesting standpoint for its adaptation to the field of vulnerability analyses, because the 
probabilistic safety assessment represents a fairly consistent model of safety, because it gives answers to 
questions such as what can go wrong, how frequent can it happen and what is the extent of possible con-
sequences, because it offers a variety of qualitative and quantitative risk results and because it is already 
available for many of the facilities under investigation. Selected applications of the probabilistic safety 
assessment include vulnerability analysis considering ground detonations of explosive devices and evalu-
ation of location importance based on risk importance factors. Vulnerability analysis considering ground 
detonations of explosive devices integrates the phenomenological models of an explosion, the models of 
material strength of the target buildings, the models of physical behavior of human individual and the 
probabilistic safety assessment. The results show that that the facilities can be defended, if  the physical 
barriers are properly placed. Evaluation of the location importance based on the risk importance factors 
represents an upgrade of the probabilistic safety assessment models with information about the location 
of safety equipment and consequent analyses, which identify the most important rooms and locations 
within the plant. The areas, where more safety equipment with larger risk factors is placed, are identified 
as candidates for determining the access restriction.

− it gives answers to questions such as what can go 
wrong, how frequent can it happen and what is 
the extent of possible consequences,

− it offers a variety of qualitative and quantitative 
risk results and

− it is already available for many of the facilities 
under investigation (e.g. nuclear power plants).

The intentional damage to nuclear power plant 
containment buildings by aircrafts was assessed, 
which showed that they are difficult targets (Lyman 
2001, Čepin et al. 2002, NEI 2002).

The development of attack scenarios was ini-
tiated, which keeps some selected features from 
probabilistic safety assessment and which adds 
some new ideas to the modeling of the attack sce-
narios (Bott et al. 2005). Logic gate tree models 
are developed for the attack scenarios. The risk is 
assessed from defenders point of view by including 
the defenders estimates of vulnerability suscepti-
bility and consequences (Bott et al. 2005).

The existing probabilistic safety assessment 
models were adapted for vulnerability analysis in 
cases of explosions near the nuclear power plant 
(Čepin et al. 2002, Peplow et al. 2002, Peplow 
et al. 2004, Čepin et al. 2005, Čepin et al. 2006). 
The features of explosions were integrated into 
the vulnerability analysis in order to estimate risks 

1 INTRODUCTION

Although the vulnerability analysis has already 
been performed decades ago (Pan & Bott 1985, 
Martz & Johnson 1987), the wider need for analy-
ses in the field of vulnerability started in year 1991, 
when a nuclear power plant (NPP) was exposed to 
a military threat (Stritar et al. 1993). As the threat 
ceased very soon after it was placed, no broad 
international attention was devoted to the event.

Years after this, the event 9/11 happened. It sud-
denly changed the overall safety philosophy and 
the intentional damage has become much more 
important factor to be considered and many efforts 
were initialized in this sense such as vulnerability 
analyses and threat assessments (NEI 2002, Čepin 
et al. 2002, Garrick et al. 2004, Aven 2007).

The objective of this contribution is to summa-
rize the recent efforts about vulnerability analyses 
and threat assessments with special emphasis on 
the applicability of probabilistic safety assessment 
for these purposes.

The probabilistic safety assessment is an inter-
esting standpoint for its adaptation to the field of 
vulnerability analyses because:

− the probabilistic safety assessment represents a 
fairly consistent model of safety,
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of explosions as a function of the location of the 
explosion and the mass of the explosive (Čepin 
et al. 2002, Peplow et al. 2002, Peplow et al. 2004, 
Čepin et al. 2005, Čepin et al. 2006).

The vital areas of nuclear power plant were 
identified and ranked to improve the plant physical 
protection (Pan & Bott 1985, Park et al. 2003).

The path sets or protection sets, sometimes 
called minimal critical target sets are a comple-
mentary form of the fault tree analysis (Blanchard 
et al. 2005). Path sets define the combinations of 
areas that must be successfully protected to assure 
that at least a single train of equipment is available 
to prevent the defined adverse consequences. Top 
event prevention analysis allows the generation of 
protection sets that are not restricted to individual 
path sets that represent protection of a single train 
of equipment, but can include defense-in-depth 
considerations as well (Blanchard et al. 2005). 
Consideration of defense-in-depth in contingency 
plans can result in a higher confidence of protec-
tion from an external threat, as the areas selected 
for protection will be adequate even if  one area is 
compromised, or if  a train of equipment within 
an area that is being protected fails randomly or 
is out of service for maintenance at the time of an 
attack (Blanchard et al. 2005). Top event preven-
tion results can be converted to simple graphical 
representations of the facility, highlighting the 
areas of the plant that should be protected given 
any variety of scenarios. These graphical repre-
sentations are interpreted by security personnel, 
which may manage them even without knowledge 
about the used techniques. This simplicity allows 
the inclusion of many possible contingencies in 
security plans as well as facilitating prioritization 
of recovery activities once the threat has been neu-
tralized (Blanchard et al. 2005).

A methodology for the identification and pri-
oritization of vulnerabilities in infrastructures was 
developed (Apostolakis & Lemon 2005). The infra-
structures are modeled as interconnected digraphs 
and the graph theory is employed to identify the 
candidate vulnerable scenarios. These scenarios are 
screened for the susceptibility of their elements to 
a terrorist attack, and a prioritized list of vulner-
abilities is produced. The prioritization methodol-
ogy is based on multi-attribute utility theory. The 
impact of losing infrastructure services is evalu-
ated using a value tree that reflects the perceptions 
and values of the decision-maker and the relevant 
stakeholders. These results, which are conditional 
on a specified threat, are provided to the decision-
maker for use in risk management (Apostolakis & 
Lemon 2005).

An approach to ranking geographic regions 
that can influence multiple infrastructures is 
developed (Patterson & Apostolakis 2007). 

Once ranked,  decision-makers can determine 
whether these regions are critical locations based 
on their  susceptibility to terrorist acts (Patterson 
&  Apostolakis 2007).

A method is developed, which, based on a 
recently defined centrality measure, allows to spot 
the critical components of a generic complex net-
work. The identification and protection of the 
critical components of a given communication–
transportation network is studied (Latora & 
 Marchiori 2004).

The chemical facility vulnerability assessment is 
conducted for determining the security of chemi-
cal facilities against terrorist or criminal attacks 
(Jaeger 2003).

The economic impacts of potential terrorist 
attacks on the electric power system are examined 
using a regional econometric model (Greenberg 
et al. 2007). The magnitude and duration of the 
effects vary by type of business and income meas-
ure. Hence, the electrical power system’s resiliency 
to damage is the key to the extent and duration of 
any economic consequences of a terrorist attack. 
The policy implication is that the costs and bene-
fits of making the electric power system more resil-
ient to plausible attacks should be weighed and 
that the restorative capacity of the system should 
be strengthened (Greenberg et al. 2007).

Investigation of the effects of the event 9/11 on 
international stock markets is performed. 10 daily 
stock market indexes are examined using the out-
lier detection methodology. The international 
stock markets experienced large (permanent and 
temporary) shocks in response to the event 9/11 
and its aftermath. Consideration of these events 
can improve modeling of financial risk, especially 
the volatility in stock market prices (Charles & 
Darné 2006).

A leader follower game is studied with two 
players: a terrorist and a state, where the later one 
installs facilities that provide support in case of  a 
terrorist attack (Berman & Gavious 2007). While 
the terrorist attacks one of the metropolitan areas 
to maximize his utility, the state, which acts as a 
leader, installs the facilities such that the metro-
politan area attacked is the one that minimizes her 
disutility, i.e. minimizes loss. The problem is solved 
efficiently for one facility and is formulated as a 
mathematical programming problem for a general 
number of facilities (Berman & Gavious 2007).

The summary of the reviewed studies shows 
that many approaches have recently been investi-
gated in different industries. The standpoints for 
these studies in the respective industries are in 
many cases the existing safety models and tools for 
their evaluation.

In addition, many completely new approaches 
were developed, which cover many aspects that 
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are connected with physical properties of systems, 
structures and facilities, with their technological 
solutions, with the organizational and manage-
ment features of systems and processes, and with 
several groups of undesired consequences includ-
ing financial losses.

In continuation, the probabilistic safety assess-
ment is briefly summarized in order to establish 
the background for the applications of the proba-
bilistic safety assessment. Those applications that 
are used for the vulnerability analyses follow in 
more details:

− vulnerability analysis considering ground 
explosions,

− vital area evaluation and ranking.

2 PROBABILISTIC SAFETY ASSESSMENT

Probabilistic Safety Assessment (PSA) is one of 
standardized ways of assessing safety in nuclear 
power plants (Kumamoto & Henley 1996, ASME 
RA-S-2002).

Its primary methods are the fault tree and the 
event tree analysis. Both methods are used in 
many professional fields and include a wide range 
of applications (Vaurio 1995,  Harunuzzaman & 
Aldemir 1996, Čepin & Mavko 1997, Ren & Dugan 
1998, Martorell et al. 2000, Yang 2000, Čepin 2002, 
Martorell et al. 2006).

Figure 1 shows the summary of probabilistic 
safety assessment.

Fault tree is a tool to identify and assess all 
 combinations of undesired events in the context 
of system operation and its environment that can 
lead to the undesired state of a system (Vesely et al. 
2002, Čepin & Mavko 2002).

Undesired state of the system is represented 
by a top event. Logical gates connect the basic 
events to the top event. Basic events are the ultimate 
parts of the fault tree, which represent undesired 
events, such as component failures, missed actuation 
signals, human errors, contributions of testing and 
maintenance activities and common cause contribu-
tions. House events represent the logical switches.

The classic fault tree is mathematically repre-
sented by a set of Boolean equations:

Gi = f (Gp ,Bj ,Hs); i, p ∈{1..P}, j∈{1..J}, s ∈{1..S} (1)

where:
Gi—gate i,
Bj—basic event j,
Hs—house event s,
P—number of gates in the fault tree,
J—number of basic events in the fault tree,
S—number of house events.

The qualitative fault tree analysis is the process 
of Boolean reduction of a set of Boolean equa-
tions. Qualitative fault tree analysis identifies the 
minimal cut sets, which are the combinations of 
the smallest number of component faults that may 
cause the system fault. In other words: the minimal 
cut sets are combinations of the smallest number 

PROBABILISTIC SAFETY ASSESSMENT
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Figure 1. Summary of probabilistic safety assessment.
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of basic events, which, if  occur simultaneously, 
may lead to the top event:

GD MCSCC iS
i

n
=

=
∑

1

 (2)

where:
GD—top event,
MCSi—minimal cut set i,
n—number of minimal cut sets,

MCS BCC i jS BS
j

m

=
∏

1
(3)

where:
m—number of basic events in minimal cut set i.

Quantitative fault tree analysis includes the fol-
lowing results.

− Calculation of the system unavailability, which is 
one of the main risk measures at the system and 
component level and which is based on prob-
ability of failure of safety system components 
(Čepin 2005).

− Calculation of Risk Increase Factor (RIF, 
sometimes interpreted also as Risk Achievement 
Worth, RAW), which identifies components, 
which in case of their failure (failure probability 
assumed as 1), impact significantly the system 
(or plant) risk increase. For those components 
it is worth to maintain them well in order that 
the reliability of the system is not reduced (i.e. in 
order that the risk is not increased).

− Calculation of Risk Decrease Factor (RDF, 
sometimes interpreted also as Risk Reduction 
Worth, RRW), which identifies components, 
which in case of their complete success (fail-
ure probability is assumed as 0) impact signifi-
cantly the system (or plant) risk decrease. For 
those components it is worth to improve their 
reliability in order that the reliability of the 
system is increased (i.e. in order that the risk is 
decreased).

Fault tree top event probability is calculated 
according to equation:

Q Q

Q

GDQQ
i

n

i j

i j k

MCQ SCC
i

MCSCC jS

MCQ SCC iS j MCSCC kS+

− +

i=

<j

∑ ∑QMCQ SCC iS −Q

∑
1

∩

∩ ∩MCSCC jS

... ( 1−11 1

1
)n

i

n
Q MCSCC iS

−

=
∩

 

(4)

where:
QGD—top event probability
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or where under assumption that the basic events 
are mutually independent:
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where:

QB—probability of occurrence of basic event Bj

QBj = QBj(λj, λoj,qj,Tij,Ttj,Trj,Tpj,…)

where:
λj— operating failure rate of the equipment mod-

eled in the basic event Bj,
λoj— standby failure rate of the equipment  modeled 

in the basic event Bj,
qj— probability of failure per demand of equip-

ment modeled in basic event Bj,
Tij— test interval of standby equipment modeled in 

basic event Bj,
Ttj— test duration time of standby equipment mod-

eled in basic event Bj,
Trj— repair time (i.e. time to restore) of standby 

equipment modeled in basic event Bj,
Tpj— test placement time of standby equipment 

modeled in basic event Bj (it specifies the tim-
ing of test).

Probabilistic models of components represent 
the standpoint for probabilistic modeling of sys-
tems. There exist a number of probabilistic models 
for components, such as probability per demand 
model and constant failure rate model.

Input data to probabilistic models differ from 
model to model regarding the function and opera-
tion of the component under consideration. Input 
data may include a number of parameters, such as 
operating and standby failure rate for the compo-
nent, probability of failure per demand, repair time 
(restore time), test interval, test duration time and 
test placement time etc. (PRA Guide 1982, Vaurio 
1995, Kumamoto & Henley 1996).

The probabilistic modeling of safety systems 
includes system logic models and probabilistic 
models of the components.

Calculation of the fault tree top event probabil-
ity can be simplified and approximated:
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n
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(7)

For Qmcsi less than 0.1, the approximate results 
stay in 10% of accuracy in the conservative side. 
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The approximate results show slightly higher 
failure probabilities than the exact value.

Risk Increase Factor is calculated according to 
equation:

RIFII
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where:
RIFj— Risk Increase Factor for equipment mod-

eled in basic event Bj.
Risk Decrease Factor is calculated according to 

equation:
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where:
RDFj— Risk Decrease Factor for equipment mod-

eled in basic event Bj

Event tree is a tool to identify and assess pos-
sible scenarios (i.e. accident sequences) of safety 
systems functions responses (i.e. systems successes 
or system faults, which are further analyzed with 
the fault trees) to the initiating event (Papazoglou 
1998, Swaminathan & Smidts 1999).

The initiating event is an event, which may lead 
to the accident consequences.

Safety system functions are the means to pre-
vent the accident or to mitigate its consequences.

Plant damage states are the end states of the 
scenarios.

In general, two main approaches for the event 
tree analysis exist:

− fault tree event tree linking approach (known 
also as large fault tree small event tree approach) 
and

− event tree with boundary conditions approach 
(known also as small fault tree large event tree 
approach).

The qualitative results of the event tree analysis 
include minimal cut sets for accident sequences.

The quantitative results include accident 
sequences frequencies, which are combined together 
through all respective scenarios and through all the 
event trees developed for the plant level analysis.

Each accident sequence is calculated according 
to equation:
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where:
FAS—accident sequence frequency,
FIEk—frequency of initiating event k.

All accident sequences in all event trees for all 
plant damage states can be calculated and the acci-
dent frequency is estimated:
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where:
Fn—actcident frequency,
FASdef—frequency of accident sequence ASdef,
F— number of specific plant damage states in spe-

cific event tree,
E—number of event trees,
D—number of plant damage states.

Overall plant damage state frequency is calcu-
lated as a sum of all plant damage states frequen-
cies (as it would be assumed that the plant damage 
states are mutually independent).

Sometimes only one plant damage state is 
defined e.g. core damage, and the equation can be 
simplified in this sense as only the core damage 
frequency is estimated based on its possible contri-
butions from respective accident sequences of all 
event trees.

The modeling of the complete plant includes 
linking of the probabilistic models of systems and 
time sequencing of their interactions.

Many applications of the probabilistic safety 
assessment exist. Selected applications intended for 
vulnerability analysis are presented in continuati on.

3 VULNERABILITY ANALYSIS 
CONSIDERING GROUND EXPLOSIONS

A method is developed, which integrates phe-
nomenological models of an explosion, models of 
material strength of the target buildings, models of 
physical behavior of human individual and proba-
bilistic safety assessment (Čepin et al. 2006).

The part of the method, which is connected with 
the probabilistic safety assessment, is presented here 
together with the example results, which are shown.

3.1 Method

A standpoint for development of the method 
comes from the analysis of external events, which 
is carried out in probabilistic safety assessment 
(PRA Guide 1982).

Development of the method considered the 
main steps, which are generally known from the 
external events analysis (PRA Guide 1982, Čepin 
et al. 2002):

− hazard analysis,
− evaluation of component fragility and 

vulnerability,
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− plant systems and sequence analysis,
− consequence analysis.

The following steps were derived from steps of 
external events analysis to suit the purpose of vul-
nerability analysis of a power plant or a technolog-
ical facility (Čepin et al. 2006) and they represent 
the outline of the method:

− Blast Analysis, which represents phenomeno-
logical model of an explosion including param-
eters estimated from available data and expert 
judgment (Mays & Smith 1995). The distance 
between the bomb and the target building, i.e. 
stand-off distance, is a fundamental parameter 
when determining the blast pressures experi-
enced by a building. As standoff distance 
increases, blast pressure drops significantly. 
Therefore, putting distance between the build-
ing and the bomb is extremely helpful in reduc-
ing blast effects on the building. The results of 
the blast analysis include the identification of 
the explosive, the determination of the amount 
of explosive, and the determination of the cor-
responding blast parameters, which are used in 
the next steps. The equivalent amounts of trini-
trotoluene (TNT) are selected for the analysis of 
locations of explosions and varied to provide a 
sensitivity analysis.

− Structural Response to Blast Loading, which 
represents transformation of parameters identi-
fied in the blast analysis into parameters, which 
allow to evaluate their effects on the plant struc-
tures. The blast load is treated as an impulse 
load. The buildings in a typical nuclear power 
plant with pressurized water reactor, which are 
important for the technological processes and 
plant safety, may be divided in two broad cat-
egories: reinforced concrete buildings with walls 
made of reinforced concrete and steel frame 
buildings with metal sheet walls. The load carry-
ing capacity of the reinforced concrete building 
is characterized by its elastic strain energy. The 
load carrying capacity of the wall in terms of 
the impulse caused by the reflected blast over-
pressure depends on: the plate thickness, the 
ductility ratio, the yield strength, the density, the 
Young’s modulus and the Poisson’s ratio. Struc-
tural response of concrete buildings is divided 
into three different levels of damage: “no 
 damage”: there is no permanent deformation/
damage to the reinforced concrete plate—purely 
elastic response with ductility ratio: m = 1; 
“wall collapse”: when the strain energy in the 
plate exceeds 20-times the “no damage” strain 
energy (m ≥ 20); “destroy systems”: where sys-
tems and/or structures in the first compartment 
immediately after the collapsed wall are assumed 
destroyed (m ≥ 40). The load carrying capacity 

of steel frame buildings with metal sheet walls is 
assessed using the vulnerability data according 
to reference (Smith & Hetherington 1994).

− Components and Systems Fragility Analysis, 
which represents transformation of parameters 
identified in the blast analysis into parameters, 
which allow to assess their effects on compo-
nents and systems. For the walls with dam-
age level “wall collapse”, immediate failure is 
assumed for the equipment: which is mounted 
on the collapsed wall and for the equipment 
which proper operation depends on the air pres-
sure or on change of air pressure in its vicin-
ity. For the walls with damage level “destroy 
systems”, immediate failure is assumed for all 
equipment in the first compartment behind the 
damaged wall.

− Human Response to Blast Loading, which rep-
resents transformation of parameters identified 
in the blast analysis into parameters, which allow 
to evaluate their effects on a human being. The 
eardrum rupture and the lung damage death are 
considered and assessed.

− Plant Damage Analysis, which represents assess-
ment of plant damage due to selected explo-
sions. The levels of the analysis considering the 
location and mass of the explosive are: explo-
sion outside the controlled area (outside of 
the fence); explosion inside the controlled area 
(inside of the fence), but outside of the area 
with technological buildings; explosion inside 
the area with technological buildings. The analy-
sis is performed for each level considering the 
selected explosive masses in three steps: deter-
mination of iso-damage contour lines (an iso-
damage contour line is defined as a line, which 
for a given mass and location of the explosive 
charge delineates the areas with different dam-
age levels of the buildings); determination of 
system failure contour lines (a system failure 
contour line is defined as a line, which for a 
given mass and location of the explosive charge 
delineates the areas with assumed damage to the 
plant systems and components); determination 
of critical zones (a critical zone is defined as 
an area, where a detonation of a charge with a 
given mass could lead to the damage of the plant 
systems/components).

− Plant Response Analysis, which represents plant 
response with probabilistic safety assessment 
models, which are reevaluated considering the 
plant damage analysis (see detailed description 
in section 3.3).

− Consequences analysis, which covers the envi-
ronment aspects of ground explosions.

The plant response analysis step is presented 
in more details in continuation, because this step 
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is directly connected with probabilistic safety 
assessment. The other steps of the method are 
presented in more details in the references (Čepin 
et al. 2005, Čepin et al. 2006).

The performance of the plant response analysis 
step of the method is demonstrated qualitatively 
on a simplified technological facility and quanti-
tatively on a typical nuclear power plant with pres-
surized water reactor.

3.2 Models

The simplified technological facility is shown on 
Figure 2. A single building exists inside of the 
fence. Building is of shape L and with two systems 
(system 1: S1 and system 2: S2) of which at least 
one is required to be operable for the success of the 
facility (Čepin et al. 2006). Some common support 
subsystems (e.g. backup power source) are located 
in the left part of the building i.e. the part of the 
building with the system 2, so there is no total sym-
metry of both systems (Čepin et al. 2006).

The other model, which is a large model, is a 
typical nuclear power plant with a pressurized 
water reactor.

3.3 Plant response analysis

The plant response analysis uses the models, analy-
ses and results of the probabilistic safety assessment 
and combines them with the plant damage analysis.

The models, analyses and results of  probabilistic 
safety assessment are considered for their use to 
contribute to the vulnerability analysis, because 
they represent fairly consistent information about 
the safety of the complete nuclear power plant and 
because they already exist for many facilities. It is 
essential for vulnerability analyses based on proba-
bilistic safety assessment that the fault trees and 
event trees are evaluated exactly (Čepin 2005).

The models, analyses and results of probabilis-
tic safety assessment are considered for their use in 
vulnerability analyses in spite of some facts, which 
may limit their applicability:

− Some probabilistic safety assessments exist, 
where their fault trees and the event trees are 
not evaluated exactly. If  the events with higher 
probability are among the considered events, the 
rare events approximation leads to results that 
are not accurate.

− Probabilistic safety assessment analysis may give 
wrong results, if  the truncation is not selected 
properly, i.e. if  truncated portion is not negligi-
ble (Čepin 2005).

− Probabilistic safety assessment was developed 
for its use in the case of random events, not in 
the case of intentional events.

The first part of the plant response analysis is 
performed by a calculation of the Core Damage 
Frequency (CDF) according to the plant dam-
age analysis considering explosions of selected 
explosive masses on selected locations around the 
main plant buildings (Čepin 2006). Analysis is per-
formed in a way that selected systems are evaluated 
in sense if  they are operable or inoperable after an 
explosion of selected mass of selected explosive at 
selected location. Identification of systems that 
may be destroyed (and identification of combi-
nations of systems that may be destroyed) due to 
explosions is obtained from screening of the plant 
systems and their interaction. Analysis is per-
formed for a variety of explosive masses and for all 
their possible locations.

Results are obtained in a table form, where 
selected components/systems and their combina-
tions, which can be destroyed due to selected extent 
of explosion at selected location, are identified. 
Destroyed system means that complete system is 
unavailable. Loss of a part of a system results in 
a loss of a system. Probabilistic safety assessment 
models are reevaluated for each table cell under 
conditions that identified components/systems are 
unavailable. The modifications, which are made to 
the original probabilistic safety assessment model 
for each table cell, include:

− changes of unavailability of basic events,
− changes of initiating event frequencies,

Concrete wall 

thickness: Dz

S2

S1

O

Concrete wallthickness: Dz/2  

Metal walls 

(steel frame)

0 Db

Outside fence: DfxDf 

S1 – system 1

S2 – system 2

O - office

Figure 2. Simplified technological facility.
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− changes of unavailability of functional events, 
which represent the event tree headings.

Practically, the modifications are made in sense 
that equipment, which is considered unavailable due 
to respective explosion, is changed from its original 
failure probability to failure probability of 1.

The indication of the level of nuclear power 
plant vulnerability is indicated for all identified 
systems and combinations of systems. Two states 
are stressed:
− Vulnerable state represents a state, where the 

quantitative results of probabilistic safety 
assessment based on sensitivity evaluations for 
determined combinations of assumed unavail-
able systems show significant increase of core 
damage frequency.

− Very vulnerable state represents a state, where 
the qualitative results of probabilistic safety 
assessment shows that at least one minimal cut 
set exists, which consist of events, which are all 
expected to occur under the assumed conditions 
and it therefore leads to core damage.
If  only a reliability assessment is performed for 

a certain facility, instead of the full probabilistic 
safety assessment, the described procedure is simi-
lar and it can be adopted for the reliability assess-
ment, e.g.:
− The plant response analysis can be performed 

based on the reliability assessment or on risk 
assessment instead of the probabilistic safety 
assessment.

− Facility failure probability or accident prob-
ability can be considered as a  representative 
risk measure instead of  the core damage 
frequency.

− Qualitative and quantitative results of the fault 
tree analysis can be used instead of qualitative 
and quantitative results of complete probabilis-
tic safety assessment.
The second part of the plant response analysis 

is to define the exact locations of the vulnerability 
zones:

− vulnerable zone and
− very vulnerable zone.

Vulnerable zone and very vulnerable zone rep-
resent the physical locations, from where the speci-
fied explosive mass may cause the vulnerable and 
very vulnerable state, respectively.

The vulnerability zones represent a standpoint 
for determining, which areas are to be physically 
protected in the sense to physically prevent that a 
larger amount of explosive can be placed there.

The proper physically protection can defend the 
plant systems and significantly reduce the vulner-
ability of the plant.

3.4 Procedure for the plant response analysis

Procedure for the plant response analysis for the 
simplified technological facility is the following.

A reliability analysis of the facility is performed, 
e.g. with the fault tree analysis. Top event, such as 
facility does not perform its mission, is determined 
and the facility is analyzed in sense to find the 
component failures, which cause the system fail-
ure and their logic functioning in the context of 
the system. The basic events of the fault tree are 
equipped with the failure probability data of the 
components that they represent and they are logi-
cally connect with the AND, OR and other gates in 
accordance with the system configuration.

The fault tree is evaluated and qualitative and 
quantitative results are obtained including the 
facility failure probability.

From the plant damage analysis, the damage 
states are identified, which are only 3 for the sim-
plified technological facility:

− system 1 is destroyed,
− system 2 is destroyed and
− system 1 and system 2 are both destroyed.

The adapted reliability analysis of the facil-
ity is performed for each of the identified states 
considering the unavailable equipment for each 
state. Unavailable equipment is modeled as certain 
events, which represent the failures of the respec-
tive equipment.

The results of the initial results of the reliability 
analysis are compared with the adapted reliability 
analysis for each state. If  the change for a specific 
state is not significant, neither vulnerable neither 
very vulnerable state is assigned to that state.

If  the change considering a specific state shows 
a significant increase of the facility failure prob-
ability, a vulnerable state is assigned to that state.

If  the change for a specific state shows a certain 
facility failure, a very vulnerable state is assigned 
to that state. A certain facility failure is determined 
with the qualitative results of the fault tree analy-
sis. If  at least one minimal cut set, i.e. combination 
of component failures, which cause facility failure, 
exists, which consist of only certain events, it there-
fore leads to the facility failure.

Procedure for the plant response analysis for the 
nuclear power plant is similar. The core damage 
frequency evaluation is used instead of the facility 
failure probability evaluation. Much larger number 
of plant states is normally considered, when the 
analysis of the nuclear power plant is performed.

3.5 Results of the plant response analysis

Table 1 and Figure 3 show the results for the sim-
plified technological facility with a single building 
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less than an order of magnitude), so the respective 
facility vulnerability state is neither vulnerable nei-
ther very vulnerable.

If  system 2 is destroyed, the facility failure prob-
ability is increased significantly (e.g. for more than 
an order of magnitude), so the vulnerable state 
is assigned to the respective state (i.e. system 2 is 
destroyed).

If  systems 1 and 2 are both destroyed, this 
obviously leads to the facility failure. With other 
words, at least one combination of certain com-
ponent failures exists, which cause the facility fail-
ure, so the very vulnerable state is assigned to the 
respective state (i.e. system 1 and system 2 are both 
destroyed).

The locations of explosions, which can only 
destroy system 1, are based on the indication of 
facility vulnerability assigned neither to vulnerable 
neither to very vulnerable zone and are not further 
analyzed.

All locations of explosions, which can only 
destroy system 2, are based on the indication of 
facility vulnerability assigned to a vulnerable 
zone.

All locations of explosions, which can destroy 
both systems, system 1 and system 2, are based on 
the indication of facility vulnerability assigned to 
a very vulnerable zone.

Figure 3 shows vulnerability zones (GREY ... 
vulnerable; DARK GREY … very vulnerable). An 
explosion placed in the very vulnerable zone, i.e. 
zone marked with dark grey, would destroy both 
systems 1 and 2 and would lead to the facility 
failure.

The thickness of the vulnerability and very vul-
nerability zones correspond to the distance between 
the wall and the location of the determined amount 
of explosive, which if  put close enough to the wall 
would destroy the wall and the systems behind it. 
This distance between the wall and the location of 
the explosive is determined in the previous step of 
the overall method: plant damage analysis based 
on blast analysis and based on structural response 
to blast loading, where a variety of explosions 
regarding different explosive masses and different 
locations of explosive and targets are analyzed in 
details.

Table 2 shows the results for a typical nuclear 
power plant with available probabilistic safety 
assessment. Identification of states to be analyzed, 
i.e. identification of systems that may be destroyed 
and identification of combinations of systems that 
may be destroyed due to explosions of selected 
explosive masses, was based on screening of the 
important systems identified in probabilistic safety 
assessment results.

Table 2 shows the selected states, i.e. the selected 
components/systems and their combinations, 

Figure 3. Vulnerability zones for a selected explosion.

Table 1. Assessment of facility vulnerability states 
under condition that certain systems are unavailable due 
to explosion.

Identification of destroyed
systems (i.e. unavailable)

Indication of
facility vulnerability state 

System 1 —
System 2 (with subsystems 

in its building)
vulnerable*

Systems 1 and 2 Very vulnerable**

*vulnerable ... quantitative results of the fault tree analy-
sis based on sensitivity evaluations for determined combi-
nations of assumed unavailable systems show a significant 
increase of the facility failure probability.
**very vulnerable ... qualitative results of the fault tree 
analysis shows that at least one minimal cut set, i.e. combi-
nation of component failures, which cause system failure, 
exists, which consist of events, which are all expected to 
occur under the assumed conditions and it therefore leads 
to facility failure
GREY ... *vulnerable

DARK GREY ... **very vulnerable

of shape L and with two systems (system 1: S1 and 
system 2: S2) of which at least one is required to 
be operable for the success of the facility, where 
the reliability of the facility depends only on two 
systems and their subsystems.

Table 1 shows three considered states i.e. combina-
tions of destroyed systems, which are identified in the 
left column. The vulnerability states for each of those 
combinations are presented in the right column.

If system 1 is destroyed, the facility failure prob-
ability is increased less than significant (e.g. for 
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which can be destroyed (i.e. complete system is 
unavailable) due to selected extent of explosion at 
selected location. The loss of a part of a system is 
conservatively assumed as the loss of a system. The 
middle column of Table 2 shows the core damage 
frequency obtained from the results of the probabi-
listic safety assessment for the state, which is identi-
fied in the left column. In other words, the changes 
are made to the original probabilistic safety assess-
ment model considering the unavailable equipment, 
which is identified in the left column, and the quan-
titative results of core damage frequency of the 
changed model are given in the middle column.

The modifications, which were made to the orig-
inal probabilistic safety assessment model NPP_S, 

include changes of unavailability of basic events, 
changes of initiating event frequencies and changes 
of unavailability of functional events in the event 
tree headings. Selected human error probabilities 
probably change slightly, but those changes were 
not considered.

The right column shows the calculation method. 
All calculations that were performed were com-
puted in two ways indicated as: MCS_EDIT and 
MOD_RUN.

MCS_EDIT is a quick way of sensitivity analy-
ses, where calculations are performed by changed 
unavailabilities of existing minimal cut sets based 
on results of the nominal probabilistic safety 
assessment model.

MOD_RUN is a more useful way of sensitivity 
analyses, where calculations are performed by new 
runs of adjusted probabilistic safety assessment 
models. The each change results in a complete 
reevaluation of a complete probabilistic safety 
assessment model.

The information in the middle column of 
Table 2 gives an indication of the level of nuclear 
power plant vulnerability: vulnerable state and 
very vulnerable state, in addition to the evaluated 
core damage frequency.

If  the cell of the middle column is in white 
color, the increase of core damage frequency due 
to destruction of the respective systems, is not sig-
nificant enough that the selected location of explo-
sive mass would be identified as vulnerable or very 
vulnerable.

If  the cell of the middle column is in grey color, 
the increase of core damage frequency due to 
destruction of the respective systems is signifi-
cant (e.g. CDF > 0,05/ry—method of evaluation 
of probabilistic safety assessment model changes 
is MOD_RUN).

Destruction of the respective systems is in that 
case assumed as vulnerable state.

If  the cell of the middle column is in dark grey 
color, the qualitative probabilistic safety assess-
ment shows that a combination of minimal cut sets 
exists, which leads to core damage. Destruction of 
the respective systems is in that case assumed as 
very vulnerable state.

The vulnerability zones of a nuclear power 
plant, i.e. the locations, where explosion of certain 
mass would destroy the indicated systems or sets of 
systems are not presented in order that the results 
are not used for malicious purposes.

Some major differences about the core damage 
frequency results are observed in middle column 
of Table 2, when the same states are considered.

The reason for the differences lays in selection 
of the computational procedure between both 
options: MCS_EDIT and MOD_RUN. The results 
obtained by MOD_RUN were  considered for 

Table 2. Calculation of core damage frequency under 
condition that certain systems are unavailable due to 
explosion.

Identification of 
equipment destroyed 
(i.e. unavailable) CDF (/ry) 

Method of
evaluation 
of PSA model 
changes

System 1 1,60E-1/ry 
2,69E-2/ry

MCS_EDIT 
MOD_RUN

System 2 1,27E-4/ry 
1,27E-4/ry

MCS_EDIT 
MOD_RUN

System 3 9,72E-3/ry
9,72E-3/ry

MCS_EDIT 
MOD_RUN

System 4 6,59E-5/ry 
4,57E-5/ry

MCS_EDIT 
MOD_RUN

System 5 9,55E-5/ry 
5,45E-5/ry

MCS_EDIT 
MOD_RUN

System 6 3,47E-5/ry
3,47E-5/ry

MCS_EDIT 
MOD_RUN

Systems 1 and 2 2,26/ry*
3,22E-1/ry*

MCS_EDIT 
MOD_RUN

Systems 1, 2 and 3 2,26/ry **CD 
2,26/ry **CD

MCS_EDIT 
MOD_RUN

Systems 1 and 3 1,71E-1/ry* 
1,52E-1/ry*

MCS_EDIT 
MOD_RUN

Systems 2 and 3 1,03E-2/ry 
1,04E-2/ry

MCS_EDIT 
MOD_RUN

Systems 3 and 4 9,73E-3/ry 
9,72E-3/ry

MCS_EDIT 
MOD_RUN

MCS_EDIT ... calculations performed by changed una-
vailabilities of existing minimal cut sets (results of nomi-
nal probabilistic safety assessment model)
MOD_RUN ... calculations performed by new runs of 
probabilistic safety assessment models (each change 
results in complete reevaluation of complete probabilis-
tic safety assessment model)
GREY ... *vulnerable … CDF > 0,05/ry (method of 
evaluation of probabilistic safety assessment model 
changes is MOD_RUN)
DARK GREY ... **very vulnerable …CD … qualitative 
analysis shows that a combination of minimal cut sets 
exists, which leads to the core damage
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 determining vulnerability states, because MOD_
RUN results in complete reevaluation of the 
adjusted probabilistic safety assessment model.

Very high core damage frequency in some cells of 
middle column of Table 2 shows that the  values have 
to be dealt with great care due to the facts expressed 
in the third paragraph in section 3.3.

High core damage frequency values in this 
respect are not used as quantitative numbers. They 
are used only in sense that they give indication of 
conditions, which need more detailed care. In addi-
tion, it is important to distinguish:

− Case, where core damage frequency is high 
and quantitative results of probabilistic safety 
assessment based on sensitivity evaluations for 
determined combinations of assumed unavaila-
ble systems show significant increase of the core 
damage frequency—vulnerable state.

− Case, where core damage frequency is high 
and qualitative analysis of probabilistic safety 
assessment shows that at least one minimal cut 
set exists, which consist of events, which are all 
expected to occur under the assumed conditions 
and it therefore leads to the core damage—very 
vulnerable state.

3.6 Findings

The method for assessment of possible conse-
quences of a deliberate damage due to specified 
explosion is developed. The method is developed 
from the viewpoint of the protection measures 
such as placement of barriers.

The proposed method integrates phenomeno-
logical models of the cause of damage, material 
strength and injuries of human beings with the 
available probabilistic safety assessment.

The main intention was to develop a quick and 
robust assessment method, which to a large extent 
relies on the already existing knowledge, on models 
and analyses, which already exist.

The difficulty of the approach is that it is faced 
with a potentially very large space of possible 
events, which may be considered for analysis. But 
on the other side, grouping of some events and 
gained experience with the consequences of those 
events decrease this difficulty.

The studied events are connected with large 
uncertainties in blast effects and in damage predic-
tions, e.g. component and system fragilities with 
respect to the full range of potential explosion 
effects.

The results indicate that selected facility could 
be effectively defended against the explosion of a 
device brought to the location by land transport 
at relatively low costs. The placement of barriers, 
which hinder the approach of vehicles, e.g. larger 
trucks, proved to be an efficient defense measure.

4 VITAL AREA EVALUATION 
AND RANKING

The vital area is defined as an area inside a pro-
tected area containing equipment, systems or 
devices, or materials, where the sabotage could 
directly or indirectly lead to unacceptable conse-
quences (INFCIRC/225 1998).

Two methods are presented, which evaluate and 
rank the importance of equipment locations based 
on the probabilistic safety assessment results:

− location importance determination and
− vital area identification.

4.1 Location importance determination

Location importance determination upgrades the 
existing probabilistic safety assessment models of 
the facility under investigation with the data about 
the locations of the considered equipment.

In the case of a facility, where a complete proba-
bilistic safety assessment model is not available, the 
simpler reliability model of the facility may serve 
as a sufficient standpoint.

The method considers insertion of the data about 
the location of specific equipment into the proba-
bilistic safety assessment models, which means 
that the location of equipment, which is modeled 
in specific event of the particular fault tree or event 
tree model is inserted into this event. The means of 
specification of location can be either:

− A. geographical parameters of specific loca-
tions, e.g. width, length and height measured 
from a specified starting point or e.g. measured 
as a part of global positioning system, or

− B. location parameters connected with identifica-
tion of specific rooms or security access levels.

The equipment with similar location is 
grouped:

− A. equipment with similar geographical param-
eters of  specific locations is grouped into 
groups or

− B. equipment with similar location parameters 
is grouped into groups: e.g. each group consists 
of the equipment, which is located in the specific 
room, or e.g. each group consists of the equip-
ment, which is located in the specific security 
access level.

Probabilistic safety assessment model, which 
includes information about grouping the equip-
ment by their location, is analyzed and the results 
are obtained. The emphasis is placed to:

− the Risk Increase Factors (or similarly to Risk 
Achievement Worth) of the modeled equipment,

− Risk Increase Factors of the defined groups.
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The equipment is divided into three groups con-
sidering the values of the Risk Increase Factors:
− equipment with high risk importance:

RIFhigh < RIFi
− equipment with medium risk importance:

RIFmedium < RIFi < RIFhigh
− equipment with low risk importance:

RIFlow < RIFi < RIFmedium

where:
RIFi—Risk Increase Factor of equipment i
RIFhigh, RIFmedium, RIFlow … RIF limits, which can 
be defined on a case by case basis.

An example of RIF limits in the case of a typical 
nuclear power plant with pressurized water reac-
tors their limits for the modeled equipment may be 
chosen as: 20, 5, 2, respectively.

The identification of locations of equipment 
with large Risk Increase Factors shows locations, 
which are the most vulnerable with regard to fail-
ures of the considered equipment. If  those loca-
tions would be physically destroyed, then their 
unavailability would increase the risk significantly. 
Those locations are the prime candidates for con-
sideration of appropriate security measures, e.g. 
increased visual surveillance, e.g. physical barriers, 
e.g. security access restriction.

Figure 4 shows and example of a simple facility 
with one building with location dependent presen-
tation of Risk Increase Factors of the most impor-
tant components.

4.2 Vital area identification

The vital area identification method is based 
on the probabilistic safety assessment (Stack & 

 Francis 1980, Pan & Bott 1985, Park et al. 2003). 
The core damage frequency is considered as the 
risk measure.

The vital area identification method describes 
a conceptual framework with which the risk from 
sabotage-induced events could be assessed. Loca-
tion minimal cut sets are evaluated after developing 
a core damage location fault tree. Location fault 
tree is a fault tree whose basic events are sabotage-
induced damages on the locations within which 
various safety-related components are located 
(Park et al. 2003).

The initiating event location fault tree and the 
mitigating event location fault trees are developed 
and combined.

The initiating event location fault tree is devel-
oped for each initiating event by identifying and 
combining with the Boolean equations all locations, 
which may cause a respective initiating event.

The mitigating event location fault tree is 
obtained from existing safety systems fault trees 
by replacing all the basic events of the fault tree 
with the basic events, which represent the sabo-
tage-induced damages on respective locations. 
The mitigating event location fault tree can be 
developed from the existing fault tree manually or 
automatically:

− The reliability analyst manually replaces exist-
ing basic events with events representing a set 
of rooms, deletes duplicated rooms, and simpli-
fies related gates when converting probabilistic 
safety assessment fault trees to location fault 
trees with a help of a fault tree editor.

− Fault tree quantifier could automatically convert 
basic events to designated rooms, delete duplicated 
rooms, and produce equivalent MCSs, if conver-
sion logic from basic events to rooms is available.

The core damage location fault tree is con-
structed by combining all sequence location fault 
trees of various event trees with OR gates. Each 
sequence location fault tree is constructed by com-
bining the initiating event location fault tree and 
the mitigating event location fault trees with an 
AND gate (Park et al. 2003).

The location minimal cut set is a set of the 
smallest combination of room failures (because of 
sabotage), which, if  they all occur, will cause core 
damage.

The vital areas are identified using the location 
importance measures on the core damage location 
minimal cut sets (Park et al. 2003).

4.3 Application of the vital area identification 
for physical protection

Once the vital areas are identified through the loca-
tion minimal cut sets, the Boolean complement of 

Figure 4. Example of location dependent presentation 
of risk increase factors for modeled components.
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the minimal cut sets gives the minimal path sets. 
They could be obtained by solving a dual fault tree, 
which is obtained by negating the top event of the 
core damage location fault tree. Negation of the 
top event changes all AND to OR gates, and all 
OR to AND gates.

The minimal path sets denote so-called success 
modes by which the top event will not occur. In the 
physical protection, they are the smallest group of 
locations whose successful protection guarantees 
no core damage and thus no release (Park et al. 
2003).

Such application of vital area identification is 
developed also under the name of the top event 
prevention analysis (Blanchard et al. 2005).

5 CONCLUSIONS

The event 9/11 suddenly changed the overall 
safety philosophy and the intentional damage 
has become much more important factor to be 
considered. Many activities were initiated in this 
sense such as vulnerability analyses and threat 
assessments.

The standpoints for these activities were in 
many cases the existing safety models and tools 
for their evaluation with additional features added 
after the event 9/11. In addition, many completely 
new approaches were developed, which deal with 
physical properties of  systems, structures and 
facilities, with their technological solutions, with 
the organizational and management features of 
systems and processes, and with several groups 
of  undesired consequences including financial 
losses.

The probabilistic safety assessment is an inter-
esting standpoint for its adaptation to the field of 
vulnerability analyses, because the probabilistic 
safety assessment represents a fairly consistent 
model of safety, because it gives answers to ques-
tions such as what can go wrong, how frequent 
can it happen and what is the extent of possible 
consequences, because it offers a variety of quali-
tative and quantitative risk results and because it 
is already available for many of the facilities under 
investigation.

Its applications: the vulnerability analysis con-
sidering ground explosions and the vital area 
evaluation and ranking have been found useful for 
determining the placement of physical barriers to 
physically protect safety equipment and structures 
against the intentional damage and to determine 
the access restriction.

The main difficulty of the vulnerability analyses 
is that they are faced with a potentially very large 
space of possible and rare events, which may be 
considered for analysis.
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ABSTRACT: The purpose of this chapter is to demonstrate and compare two approaches that can be 
used to assess the reliability and availability of a dynamic system such as a power system. Both approaches 
rely on continuous time Markov chains, but the means to specify and to quantify them are quite different. 
One of them is based on Petri nets, while the other one is based on BDMP (Boolean logic Driven Markov 
Processes), a formalism recently introduced. The merits of these two methods are compared, in terms of 
modeling and quantification.

with three different methods one can use to 
 quantify a Markov model: Monte Carlo simulation, 
matrix calculations and sequences exploration. We 
emphasize that the classic approaches based on 
static behavior (such as cut sets/prime implicants) 
can turn out to be unfeasible, at least because they 
are unable to represent properly reconfigurations. 
Another important issue is related with the modeling 
of looped systems, with constraints induced by 
load-sharing and specific reconfiguration strate-
gies in order to minimize the unavailability.

2 EXAMPLE OF SYSTEM

Here we consider a small fictitious electric power 
system shown in Figure 1 as a test system. The 
system in study has nine transmission lines, seven 
bus bars, two generators and two demands: LP6—
load 200 MW, LP7—load 200 MW. LP6 has a 
higher priority to be supplied. The transmission 
lines have defined capacity limits and a simple 
stochastic model assigned. Each transmission 
line Li is supposed to be independent from all 
other components, with a constant failure rate 
(0.0002 h−1), a constant repair rate (0.04 h−1), and a 
capacity limit of 200 MW.

Table 1 presents the generation system 
con taining a total of 600 MW of capacity. The 
generator GEN1 is scheduled to operate in nor-
mal case, and the generator GEN2 is required to 
start-up following the failure of GEN1. As soon 
as the repair tasks for GEN1 are completed, 
GEN2 goes back to stand-by state. Preventive 

1 INTRODUCTION

The dependability assessment of electrical systems 
cannot rely on static models such as fault-trees, 
because reconfigurations and repairs of these 
 systems must be taken into account. For example, 
most of electrical failures have to be isolated with 
a circuit breaker, which can fail to open. But other 
failures can happen during reconfigurations: fail-
ure on demand of stand-by redundancies, refusal 
of closing of circuit breakers, refusal of function-
ing of automation system and protection relays. 
In order to take into account all these possibilities, 
most practitioners use Monte Carlo simulation 
to estimate various dependability measures for 
power systems (Billinton & Li 1994, Billinton & 
Jonnavithula 1999, Amari 2000). The models they 
use are specifically developed for such systems and 
rely on libraries of electrical components models 
(Singh & Billinton 1975, Allan & Billinton 1976).

The two approaches we are going to describe 
in this chapter are different because they rely on 
 Continuous Time Markov Chains (CTMC). The 
advantage of this kind of model is that for small 
enough systems, we can, in addition to Monte Carlo 
simulation, use all the powerful methods dedicated 
to CTMC. Of course, even for small  systems, we 
cannot build the Markov graph “manually”. We 
must use higher level formalisms. We are going to 
demonstrate the use of two of them: Petri nets and 
BDMP (Boolean logic Driven Markov Process)®, 
on a test system.

Further to modelling issues, this chapter will 
compare the kinds of results that can be obtained 
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maintenance tasks are not considered/sched-
uled. For convenience, the bus-bars are supposed 
to be ideal: they are not subject to failures or 
maintenance.

Let us note that this test system is not coherent 
because of the higher priority of supply to the 
load point LP6. For instance, after a sequence 
of failures involving the generator GEN1 and 
the transmission lines L6 and L7, LP6 cannot 
be supplied, but LP7 can still be. As soon as a 
transmission path becomes available in order to 
supply LP6, the load-point LP7 is disconnected in 
order to supply LP6.

3 ASSESSING THE SYSTEM 
WITH PETRI NETS

3.1 General information about PN

Petri nets with inhibitor arcs are referred to as 
Inhibitor-arc Petri Nets (IPN). It is shown that 
modelling capability of inhibitor-arc Petri nets is 
equivalent to that of Turing machines.

Places may contain indistinguishable tokens, 
which are drawn as dots. The vector, representing 
the number of  tokens in each place, is the state of 
the PN and is referred to as marking. A marking-
dependent multiplicity can be associated with 
each arc. Places that are connected with a 
transition by an arc are referred to as input, 
output, and inhibitor places of  the transition, 
depending on the type of  the arc. A transition 
is said to be enabled in a marking if  each input 
place contains at least as many tokens as the 

 multiplicity of  the input arc and if  each inhibitor 
place contains less tokens than the multiplicity of 
the inhibitor arc. A transition fires by removing 
tokens from the input places and adding tokens 
to the output places according to the multiplici-
ties of  the corresponding arcs, thus change the 
marking. The reachability graph is defined by 
the set of  vertices corresponding to the markings 
reachable from the initial marking and the set of 
edges corresponding to the transition firings. The 
transitions can be divided into immediate tran-
sitions firing without delay (drawn as thin bars) 
and timed transitions firing after a certain delay 
(drawn as rectangles).

Immediate transitions have firing priority over 
timed transitions.

Possible conflicts between immediate  transitions 
are resolved by priorities and weights assigned 
to them. Firing delays of timed transitions are 
specified by deterministic delays or by random 
variables. Important cases are transitions with a 
deterministic delay (drawn as filled rectangles), 
with an exponentially distributed delay (drawn as 
empty rectangles), and with a generally distributed 
delay (drawn as dashed rectangles). In case of 
non-exponentially distributed firing delays,  firing 
policies have to be specified. We assume that 
each transition restarts with a new firing time 
after being disabled, corresponding to “enabling 
 memory policy’’, although some of the algorithms 
can also deal with “resampling policy’’ and “age 
memory policy’’.

The modular construction of an IPN using 
 typical Petri sub-nets is a valuable approach, 
 keeping the model fidelity. The papers (Ulmeanu 
et al. 2002, Murata 1989) present such an approach, 
developed at the system substation/transmission 
level. For each component, an IPN module is built 
up in order to describe its own behaviour. Each 
module includes places, assigned to the states of 
the component, and transitions, modelling the 
 specific component events, e.g. failure, recovering 
or restoration procedures.

The structural, functional and stochastic 
dependencies are modelled by the rule base, and 
usually implemented through two basic types of 
interfaces: common transitions and marking check. 
Common transitions describe the occurrence of 
events that lead to simultaneous marking evolution 
of the involved modules. Consequently, these 
involved modules share the common transitions. 
The second type of interfaces is the marking 
check. It is used when the occurrence of an event 
assigned to a component is conditioned upon the 
states of other components. The basic rules for 
this kind of interface specify that the marking of 
the places involved in the check procedure should 
remain unchanged. Therefore, only bi-directional 
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Figure 1. Electric power system—test.

Table 1. Generation system.

Unit
Unit size 
(MW)

Active 
failure rate 
[1/hour]

Standby 
failure rate 
[1/hour]

Repair 
rate 
[1/hour]

GEN1 400 0.0005 – 0.02
GEN2 200 0.0005 0.0001 0.02
Total installed capacity: 600 MW
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arcs and inhibitor arcs can be used to implement 
this kind of interface.

3.2 The model of the system

Figure 2 presents a Petri sub-net for the power 
generation system. When an active failure affects 
the generator GEN1, the transition t1 is fired. As 
a result, a token is removed from the place GEN1 
(generator 1 leaves the ‘up’ state), while a token is 
added to the place GEN1-F (generator 1 is now in a 
‘down’ state). The token placed in GEN1-F enables 
the transition T2 and requests for a recovery—by 
starting-up the cold stand-by generator GEN2, 
and for kicking-off  the repair procedure.

On the other hand, the unit GEN2 may fail 
when inactive, consequently a token might be 
already removed from the place GEN2-STD-BY 
and might have appeared in the place GEN2-F-P.

If  one assumes that no systematic preventive 
maintenance policy is enforced for detecting 
such an event, then it can be detected only by the 
eventual call to the stand-by unit, i.e. when a token 
appears in the place RqStartUp. If  this happens, 
the transition T3 is not enabled and the recovery 
procedure fails.

Nevertheless, the transition t6 is enabled and 
the repair tasks may be initiated. Once the repair 
is achieved, the generator GEN2 enters a stand-by 
state, the token is removed from the place GEN2-F-P 
and it goes to the place GEN2-STD-BY. Two repair 
teams are available at any time. As soon as both 
generators become available, the transition T1 puts 
the second generator in stand-by, a token being 
removed from the place GEN2 and going to the 
place GEN2-STD-BY. Of course, a similar Petri 
sub-net could be easily developed in order to model 
the transmission line operation.

The previously illustrated sub-net has been 
embedded in an inhibitor Petri Net (Appendix 1) 
modelling the power flow within the test system. 
In order to synchronize these sub-nets, as soon as 

a new event happens in the system, a token must be 
put in the place CHANGE. Consequently, a new 
simulation is required in order to propagate the 
effects of the event on the power flow.

In order to check whether the system load-
points are energized or not, we simulate the power 
flow, through the following steps:

RESET the network status: CHANGE and 
MODE places become both empty (transition T5 
is enabled as soon as a new event, i.e. an active fail-
ure/achievement of repair occurs in the system);

G1, G2, N1, N2, N3, N4, N5, N6, N7, 
READY, VL1, VL2, VL3, VL4, VL5, VL6, VL7, 
VL8, VL9 places get empty (transitions T13, ..., 
T20 are enabled and fired immediately); RE-EN-
ERGIZE the  network: MODE is reset; transition 
T6 is enabled.

Propagate the power flows: MODE place takes 
one token. Two tokens are added to the place G1, 
and another one to the place G2; whether there 
is at least one generator in ‘up’ state starts the 
simulation of  the power flow. As a first rule for 
modelling, an IPN place labelled Ni (i = 1, ..., 7) 
(see Appendix 1) which is marked with one token 
means that the corresponding power system bus-
bas labelled Ni (see Figure 1) is energized, other-
wise there is no such token. As a second rule for 
modelling, if  there is a power line available link-
ing the bus-bars Ni and Nj, then a token leaves 
a place labelled Ni and reaches a place labelled 
Nj—this means the presence of  a 200 MW power 
flow between these bus-bars. At the same time, 
the token returns to the place Ni, and thus both 
bus-bars are now energized. As a third modelling 
rule, in accordance with the system transmission 
capacities, a flag VLi is set to one for the line Li 
(i = 1, ..., 9), meaning that this line is operating -in 
this scenario- already at full load and, conse-
quently, it can not be, eventually, overloaded by 
further power flow.

Whether there is a least one path available in 
order to energize a bus bar, simulates the power 
flow through this path—by simulating the tokens 
game. The priorities of  transitions are set in 
order to ensure that the load-point LP6 has a 
higher priority level to be supplied than the load-
point LP7.

Check the success condition at the load-points 6 
and 7 and compute the availability indices. As soon 
as a load-point is energized, one token is added to 
the place READY. Consequently, all the places/bus-
bars Ni (i = 1...5) are reset in order to start another 
power flow simulation—reaching the second load-
point. Note that in this case, the flags VLi are 
keeping their settings, the lines already operating at 
full load will be not overloaded in order to ensure 
the supply of the second load-point.

GEN1

GEN1-F

t1t2

t5

t6

t3

t4GEN2

GEN2 
-STD-BY 

GEN2-F-P 

GEN2-F 

RqStartUp 

T1

T2

T3

Figure 2. Petri sub-net modelling the power generation 
system.
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3.3 Results

The initial marking M0 of the IPN may contain 
one token in the place GEN1, one token in the 
place GEN2-STD-BY, one token in attendance for 
each energized bus-bar (N1, ..., N7), and one token 
present for each transmission line in good state 
(L1, ..., L9). Using PAMS (Performance Analysis 
of Markovian Systems) we generated automati-
cally the marking reachability graph (nine states 
and twenty transitions) for the power generation 
system.

Figure 3 shows the evolutions of reliability and 
availability functions for the power generation 
system in two cases: 400 MW generated and, at 
least 200 MW generated, as well as the asymptotic 
availability indices. Due to passive failure mode of 
generator GEN2, in absence of preventive mainte-
nance tasks, this hidden failure mode is revealed only 
following an active failure of generator GEN1.

The system evolution has been followed for 
a mission time TM of 5 ⋅ 103 hours, for a total 
computational time of 4 minutes on a Pen-
tium® III 1.4 GHz. The average unavailability over 
the mission time of each load-point is reported in 
Table 2. The number of Monte Carlo trials used in 
all simulation is 106. Standard deviations are given 
hereafter: for LP6 availability it is 6.32 10−5 and for 
LP7 availability it is 4.51 10−4.

4 ASSESSING THE SYSTEM WITH BDMP

4.1 General information about BDMP

BDMP were created in 2002 (Bouissou & Bon 
2003), in order to combine the advantages of 
fault-trees and CTMC in a brand new way. 
BDMP have very interesting mathematical prop-
erties which considerably reduce the combinato-
rial explosion problem inherent to Markov models 
(Bouissou & Muffat 2004). They have been used 
extensively at EDF for the study of  very reliable 
systems for which dynamic models were required 
(Bouissou 2005). EDF has even developed a tool 
called OPALE (Breton et al. 2006), which fully 
automates the construction of  a BDMP, from 
the input of  the physical layout of  an electrical 
system.

4.1.1 Main characteristics of BDMP
The general idea of BDMP, as suggested by their 
name, is to associate a Markov process (which 
represents the behaviour of a component or a sub-
system) to each leaf of a fault-tree. This fault-tree 
is the structure function of the system.

What is really new with BDMP is that:

• the basic Markov processes have two “modes”, 
corresponding to the fact that the components/
subsystems that they model are required or are 
in standby (of course, they can also have only 
one mode, and the meaning of the modes may 
be different in some cases),

• at any time, the choice of the mode of one of 
the Markov processes (unless it is independent) 
depends on the value of a Boolean function of 
other processes.

Figure 3. Power generation system. Success level—400 MW generated: Reliability function R-400(t), Availability 
function A-400(t); Success level—at least 200 MW generated: Reliability function R-GE-200(t), Availability function 
A-GE-200(t).

Table 2. Dependability indices.

Load-
point

Average 
unavailability

Mean up 
time [hours]

Mean down 
time [hours]

LP6 2.416 10–3 11381.7 27.6
LP7 3.705 10–2  904.4 34.8
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An extreme case is when the processes are 
 independent. This corresponds to a fault-tree, 
the leaves of which are associated to independent 
Markov processes.

A BDMP (F, r, T, (Pi)) is made of: a multi-top coher-
ent fault-tree F, a main top event r of F, a set of triggers 
T, a set of “triggered Markov processes” Pi associated 
to the basic events (i.e. the leaves) of F, the definition 
of two categories of states for the processes Pi.

A trigger is represented graphically with a dot-
ted line. The first element of a trigger is called its 
origin, and the second element is called its target. 
Two triggers must not have the same target.

This means that it is sometimes necessary to 
create an additional gate (like G1 in Fig. 4) whose 
only function is to define the origin of a trigger. 
Fig. 3 is an example of graphical representation 
of all the notions of BDMP. In this example, we 
have a fault-tree with two tops: r (the main one) 
and G1. The basic events are f1, f2, f3, and f4: they 
can belong to one of the two standard triggered 
Markov processes defined below. There is only one 
trigger, from G1 to G2.

Definition of a “triggered Markov process” (we 
have such a process Pi associated to each basic 
event i of the fault-tree).

Pi is the following set of elements:

{ }Z t f fi i i if0 1ZZ 0ff 1 0ff)ttt , (ZiZ1ZZ ), → →f1 1ff

{ }Z ti i
0 1ZZ )ttt , (ZiZ1ZZ )  are two homogeneous Markov 

processes with discrete state spaces. For k∈{0,1}, 
the state space of ZkZi ( )t  is AkAi .

For each AkAi  we will need to refer to a part FkFF i of 
the state space AkAi . In general, FkFF i  will  correspond 
to failure states of the component or subsystem 
modelled by the process Pi.
f i
0 1ff →  and f i

1 0ff →  are two probability transfer 
 functions defined as follows:

for any x Ai
0AA , f xi

0 1ff → )x  is a probability dis-
tribution on Ai

1AA , such that if  x F i
0FF , then 

Pr( ) )f x(i i)x(0 1ff 1 1→ =)

for any x Ai
1AA , f xi

1 0ff → )x  is a probability 
distribution on Ai

0 , such that if  x F i
1FF , then 

Pr( ) )f x(i i)x(1 0ff 0 1→ =)

Such a process is said to be “triggered” because 
it switches instantaneously from one of  its modes 
to the other, via the relevant transfer function, 
according to the state of  some externally defined 
Boolean variable, called “process selector”. The 
process selectors are defined by means of  trig-
gers. The function of  a trigger is to modify the 
mode of  the processes associated to the leaves in 
the sub-tree under its target when the event that is 
the origin of  the trigger changes from FALSE to 
TRUE (or conversely). The exact definition of  the 
semantics of  a BDMP (in particular when there 
are several triggers) is too complex to be explained 
in the present paper, but it can be found in (Bouis-
sou & Bon 2003).

We give hereafter the two standard processes 
that are most often used in BDMP.

4.1.2 The warm standby repairable leaf
This process is used to model a component that can 
fail both when it is in standby and when it works 
(this mode corresponds to a process selector equal 
to 1), but with different failure rates. This com-
ponent can be repaired whatever its mode. When 
λs = 0, the model represents in fact a cold standby 
repairable component.

f1 f2 f3 f4

r

G1 G2

Figure 4. A simple BDMP.

S WF F
λs
μ

λ
μ

Process 0 Process 1

The transfer functions simply state that when 
the value of the process selector changes, the 
component goes from state Standby to Working 
(or vice-versa) or remains in Failure state with 
certainty.

f0→1(S) = {Pr(W) = 1, Pr(F) = 0},

f0→1(F) = {Pr(F) = 1, Pr(W) = 0}

f1→0(W) = {Pr(S) = 1, Pr(F) = 0},

f1→0(F) = {Pr(F) = 1, Pr(S) = 0}

4.1.3 The on-demand repairable failure leaf
This model is used to represent an “on-demand” 
failure that can happen (with probability γ) when 
the process selector changes from state 0 to state 1.
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f0→1(W) = {Pr(W) = 1–γ, Pr(F) = γ},

f0→1(F) = {Pr(F) = 1, Pr(W) = 0}

f1→0(W) = {Pr(W) = 1, Pr(F) = 0},

f1→0(F) = {Pr(F) = 1, Pr(W) = 0}

4.2 The models of the system

A first BDMP, used to assess the reliability and 
availability of the power supply of LP6, is given 
in Appendix 2. This BDMP was built by hand, 
but using a systematic reasoning. The only diffi-
culty lies in the fact that the system is looped, and 
BDMP, just like fault-trees, are not very practical 
to model looped systems.

Fortunately, we could check our model by 
computing the minimal cut sets of its structure 
function.

The BDMP only contains one trigger, to model 
the fact that GEN2 is a backup for GEN1.

To model the fact that the repair of GEN2 begins 
only when a failure of GEN1 has revealed the fact 
that GEN2 is unable to take over, we had to model 
explicitly the repairman associated to GEN2, and 
to specify via the green link going from GEN1 to 
this object called rep_for_GEN2 that the repair 
can begin only when GEN1 is failed.

The Petri net depicted in Appendix 1 can serve 
as a unique model to assess the probability of loss 
of both loads (LP6 and LP7), because it faithfully 
reproduces the physical behaviour of the system. 
The use of BDMP is quite different: like fault-trees, 
they are always dedicated to the study of a single 
undesirable event. This is why we had to build a 
second BDMP to compute the probability of loss 
of load LP7. This time, we must take into account 
the priorities and the limited capacity of the lines.

The top part of the BDMP of Appendix 3  models 
the reasoning given hereafter. LP7  cannot be sup-
plied if  and only if  one of the two following situ-
ations occur:

• GEN1 is failed and [there exists a path from 
GEN2 to LP6 (in that case, the power of GEN2 
is used to feed LP6) or all paths from GEN2 to 
LP7 are lost],

• GEN1 works and it is impossible to feed both 
LP6 and LP7 while respecting the capacity limi-
tation of the lines.

Since the structure of BDMP cannot con-
tain negations (because this would destroy their 
good mathematical properties), we simplified the 

model in a pessimistic way by not considering the 
negations of failures. This is how we arrived at the 
BDMP of Appendix 3.

4.3 Results

Table 3 below gives the values computed by the tool 
FIGSEQ from the two BDMP commented in the 
previous section. FIGSEQ works by exploration of 
sequences in Markov models defined “locally”, by 
the knowledge of the transitions going out of any 
state. In practice, the input of FIGSEQ is defined 
in the FIGARO modelling language (Bouissou 
2005). Such models can be automatically generated 
by the modelling tool KB3, from various graphical 
representations. BDMP are only one of the “ready 
to use” representations KB3 allows to input. Of 
course, we could also have developed a specific 
knowledge base written in the FIGARO language, 
in order to model, not only the test system of this 
chapter, but also many others with the same kind 
of characteristics and components. But our pur-
pose was to challenge the possibilities of BDMP in 
a situation which was not too favourable to them.

And indeed the calculation times (a few seconds 
for the first model and less than one second for the 
second one—on an Intel Celeron 2.8 GHz) show 
that they performed quite correctly.

5 COMPARISON OF THE RESULTS, 
PERFORMANCES

As we have already said, a single Petri net could be 
used to assess both undesirable events: loss of LP6 
and loss of LP7, whereas two dedicated BDMP 
were required to do the same work.

But the use of dedicated models presents an 
important advantage: for each undesirable event, 
the quantification of the corresponding BDMP 
via FIGSEQ produced very interesting qualitative 
results in the form of the preponderant sequences 
leading to that particular event (like those listed in 
Appendix 4); this kind of information is of para-
mount importance in order to check the model 
validity. Moreover, thanks to the properties of 
BDMP which automatically inhibit failures on 
parts of the system that were made useless because 
of previous failures, most of these sequences are 
minimal. This very important property of BDMP 

WW F Fμ μ

Process 0 Process 1

Table 3. Dependability indices.

Load-point
Asymptotic 
unavailability

Mean up 
time [hours]

Mean down 
time [hours]

LP6 2.42 10−3 10476 25.4
LP7 3.857 10−2  903 36.2
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considerably reduces the combinatorial problems 
in the sequences exploration, as we have shown 
in detail on a example in (Bouissou & Muffat 
2004). And it is also more realistic to consider 
that a  de-energized part of the electric system 
cannot fail. In the Petri net model, all failures are 
assumed independent: failures of the lines may 
occur even when both generators are lost. It would 
be excessively complicated to implement in the 
Petri net a mechanism equivalent to the irrelevant 
event trimming of BDMP. Finally, thanks to the 
possibility to use an analytic method, the computa-
tion time needed to quantify the two BDMP mod-
els is negligible when compared to the simulation 
time needed for the Petri net. Of course, the smaller 
the failure probabilities, the larger the advantage in 
favour of BDMP would be.

Another advantage of BDMP is the fact that 
they allow to compute minimal cut sets from 
their structure functions. In spite of the fact that 
this gives only a simplified qualitative view of the 
model, it is an additional way to check its validity. 
And indeed, in the present compared study, the 
BDMP models proved to be much easier to build 
and validate than the Petri net, just as in the com-
parison reported in (Bouissou et al. 2005) about 
the modeling of multiphase systems.

6 RELATED WORK

In this section, we cite other approaches that 
have been developed in order to evaluate the 
dependability of repairable systems with complex 
dependencies between the components (note 
that many methods one can find in the literature 
are limited to non repairable systems). These 
approaches could also be considered to solve our 
test problem.

6.1 Petri nets and Monte Carlo simulation

In the articles (Dutuit et al. 1997), (Châtelet 
et al.2000), (Chabot et al. 2003), the authors have 
given multiple examples of the use of Petri nets 
to model systems with a small number of com-
ponents, but showing a complex behaviour, even 
including dynamic reliability problems (i.e. with 
continuous state variables as well as discrete vari-
ables). The difference with the work reported here 
is that they have used only Monte Carlo simulation 
as a quantification method.

6.2 Dynamic reliability block-diagrams

The article (Walter 2007) describes a new depend-
ability analysis tool, OpenSESAME, that is based 
on a dynamic reliability block-diagram formalism. 

The model is essentially made of a standard 
reliability block-diagram which represents the 
structure function of the system, and of a series of 
graphical specifications of dependencies between 
components. The ideas behind OpenSESAME 
are similar to those behind BDMP: extend a well-
known static formalism, often used by reliability 
analysts, in order to make it suitable for the 
description of dynamic systems. The models built 
with OpenSESAME are automatically translated 
into Petri nets for their processing by previously 
existing Petri net tools.

7 CONCLUSIONS

In this chapter, we have explored two quite different 
approaches to assess the dependability of complex, 
reconfigurable and repairable systems. We have 
taken an electric power system as an example, and 
we have demonstrated how it could be modelled 
both with markovian Petri nets and with Boolean 
logic Driven Markov Processes (BDMP)®.

As regards modelling issues, the Petri net 
has the advantage of being able to yield many 
different results from a single model, because it 
closely mimics the behaviour of the system in its 
entirety. On the other hand, the use of BDMP 
require the construction of a specific model for 
each undesirable event to study. In spite of this 
inconvenient, the two BDMP needed to assess the 
loss of power at two different places in the power 
network were much easier to build and validate 
than the Petri net. In particular, BDMP make it 
easy to obtain the most relevant sequences of 
events leading to a given failure situation; this is 
extremely useful both to validate the model and to 
suggest the most relevant improvements that could 
be applied to the system.

The results obtained from the two models are not 
identical, but show little relative differences. These 
differences can be explained by small differences 
in the modelled behaviour, and also by the use of 
different quantification methods.

As regards quantification issues, this chapter 
gives a good illustration of the advantages and 
drawbacks of three different methods for Markov 
models.

The matrix calculations used for the sub model 
composed only of the two generators are convenient 
to plot reliability and availability as functions of 
time. But this kind of method only yields global 
results and cannot help detect errors in the model. 
They are severely limited by the explosion of the 
number of states for large systems. The Monte 
Carlo simulation, used in this study for the whole 
Petri net, is not limited by the number of states, but 
rather by the computation time needed to obtain 
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good estimations of low probabilities. With proper 
user interfaces, it can help to some extent to debug 
a model. Finally, the exploration of sequences in the 
Markov graph virtually defined by a more concise 
model (we have used it on BDMP, but in principle, 
this method could as well have been used on the 
Petri net) is able to yield both interesting qualita-
tive and precise quantitative results, even for very 
large models, provided that some sequences are 
preponderant. Fortunately, this is very often true 
for real systems.
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Appendix 1. Inhibitor Petri Net (IPN) modelling the availability of the test-case power system.
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N4_not_supplied_by_L2N4_not_supplied_by_L2

!

L2L2

!

L9L9

OR

no_flow_in_L3no_flow_in_L3

OR

no_flow_7_5_in_L9no_flow_7_5_in_L9

AND

N2_not_suppliedN2_not_supplied

!

L3L3

AND

N5_not_suppliedN5_not_supplied

OR

no_flow_1_2_in_L1no_flow_1_2_in_L1

L1
Main_page

L1
Main_page

GEN1
Main_page

GEN1
Main_page

no_flow_1_2_in_L1
Main_page

no_flow_1_2_in_L1
Main_page

no_flow_1_2_in_L1
Main_page

no_flow_1_2_in_L1
Main_page

AND

N5_not_supplied_by_L8N5_not_supplied_by_L8

N5_not_supplied_by_L8
Main_page

N5_not_supplied_by_L8
Main_page

no_flow_in_L8
Main_page

no_flow_in_L8
Main_page

rep_for_GEN2rep_for_GEN2

I  !

Delay_to_start_GEN2Delay_to_start_GEN2

OR

GEN2_unavailableGEN2_unavailable

Appendix 2. BDMP modeling the loss of load in LP6.
The leaves with symbols “!” and “SF !” represent triggered Markov processes, corresponding respectively to models 
of §4.1.2 with λs = 0 and with λs≠0. The leaf “Delay_to_start_GEN2” is an instance of the triggered Markov process 
described in §4.1.3 (with parameters γ = 1 and μ = 3600/h).
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Asympt Aver. Dur. Contrib. Cumulated

Name Rate Class Proba.AP After init in AP Contrib.

[ failF OF GEN1] 5.00E-04 EXP
[ failI OF Delay_to_start_GEN2] 1.00E+00 INS

[ failS OF GEN2] 1.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failF OF L2] 2.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failI OF Delay_to_start_GEN2] 1.00E+00 INS
[ failF OF L6] 2.00E-04 EXP

[ failF OF GEN1] 5.00E-04 EXP
[ failI OF Delay_to_start_GEN2] 1.00E+00 INS

[ failF OF L3] 2.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failI OF Delay_to_start_GEN2] 1.00E+00 INS
[ failF OF L9] 2.00E-04 EXP

[ failF OF GEN1] 5.00E-04 EXP
[ failI OF Delay_to_start_GEN2] 1.00E+00 INS

[ failF OF L4] 2.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failI OF Delay_to_start_GEN2] 1.00E+00 INS
[ failF OF L1] 2.00E-04 EXP

[ failF OF GEN1] 5.00E-04 EXP
[ failI OF Delay_to_start_GEN2] 1.00E+00 INS

[ failF OF L7] 2.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failI OF Delay_to_start_GEN2] 1.00E+00 INS
[ failF OF L8] 2.00E-04 EXP

[ failF OF GEN1] 5.00E-04 EXP
[ failI OF Delay_to_start_GEN2] 1.00E+00 INS

[ failF OF L_5] 2.00E-04 EXP
[ failF OF GEN1] 5.00E-04 EXP

[ failI OF Delay_to_start_GEN2] 1.00E+00 INS
[ failF OF L2] 2.00E-04 EXP
[ failF OF L8] 2.00E-04 EXP
[ failF OF L6] 2.00E-04 EXP
[ failF OF L7] 2.00E-04 EXP

8.64E-01

3.97E-04 2.38E+01 1.51E-03 8.66E-01

4.03E-04 2.42E+01 1.53E-03

8.59E-01

9.87E-04 2.37E+01 3.76E-03 8.63E-01

9.87E-04 2.37E+01 3.76E-03

8.51E-01

9.87E-04 2.37E+01 3.76E-03 8.55E-01

9.87E-04 2.37E+01 3.76E-03

8.44E-01

9.87E-04 2.37E+01 3.76E-03 8.48E-01

9.92E-04 2.38E+01 3.78E-03

8.36E-01

9.92E-04 2.38E+01 3.78E-03 8.40E-01

9.92E-04 2.38E+01 3.78E-03

8.29E-01

1.01E-03 2.42E+01 3.84E-03 8.33E-01

9.06E-03 4.35E+02 3.45E-02

0.00E+00 7.94E-01 7.94E-01

Transitions

2.08E-01

Appendix 4. Main sequences leading to the loss of load in LP6.

LOL_LP7LOL_LP7

!

L6L6

!

L7L7

!

L8L8

!

GEN1GEN1

!

L1L1

!

L5L5

!

L4L4

!

L2L2

!

L9L9

!

L3L3

OR

OR_1OR_1

OR

Obligation_to_use_L2_to_feed_LP6Obligation_to_use_L2_to_feed_LP6

AND

AND_1AND_1

OR

OR_2OR_2

OR

Impossible_to_feed_LP7_by_GEN1Impossible_to_feed_LP7_by_GEN1

AND

AND_1_1AND_1_1

OR

OR_2_1OR_2_1

Appendix 3. BDMP modelling the loss of load in LP7.
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ABSTRACT: Because industrial processes generally present several productions levels, the traditional 
Boolean approaches and traditional parameters (reliability and availability) are not really relevant to deal 
with them. In addition, their dynamic behaviours, operational procedures and complex maintenance poli-
cies have to be taken under consideration. Therefore, methods and tools specifically developed for depend-
ability calculations have to be implemented. The first idea is to handle the classical markovian approach. 
It works but is very much limited by the explosion of the number of states which is exponential with the 
number of components. To handle huge numbers of states, a qualitative jump is needed: analytical calcu-
lations have to be replaced by Monte Carlo simulations performed on behavioural models. Those models 
must accurately model both the functioning and the dysfunctioning of the industrial systems. “State 
Transition” (“finite state automata”) models may be used for that purpose and this chapter describes in 
detail the Stochastic Petri Nets which have been used for more than 25 years in our company for RAM 
(Reliability, Availability, Maintainability) studies. The new formal languages AltaRica Data Flow which 
encompasses all other models (Fault-trees, Reliability Block Diagrams, Markov processes and Petri nets), 
will be also described briefly.

Several attempts have been done to cope with 
the first difficulty. This has lead to various solu-
tions which will be shortly presented hereafter. 
Most of the industrial production systems have 
discrete production states. The number of such 
states may be huge but as they can be counted and 
the number remains finite. This is corresponds 
very well with the so-called finite state automata 
developed in the automatics field. Therefore they 
provide efficient behavioural models and some of 
them have been adapted for reliability, availability 
and production availability calculations. Petri nets 
seem to be the best at the present time and we are 
going to focus this chapter on them. The Alta-
Rica language recently published (Boiteau et al 
2006) will be also briefly described at the end of 
the chapter. The second difficulty is not the least! 
How many methods working well on paper prove 
to be not tractable for systems comprising more 
than three or four components? Academic works 
and tools developers often forgot this problem but 
when performing a production availability study 
the results are needed at once (i.e. in some minutes 
not in days).

As analytical methods cannot really be used on 
industrial size systems without drastic approxima-
tions, the Monte Carlo simulation seems the best 
candidate to cover the needs implied by depend-
ability calculations. This is what is going to be 
explained now.

1 INTRODUCTION

Since the beginning, the probabilistic studies 
have been mainly focused on the safety aspects of 
industrial systems. Therefore, the classical notions 
of reliability and availability have been introduced 
to deal with events occurring rarely but with big 
consequences (accidents and catastrophes). This is 
exactly the contrary of what arises in the context 
of dependability where we have to deal with fre-
quent events with low consequences (production 
or financial losses).

Handling frequent rather than rare events 
makes a big difference as the old good approxima-
tions widely used are no longer valid. The prob-
lem is that these approximations are so usual that 
users tend to forget them. In addition, conditions 
which are negligible (ex. single repair team) in the 
context of safety may have a strong impact on pro-
duction systems and have to be modelled properly. 
Therefore, the tools developed for safety purposes 
have to be used very cautiously when dealing with 
dependability.

When developing specific tools for dependabil-
ity calculation, two main difficulties have to be 
borne in mind:

1. implementing models representing properly the 
behaviour of the system,

2. obtaining results with reasonable running 
times.
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2 MODEL QUEST

2.1 Various attempts for production availability 
modelling

Three main ways have been tried to develop tools 
able to perform actual production availability stud-
ies on industrial size systems:
1. fault injection in existing design software 

packages;
2. specific Monte Carlo software packages;
3. generic models.

The two first approaches are developed by engi-
neers who do not belong to the reliability com-
munity (contractors specialised in production 
availability analysis who generally don’t even know 
the existence of reliability methods and tools). The 
third one is this developed by reliability engineers 
who generally don’t even know the existence of the 
other methods and tools.

It is a pity but at the present time there is a gap 
between reliability engineers (who are focused on 
safety) and other engineers who achieve produc-
tion availability studies. Nevertheless there is a kind 
of tacit agreement between them: Monte Carlo 
simulation is the only tractable way to obtain the 
numerical results.

We are now going to analyse very quickly these 
three solutions.

2.1.1 Fault injection
The most pragmatic and simple way was to divert 
the softwares originally developed for the dimen-
sioning of the systems themselves. Based on accu-
rate specific mathematics they are devoted to model 
the system functioning and are not well adapted to 
model its dysfunctioning.

Scheduling softwares have been sometimes used 
for the same purpose.

Nevertheless, as the analysts had these softwares 
on hand, they have tried to use them by produc-
ing perturbations (corresponding to item failures) 
in the models and seeing what happens. This is the 
so-called fault injection approach.

Fault injection is sometimes performed by 
hand but Monte Carlo simulation is implemented 
in some tools to automate the process. As these 
softwares run very slowly only few scenarios can 
be handled in such a way. This gives indications 
about the production capacity but not really pro-
vides production availability results even if  users 
are often over confident in their calculations ...

This does not seem to be the best approach for 
obtaining accurate results in production availabil-
ity calculations.

2.1.2 Specific Monte Carlo software
The second way investigated to assess production 
availability has been the development of specific 

Monte Carlo softwares. This has been completely 
done outside the reliability community and these 
softwares are generally based on the preferred 
engineer’s model which is the block diagram.

According to the sophistication of the software, 
more or less additional information (maintenance, 
production capacities ...) can be input and the 
models ranges from improved reliability block dia-
grams to flow diagrams.

The principle is to use more or less user-friendly 
graphical interfaces to build the model graphically. 
This allows working very easily and quickly when 
the system under modelling corresponds exactly to 
the software modelling capacities but this becomes 
very difficult (not to say impossible) when it is not 
the case. Therefore this is a good solution for produc-
tion availability calculations provided a well adapted 
software is used. However only a few of them have 
been designed to run very quickly and users often do 
not perform enough simulations when using them.

Anyway, at the present time most of the produc-
tion availability calculations performed in industry 
are done by using such Monte Carlo simulation 
softwares.

2.2 Generic models

On the contrary of above, the reliability commu-
nity has developed generic models which are not 
devoted to a given industrial field. Of course their 
abstraction level is higher than simple reliability of 
flow diagrams and this is perhaps why they are not 
known by non-reliability engineers.

The first attempt of reliability engineers has 
been to use what they have on hand. As Fault 
trees are obviously not relevant it is the marko-
vian approach which has been tried first. Unfor-
tunately, for industrial size systems, this analytical 
method has shown to be not really tractable. As 
previously, Monte Carlo simulation has appeared 
to be the best way to investigate but this is finite 
state automata which have been chosen instead of 
block diagrams to perform such simulations.

Finite state automata allow building very effi-
cient behavioural models when used in conjunction 
with Monte Carlo simulation. Among them the 
best candidate has been the so called Generalized 
Stochastic Petri Net which is now in use for pro-
duction availability studies since the eighties.

In order to cope with the demand for model-
ling more and more complex production systems, 
research and development works have been done in 
two directions: improve the above PN and develop 
specific formal languages for modelling properly 
the functioning and dysfunctioning of production 
systems.

In the remaining part of this chapter, the generic 
approaches as implemented in our company will 
be described more in depth: markovian and Petri 
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Net approaches included into the GRIF software 
package and AltaRica data Flow language model-
ling included in the COMBAVA software package.

2.3 Monte Carlo simulation

We are talking about Monte Carlo simulation since 
the beginning of this paper and it is time now to 
explain it. A good image of the Monte Carlo 
simulation principle is this of a farmer shaking a 
 walnut-tree with a wood stick in order to get  walnuts !!! 
This is not a very academic definition but it depicts 
very well the method:

1. the walnut-tree is the behavioural model;
2. the wood stick used to shake the walnut-tree 

represents the random numbers used to animate 
the model. This is the Monte Carlo simulation 
proper;

3. the fallen walnuts are the observed statistical 
results.

Like the farmer, reliability engineers use Monte 
Carlo simulation to shake a behavioural model in 
order to see what happens. The obtained results 
are then processed in a traditional way.

Figure n°1 illustrates how Monte Carlo simula-
tion works on a simple system made of 2 produc-
tion wells.

The behavioural model is a Markov process and 
only two histories have been represented. Each his-
tory is one realisation of  the life of these two wells. 
This is of course not enough for accurate statistical 
results but it is sufficient to show the principles.

Looking at the results for t = 2000 h:

• the system is completely failed 1 time over 2; its 
classical instantaneous unavailability can be esti-
mated at 1/2 = 0.5 for t = 2000 h;

• the system has been failed during 500 h over 
2 * 2000 h; its mean unavailability can be 
 estimated to 500/4000 = 0.125;

• the system has been completely failed 1 time over 
2 before t = 2000 h; its unreliability over [0, 2000] 
is then 1/2 = 0.5;

• The system has been completely failed 1 time 
over 2 before t = 2000 h; its mean failure number 
is then 1/2 = 0.5;

• the system has produced at 100% during (300 + 
300 + 400 + 300 + 100) + (400 + 200 + 500) = 2500 h, 
i.e. 62.5% of the time;

• the system has produced during 500 h at 60% 
i.e. 12.5% of the time

• the system has produced during 500 h at 40% 
i.e. 12.5% of the time

• the system has produced during 500 h at 0% 
i.e. 12.5% of the time;

• the production availability  (mathematical 
 expectation of the productivity) is: 62.5 + 12.5 * 
0.6 + 12.5 * 0.4 = 75%;

• the production loss is 100% − 75% = 25% (to be 
compared with the 12.5% of the classical mean 
unavailability);

• the repair team has been requested 8/2 = 4 times 
in average;

• the repair team has worked 1500/2 = 750 h in 
average (i.e. 37.5% of the time);

• etc.

It is clear that the results are far beyond those 
obtained by using classical reliability methods. 
They are, in fact, only limited by the analyst clev-
erness! The reader could try to establish the same 
results for t = 4000 h.

Provided a flexible behavioural model and a fast 
running software exist, Monte Carlo approach 
is then a powerful approach for production 
 availability calculations.

2.4 Markovian approach

As markovian approach reaches quickly its limits 
for industrial size systems we only intend in this 
paragraph to show the principle of its extension 
toward production availability calculations.

If, as shown on figure n°1, it can be used as 
behavioural models in Monte Carlo simulations, 
the markovian approach is principally known to be 
an analytical probabilistic calculation method.

The graphical equivalent of a Markov process 
is a Markov Graph which represents the various 
states of the systems as well as the transitions (i.e. 
the jumps) between states. For classical approaches 
the states are only split between two classes,  working 
and failed.

Even if  our example on figure n°1 is a system 
made of two basic binary components (two states: 
work, don’t work), it is no longer binary itself. 
Each of its states has a given production level 
(100%, 60%, 40%, 0%) which can be considered as 
its efficiency. We obtain then a so-called multi-state 
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Figure 1. Example of Monte Carlo simulation.
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system with three main classes (perfect, degraded 
and failed) as identified on figure n°2.

The notion of state efficiency is a kind of reward 
as introduced within some academic works.

In short, the principle of the analytical marko-
vian calculations is to establish the equations to 
calculate the probabilities at time t + dt from the 
probabilities at time t. This leads to the next dif-
ferential equation:

dPi (t) /dt = −λii Pi(t) + Σ λki Pk (t) (1)

The commonly used homogeneous Markov 
processes have constant transition rates. In the 
above formula λki is the transition rate from state k 
to state i and λii the transition from i to any other 
state over the same period. This can be expressed 
in a vectorial form encompassing all the states:

dP(T)/dt = [M] ⋅ P(T) (2)

A solution of the above equation is:

P(T) = e [M]t ⋅ P(T0) (3)

This formula allows to calculate the probabil-
ity of each state at time t but, in order to handle 
production availability assessments, it is moreover 
necessary to calculate how many times the system 
has spent in any of its production state. This is eas-
ily done just by performing an integral over [0, t]:

CST(t) = ∫P(τ) dτ (4)

Efficient algorithms are existing to calculate for-
mula n°3 and 4 up to some millions of states, which 
is sufficient to handle small production systems.

Mixing efficiencies and cumulated sojourn times 
allows calculating the production availability over 
a given period [0,T]:

PA(T) =  [100% ⋅ CST1(T) + 60% ⋅ CTJ2(T)
+ 40% ⋅ CTJ3(T) + 0% ⋅ CTJ4(T)] / T (5)

This can be summarised by:

PA(T) = Σ Efi ⋅ CTJi(T)/T (6)

In the context of traditional analysis with two 
classes only (100%, 0%) this formula gives the mean 
availability of  the system over [0, T]. This may not 
be confused with the steady state availability which 
exists only when the availability converges towards 
an asymptotic value.

Therefore the markovian approach seems to be 
promising for production availability calculations. 
Unfortunately the explosion of the number of 
states with the number of components limits dras-
tically its interest. As a million of states is reached 
for systems comprising only 10 to 12 components, 
this method is tractable only for small systems. 
And even in this case, this is tractable only if  some 
tool is available to generate the Markov graph 
automatically from another high level description. 
Petri nets or formal languages may be used for this 
purpose.

Bigger systems imply to aggregate the states 
into macro-states and this is not generally possible 
without rough approximations. It has to be noted 
that the method sometimes used to calculate the 
reliability by keeping only the shortest sequences 
from the perfect and the failed states doesn’t work 
here as the failed state is not absorbing: as it is 
possible to jump out of  if  after repair, there is no 
evidence that the shortest sequences are the most 
probable.

Anyway, the accuracy of  these approximate 
methods is very much dependent of  the skill of 
the analyst who achieves the model and it is bet-
ter to use methods really designed to manage 
industrial size systems like those we are going to 
discuss now.

2.5 Basic Petri net modelling

2.5.1 Short history
Petri nets have been invented recently, at the begin-
ning of the sixties. The purpose was to graphically 
represent the behaviour of finite state automata, 
not at all modelling production systems. Nowa-
days, most of the works are done in their original 
field for formal proof purposes. This, of course is 
completely different from what we do when using 
them to model dynamic industrial systems.

In the reliability field, at the end of the seventies, 
the first use has been the identification of the states 
of a system in order to build big Markov processes. 
It is at the beginning of the eighties that their pow-
erfulness and flexibility has given the idea to use 
them as behavioural model for Monte Carlo simu-
lation. Dozens of types of Petri Nets are identified 
in academic works but we are going to describe 
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Figure 2. Example of simple Markov process.
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shortly only the ones that we have developed and 
that we use every day:

• generalised stochastic Petri Nets,
• Petri Nets with predicates and assertions.

2.5.2 Basic elements
The shortest way to describe the basic Petri Net 
is to take an example: a repairable module with a 
single repair team.

As shown on figure n°3, a Petri net is made of:

• places represented by circles;
• transitions represented by rectangles;
• arcs or arrows (upstream and downstream);
• tokens represented by small black circles.

Places represent potential states and transitions 
potential events: they are only static drawings. Tokens 
are moving according to simple rules and indicate 
at each moment which states are actually achieved: 
they constitute the dynamic part of the basic model. 
The token in place OK means that the module is in 
the working state. From this state only one event can 
occur: the failure of the module which is represented 
by a transition in black (failure rate λ).

The delay δ before this failure is going to actu-
ally occur is calculated just by generating a random 
number z and using the next formula:

δ = −Log(z)/λ (7)

This is the exponential case but it is possible to 
calculate δ for any probabilistic law.

When δ is elapsed, the transition is fired: the 
token is removed from OK and a token is added 
in W. The module is now waiting for repair.

As there is one token both is the Repair team 
and W places, then the transition related to the 
start of the repair becomes valid.

Because the delay affected to this transition 
is 0, repair can begin at once. A delay equal to 0 
is a  particular case of a constant delay which is 
 modelled by a Dirac law. This simple example dem-
onstrates that there is no problem to mix stochastic 
events (λ) and deterministic events (constant delay) 
within the same Monte Carlo simulation.

OK

W

R

λ

μ
0

Repairteam

arc

λ

μ
0

Repairteam

Place

Transition

Token

Figure 3. Example of Petri Net.
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Figure 4. Firing a transition.

OK

W

R

λ

μμ
00

Repairteam

λ

Figure 5. Repair goes on.

When the repair is started, the tokens in W and 
Repair Team are removed and one token is added 
in place R. The component is now under repair. 
Note that another module failing now will have 
to wait until the Repair Team place is empty (the 
Repair Team is no longer available).

This example shows also that the number of 
token present in the model is not necessarily the 
same at each time: firing the start repair transition 
has removed two tokens and added only one.

Now the next valid transition is the end of the 
repair of  the module. Again a delay δ can be calcu-
lated by generating a random number and using the 
stochastic law attached to this transition: exponen-
tial with a repair rate μ, but also uniform, triangu-
lar, Weibull, Log-normal, etc ... with Monte Carlo 
simulation the type of law doesn’t really matter.

2.5.3 Advanced topics
2.5.3.1 Repeated places
On the above model there are two kinds of places:

• OK, W, R which constitute the skeleton of  the 
behavioural model of the module;

• Repair team which is an auxiliary place which 
will be used by several other modules.

In order to keep clarity in the model it is very use-
ful, for auxiliary places, to use “repeated” places 
instead of the original ones.

A system comprising several modules using a 
common repair team is represented on figure n°6. 
Instead of drawing arcs from the original place we 
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have used several repeated places RT which are 
copies of the Repair team auxiliary place. Intro-
ducing this concept of repeated places has trans-
formed the Petri net of figure n°3 into a re-usable 
model. Working in this way allows to develop big 
models while remaining clear and simple. It has 
to be noted that such a model is linear with the 
number of places: 3.n places to represent 3n states.

2.5.3.2 Messages
Another way of modularising the model is to 
use messages. This can be done by replacing the 
repeated place RT by a message !RA which is true 
when the repair team is available and false if  the 
repair team is unavailable.

When the module is waiting for repair (one 
token in W), the start repair transition looks at 
the state of ?RA. It will be fired as soon as ?RA 
becomes true. Since the transition is fired the 
repair team is no longer available for another fail-
ing module and the transition emit !RA = false (i.e. 
!not-RA = true).

A question mark (?RA) indicates a received mes-
sage while an exclamation mark (“!RA”) indicates 
an emitted message. The same message can be both 
received and emitted by the same transition. Sev-
eral messages can be received (linked by a logic 
“AND” or a logic “OR” gate) and emitted by the 
same transition.

When the repair is finished, then the repair team 
becomes available again and !RA becomes true 
again.

Messages are very useful to synchronise the 
behaviour of sub Petri Nets which can be developed 
separately from one another. The above model on 
figure n°7 is absolutely equivalent to the previous 
one on figure n°6.

2.5.3.3 Inhibitor and weighted arrows
On the previous models, there is no priority for 
the repairs but, when several modules are failed at 
the same time, it can be useful to indicate which 
will be repaired first. A good way to do that is to 
use inhibitor arrows, as shown on figure n°8. Both 
modules are failed at the same time when ?RA is 
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false. When ?RA will become true then the one on 
the right hand side will be repaired first because 
the token in its W place inhibits (thanks to the 
arc in dotted line) the starting of the repair of the 
module on the left hand side.

Of course, to reach such a situation, at least a 
third failure already under repair is needed. This 
can happen only when the failures have to wait a 
long time to be repaired (for example when there 
are long logistic delays to start repairing).

Inhibitor arrows are the counterpoint of nor-
mal arrows: when there is at least 1 token in the 
upstream place, a normal arrow validates a transi-
tion while an inhibitor arrow invalidates it. This can 
be easily generalized as shown on figure n°9 where 
the notion of weight on the arrows has been intro-
duced. Each time the module is repaired, 1 spare 
part is used and as long as there is at least 3 spares 
parts available, the transition on the left hand side 
is inhibited (weight −3). When the number of spare 
parts goes below this number 2, new spare parts 
are ordered and they will be available after δ.

On this figure, we have shown the weights of all the 
arrows. Ordinary arrows have a weight of 1 and ordi-
nary inhibitor arrows a weight of −1. To summarize:

• an upstream arrow of weight n needs n tokens in 
the upstream place to validate a transition and 
remove n tokens when the transition is fired,

• a downstream arrow of weight q creates q tokens 
in the downstream place when the transition is 
fired,

SAFERELNET.indb   336SAFERELNET.indb   336 10/30/2010   4:31:36 PM10/30/2010   4:31:36 PM



337

• an inhibitor arrow of weight p inhibits the tran-
sition as long as there is at least p tokens in the 
upstream place.

Let us note that a weight 0 may be used for an 
upstream arrow removing all the tokens contained 
in the upstream place.

2.5.3.4 Suspended event
What often happens in a simulation is that a valid 
transition is inhibited before being fired. When it 
becomes valid again, the problem is to know if  this 
is another event (different of the one which has 
been previously inhibited) or if  it is the same which 
goes on (suspended event): in fact, both cases are 
possible depending of what is modelled. When the 
event is only suspended, that means that the time 
already elapsed before its suspension must be taken 
into account.

Figure n°10 shows a repair which stops at night 
and goes on the next morning. When the module 
is under repair, this repair is performed as long 
as there is no token in the night place. When the 
night occurs, the repair is suspended and this is 
indicated at the level of transition by the  keyword 
MEM (memory): the transition remembers how 
much time it lasts to finish the repair. This sim-
ple, useful and fundamental mechanism when 
 non- exponential laws are used is almost impossible 
to model properly in an analytical way. This is very 
simple when using Petri Nets.

2.5.3.5 Probabilistic switch
All the transitions depicted above deal with time 
delays but another type of transition can be 
encountered when modelling an industrial system: 
transition related to pure probability of occurrence 
like failure to start.

On figure n°11, the module on the right hand 
side is on stand-by and starts when the module 
on the left fails (inhibitor arrow). When there is 
a demand to start, it has a probability (1 − γ) to 
actually start and γ to fail. A special law is used for 
modelling that: the so-called probabilistic switch. 
When the transition is fired, a token is added in 
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OK2 in (1 − γ)% of  the times and in W2 in γ% of  
the times.

When the module on the left hand side is 
repaired, the module on the right hand side goes 
back to stand-by position.

This figure is a good opportunity to show that a 
given place (OK1) can be used both upstream and 
downstream the same transition: see the double 
arrow on the repeated place OK2.

The probabilistic switch used here has only two 
downstream arcs but, of course, a generalisation to 
n arcs is very easy.

2.5.4 Example of simulation
2.5.4.1 Simulation of one history
The model on figure n°12 represents exactly the 
same system previously discussed: two  components 
A producing 60% and B 40%.

Let us see how to perform a Monte Carlo 
 simulation by using such a model. To facilitate the 
understanding, the instant of firing transition Ti 
is named ti:

• At time = 0, T1 and T4 are valid and two random 
delays t1 and t4 are generated by using the cor-
responding probabilistic laws.

• If t1 is shorter than t4 we obtain the next 
 calendar => {t1, t4},
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• T1 being the first transition in the calendar, it is 
fired when t1 is elapsed and t1 is removed from 
the calendar => { t4},

• T2 becoming valid t2 is computed and added in 
the calendar => {t2, t4} as T2 is instantaneous,

• T2 is fired and t2 removed from the calendar => 
{ t4},

• T3 becoming valid, t3 is computed => {t3, t4} 
if  t3 < t4,

• T3 is fired, t3 is removed and T1 is valid again. 
The time t1 of  the second failure of A is com-
puted => { t4, t1} for example,

• T4 if  fired, t4 is removed from the calendar and T5 
becomes valid =>{t5, t1} as T5 is instantaneous,

• T5 is fired, T6 becomes valid and t6 computed => 
{t1, t6} if  t1 < t6,

• T1 is fired but T2 doesn’t become valid because B 
is under repair. The calendar is reduced to {t6},

• T6 is fired, both T2 and T4 become valid, t2 
and t4 are computed => {t2, t4} because T2 is 
instantaneous,

• etc. until the history duration T is reached.

Constituting a calendar is the key point of such 
a simulation:

1. each time a transition becomes valid, its delay is 
computed and introduced into the calendar,

2. each time a transition is inhibited, its delay is 
removed from the calendar,

3. the transition with the shortest delay is always 
fired first.

The time needed to perform a simulation man-
aged in this way does not necessarily depend 
directly on the size of  the model nor on the 
duration of  the history. The computation times 
depends mainly of  what happens on the sys-
tem during one history. If  at t = 0, the first valid 
transition is outside T, nothing is going to hap-
pen in this history and the computation time is 
almost 0. Therefore, small models can take longer 
to be computed (if  there are a lot of  transitions 
with short delays to fire) than big models which 
can be run very fast (because only a few number 
of  events arise).

For obtaining accurate statistical results, a lot of 
histories must be performed: 1000, 10 000, 100 000, ... 
depending on the frequency of the events that we 
are interested in. This is why Monte Carlo softwares 
must be designed to compute very fast. In this 
respect, the way of managing the firing of transition 
is therefore of utmost importance.

2.5.4.2 Output from a simulation
What can be expected from such a simulation? a lot 
of results indeed!

Some results which are obtained as by-product 
of the simulation itself  provide most of the main 
results needed by the analyst:

• mean firing frequency of  each transition;
• mean sojourn times in each place;
• mean marking of  every place.

This gives for the component A of the example:

• T1 frequency: number of failures,
• T2 frequency: number or repairs started,
• T3 frequency: number of repairs achieved,
• mean sojourn time in OK1: cumulated time of 

good functioning,
• mean sojourn time in W1: cumulated waiting 

time before repair,
• mean sojourn time in R1: cumulated repair 

time,
• mean marking of OK1: mean availability,
• mean marking of W1: mean probability to be 

waiting for repair at a given instant,
• mean marking of R1: mean probability to be 

under repair at a given instant.
• etc.

With such results, it is easy to estimate the pro-
duction gains and the losses due to the above com-
ponents and to see if  the repair team is correctly 
dimensioned by considering the time spent in W1 
and W2, etc.

Above straightforward results are often suf-
ficient but it is possible to obtain statistics on 
 specific states defined by the marking of  places 
and/or the state of  messages: mean cumulated 
sojourn time, mean number of occurrences, mean 
date of first arrival, mean occurrence at the end of 
 histories, etc.

Calculating the production availability of 
our example may be done just by evaluating the 
mean sojourn times spent in each of the following 
states:

1. {OK1[1], OK2[1]} => 100% production
2. {OK1[1], OK2[0]} => 60% production
3. { OK1[0], OK2[1]} => 40% production
4. { OK1[0], OK2[0]} => 0% production
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Figure 12. Simple production system.
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The mean number of occurrences of  the state 
{OK1[0], OK2[0]} represents how many times 
the system has been completely lost and the mean 
date of first arrival in this state may be used to 
evaluate the Mean Time To Fail (MTTF) of the 
system, etc. The probabilistic parameters obtained 
through a Monte Carlo simulation are only limited 
by the skill of the analyst!

2.5.5 Reliability and MTTF
Even though this document is focused on produc-
tion availability, Petri nets can be used to perform 
classical probabilistic calculations like reliabil-
ity, availability or MTTF” (Mean Time To Fail) 
calculations.

This is very easy by using auxiliary sub Petri 
nets like those presented on figure n°13, designed 
for evaluating classical reliability, availability and 
MTTF of  the 2 components example.

On the left hand side, the transition is inhib-
ited as long as A and B are not failed simultane-
ously. When this occurs, the transition is fired and 
the token is removed from place W and added 
in place F. This is a mono-shot transition which 
detects the first time the whole system is completely 
failed. The frequency of this transition is therefore 
the reliability of  the system. A great number of 
histories would be needed to assess this frequency 
with a sufficient confidence level if  the system is 
very reliable.

The time spent by the token in place W is the 
Time To Fail (TTF) of the system. Therefore, its 
average is the so-called Mean Time To Fail over the 
duration T of  the histories. If  the system doesn’t 
fail during a given history, this time is censored to T 
and to compute the true MTTF, T must be chosen 
long enough for obtaining the failure for every his-
tory. In that case, as each history gives a result and 
only a few number of histories are needed: MTTF 
is a parameter rather easy to compute by Monte 
Carlo simulation.

On the right hand side, we find an auxiliary Petri 
net for availability calculations. The principle is the 
same for the whole system failure but, as soon as 
one of the components A or B is repaired, the sys-
tem becomes available again.

Let us note that dividing the mean sojourn time 
in place A by the frequency of failures provides 
an estimate of the so-called MTBF (Mean Time 
Between Failure).

2.5.6 Modelling of the logistics
When dealing with production availability cal-
culations, it is of utmost importance that main-
tenance logistics is modelled very accurately. 
Figure n°14 gives an overview of what can be done 
when an intervention vessel (rig) has to be mobi-
lized to perform the repairs and when the failures 
are split between critical (priority for repair) and 
degraded failures (not priority for repair).

Important mechanisms are illustrated here: 
mobilisation/demobilisation of  maintenance tools 
(left hand side), repair priority according to the 
type of failures (right hand side), counting the 
number of producing and failed modules (bottom 
left hand side).

The maintenance support (rig) is normally non-
mobilised and its mobilisation is trigged by the first 
critical failure which occurs: this adds one token 
in place U (urgent repairs), emits the message !DR 
(demand for a rig) which is received by the transi-
tion modelling the starting of mobilisation opera-
tions. When the mobilisation delay is elapsed, the rig 
becomes available on the field (token in place M) and 
proceeds to the location of its first repair. When the 
location is reached (token in R) repair can begin.

One of the failed units takes the token from R, 
its repair starts and the repair of other failed units 
is inhibited. When the repair is ended, one token 
is removed from U (the number of waiting urgent 
failures is decreased by 1) and one token is placed 
in M. Then the rig proceeds to the next location to 
repair the next failure and so on ...
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Figure 13. Auxiliary sub Petri nets.
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The degraded failures behave in the same way, 
except that they wait until U becomes empty for 
being repaired. When there is no more failure to 
repair (U and nU empty), the rig is demobilised.

The production behaviour is simply modelled here 
through the counting of the producing and non-
producing modules: for critical failures, one token is 
removed from W and added in F as soon as the fail-
ure occurs while for degraded failure the same mech-
anism is implemented only when the repair begins.

When one repair is finished, the opposite mech-
anism removes one token in F and adds one token 
in W. In this way, at any moment W contains a 
number of tokens equal to the number of produc-
ing modules and F equal to the number of failed 
modules. When producing modules are identical, 
the mean marking of W gives directly the produc-
tion availability of the whole system.

In addition, the cumulated sojourn time in place 
TM (time of mobilisation) provides the time the rig 
has been used (the rig cost), the frequency of the 
mobilisation transition provides the mean number 
of mobilisation and the frequency of the transition 
between M and R allows to compute how many 
repairs are performed each time a rig is mobilised.

Therefore, a lot of information may be drawn 
from such a simulation.

3 ENHANCED PETRI NETS

Handling production availability modelling 
depends strongly on the characteristics of the sys-
tem studied. Here above we already found three 
examples: mean marking of  given places, mean 
sojourn time in given states and counting the 
number of producing units. For actual industrial 
systems, more sophisticated models are needed 
and generalized stochastic Petri nets have proven 
since the eighties to be very efficient to do that. 
Nevertheless, an enhanced category of Petri nets 
facilitating this work has been introduced recently. 
We are going to focus on them now.

3.1 Predicate and assertion

With basic Petri nets, the variables in use are 
only messages combined trough logical formulae. 
This has proved sufficient for a long time but the 
increasing demand from project managers has 
lead to strongly improve this part by introducing 
predicates to play the role of received messages and 
assertions to play the role of emitted messages:

• a predicate is any formula which may be true or 
false. They are used in the guard of  transitions 
to validate them and represented by a double 
 question mark ??,

A

U

0 0
??#OK1+#OK2=0 

??#OK1+#OK2>0 

??#OK1+#OK2=0 
?? Av = true

!! Av = false ??#OK1+#OK2>0
?? Av = false 

!! Av = true
0 0

Figure 15. Examples of predicates and assertions.

• an assertion is any formula. They are used to 
update variables when transitions are fired or 
when changes occur at the whole PN level. They 
are represented by a double exclamation mark !!

On this figure, where #OK represents the mark-
ing of the place OK, two possibilities to replace the 
availability sub PN of figure n°13 are illustrated.

The upper representation remains similar to 
 figure 13 but is simpler. On the lower Petri net, the 
transition on the right means that if  the places OK1 
and OK2 are not marked (#OK1 + "OK2 = 0) and 
Av is true (i.e. the system is still considered to be 
available) then the transition is going to be fired. 
After firing, Av becomes false (i.e. the system is 
considered to be unavailable). The transition on the 
left describes the opposite situation. This represen-
tation doesn't use any place at all but a mechanism 
is implemented to avoid endless loops: variable Av 
is updated only if  it has not been updated yet.

3.2 Production availability calculations

As shown on figure n°16, the behaviour of indi-
vidual components may be done as above but the 
topology of the whole production system can be 
very much simplified.

This example presents a production system 
made of two components in parallel linked to a 
third one in series. Assertions are used to update 
the production capacities when failures (ex C1 goes 
to 0) or repair (ex C1 goes to 40) occur. Then, the 
production capacity of the whole system may be 
calculated at any time by the simple assertion:

Prod = min(C1 + C2, C3) (8)

This assertion doesn’t belong to a specific tran-
sition. It is a global assertion which is updated 
automatically each time C1, C2 or C3 is updated.

Our aim was to illustrate how to handle the pro-
duction capacities of the individual modules but 
we could have also simply written:

Prod = min(#W1 × 40 + #W2 × 60, #W3 × 100) (9)
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Figure 16. Production modelling.

Anyway, the cumulated value of the variable Prod 
over one history gives the production of the system 
for this history. Therefore, simple statistics allow to 
calculate the production availability of the system.

Evaluating the repartition of the production 
levels may be achieved through a set of assertions 
like the next one:

H20 = ite ((Prod > 20) & (Prod <= 30), true, false) (10)

In this formula, H20 is a Boolean variable which 
is true only when Prod is comprised between 20 
and 30.

The cumulative value of Prod is a random vari-
able which changes from a history to another one. 
As each history provides a result, we obtain in the 
end of a simulation a sample having the same size 
as the number of histories simulated. Most of the 
time, the production target is defined as the aver-
age of this sample and this is what we have done 
above. But the above sample ranges from very 
bad to very good results and a more and more 
frequently asked question is to give, in addition, 
the probability that the average production target 
be achieved by the actual production system. It is 
an interesting problem which can be solved just by 
adding an assertion recording in the end of each 
history if  the target is reached.

Nevertheless, a better way of assessing the risk 
of not achieving the target is to use the whole pro-
duction sample organised in histogram.

Then the cumulative distribution function may be 
estimated as illustrated on Figure n°17 which shows 
an example where the actual average production has 
80% of chance to be better than the target.

Such a representation is richer than a simple 
average.

3.3 Conclusions

Coming back to figure n°16, we can see that the 
block diagram representing the topology of  the 

100%

80%
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Probability

Max
0%

Average

Production

Cumulative
distribution

Figure 17. Probability to reach a given target.

production system has been drawn in dotted 
lines. Then it is rather easy to develop applica-
tions where the system topology is modelled in 
well accepted simple models like reliability block 
diagrams or flow diagrams and the modules are 
modelled by sub Petri Nets stored in specific 
libraries. This is what we do for traditional reli-
ability and availability calculations on the one 
hand and simplified production availability 
 calculations on the other hand.

This allows to model very quickly and it is a 
way to deal with engineers who are reluctant to 
use Petri nets as they are hidden behind more 
simple models. There is no need to look at them, 
but of  course the modelling power depends on 
the accuracy of  the sub PN in library. Anyway, 
if  requested, the Petri net model can be displayed 
and modified.

The flexibility and the modelling power are far 
more important than with basic Petri nets and this 
is very promising even to model dynamic reliability 
problems where continuous parameters have to be 
mixed with random discrete states.

It is not possible to explain all that can be 
done with such a tool without writing a full 
book and therefore we are going to end this 
chapter by talking about the Monte Carlo simu-
lation computing performances, which are at 
least as important as the modelling features. 
Provided they are developed properly, very fast 
computation engines may handle this kind of 
models. This is what we have done by develop-
ing the MOCA-RP code which runs very fast. 
Compared to the basic Petri nets previously in 
use, our experience is that the presence of  for-
mulae (which slows the calculations) is more or 
less compensated by lighter models. Therefore, 
on equivalent models, the computation times are 
rather equivalent.

Using a fast computation engine allows to 
 perform thousands of simulations which provides 
a good confidence in the obtained results.
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4 FORMAL LANGUAGES—ALTARICA DF

4.1 Introduction

About 10 years ago, the formal language AltaRica 
has been designed in France to accurately model 
the functioning and dysfunctioning of industrial 
systems. This general purpose language is based 
on sound published mathematical foundations and 
it is now widely used by universities for academics 
researches and industries for reliability/dependa-
bility calculations: formal proof, real time applica-
tions, automatic fault-tree generation, automatic 
Markov graph generation and stochastic simula-
tion. The two last applications are in relationship 
with production availability calculations.

In order to properly model and simulate the 
flows circulating into production systems, a spe-
cific version (AltaRica Data Flow) has been devel-
oped. It is so-called because, on the contrary of the 
genuine language, it handles data flows which are 
oriented. Process systems are modelled in a very 
natural way when using this version.

Like Petri nets, behavioural models are pro-
vided by AltaRica DF. They are organised into 
a hierarchic combination of nodes defined thanks 
to several self  explained keywords: name, state, 
flow, event, transition, initialisation, assertion, and 
external information. At the present time, AltaR-
ica DF is implemented into the COMBAVA soft-
ware which comprises several specialized modules, 
including those allowing production availability 
calculations.

4.2 Production availability modelling

The example illustrated on figure n°18 will now 
be used to give a short overview of the modelling 
principle and possibilities for production availabil-
ity modelling.

This advanced production model has been 
implemented to balance outputs and inputs of 
production systems: when a failure occurs some-
where, the exported production decreases and the 
production from the wells have to be reduced con-
sequently. The above model is designed to handle 
these retroactive actions of outputs on inputs. For 
a single module, the basic idea is as follows:

• it receives a demand Dem_in from downstream 
corresponding to the amount of production 
which can be processed downstream,

• then it transmits a demand Dem_out to upstream 
which is the minimum between Dem_in and its 
present time processing capacity (ActualCapa) 
which changes according to the states,

• from step to step the demand is propagated 
towards the sources (wells, for example) which 
actually ensure the production,

• the sources react in sending a Flow_out less or 
equal to the demand they receive according to 
their present time production capacity.

Modelling in this way insures that Flow_in arriv-
ing on a given module is always equal or lower to its 
present time processing capacity. Therefore, Flow_
out is always equal to Flow_in. The corresponding 
AltaRica DF model is presented on Figure n°19.

It is self  explaining: the module comprises two 
states (working and not-working) and two events 
(fail and repair). The present time capacity Actu-
alCapa depends of the state and of the nominal 
capacity LocalCapa. Inputs are Flow_in and Dem_
in, outputs are Dem_out and Flow_out. They are 
calculated as previously described. Initial state is 
working. External information needed to perform 
Monte Carlo simulation is described in the extern 
rubric.

The above representation can be easily modified 
to model the input modules of a system (sources of  
production—Wells for example) just by removing 
Demand_out and Flow_in.

It is the same for output modules (receptors- 
storages, tankers, pipes, users, ...) obtained just by 
removing Demand_in and Flow_out are removed.

Finally, to build a full system, we need to 
describe convergent and divergent nodes.

Flow_in

Dem_out

Flow_out

Dem_in

Module

Flow_out= Flow_in

Dem_out= min (Dem_in, ActualCapa) 

Dem_in

ActualCapa

Figure 18. Advanced production model.

node

State

LocalCapa: float : private; ActualCapa: float :out;

Dem_in: float :in;   Dem_Out: float : out;

flow_in: float :in;   Flow_Out: float :  out;

Fail, Repair

working         |-Fail     -> working := false;

not working   |-Repair -> working := true;

working := true

ActulaCapa= if working then Localcapaelse 0;

Dem_out= min (ActualCapa, Dem_in);

Flow_out= Flow_in;

law <event Fail     > exponential (Lfail);

law <event Repair> exponential (Mu);

edon

Equipment

working : bool;

Flow

event

trans

init

assert

extern

Figure 19. AltaRica Data Flow example.
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A divergent node divides a single Flow_in into 
three individual Flow_out. On figure n°20, the 
variables α1, α2 and α3 are used to indicate how 
the Flow_in is split between branches. They can be 
constant or calculated according to what happens 
during the simulation.

For symmetry reasons, a corresponding conver-
gent node may be developed in a similar way with 
the same parameters α1, α2 and α3 to split the 
demand towards upstream.

Compared to other approaches, the interest of 
this one is that it is not necessary to identify all 
the production levels before modelling. Production 
levels are automatically generated by the model 
itself. It is a big improvement as the number of 
such production levels may be very big for indus-
trial size systems. Of course, this is only a rough 
calculation of the flows but it is generally enough 
for production availability calculations. This has 
been successfully implemented both in AltaRica 
DF and Petri nets to perform comparisons and 
that works pretty well.

The above model is very simple but can be easily 
improved to take other characteristics into account 
like stand-by position, single repair team, common 
cause failure, etc.

4.3 AltaRica DF versus markovian approach

As said previously, it not possible to handle big 
Markov graphs by hand. Therefore, this approach 
is only tractable if  the graphs are generated auto-
matically. One module of COMBAVA has been 
developed to do that. It automatically compiles 
AltaRica Data Flow models into equivalent mark-
ovian models. Of course, this only works if  the 
AltaRica DF model is both not too big and marko-
vian (only exponential or instantaneous laws).

Proceeding in this way allows building very large 
Markov graphs with a big number of states. Then 
an efficient Markov computation engine is needed 

to process them and this is why we have improved 
our markovian software MARK XPR. Completely 
rewritten in C and using the most efficient available 
algorithms, it is now able to manage some millions 
of states. It has been implemented inside COM-
BAVA in order to perform classical  reliability/avail-
ability studies and production availability studies as 
described in the chapter 2.4.

Of course, this approach is manageable only 
for small systems because millions of states are 
obtained with only a dozen of components. This 
does not allow to process the kind of production 
availability depicted just above because this is 
not millions but billions of states which would be 
handled.

4.4 Stochastic simulator and simulation

When the markovian approach is not tractable, 
fortunately the Monte Carlo simulation works. 
This can be done as soon as the model is built by 
launching the so-called Stochastic Simulator. This 
is performed exactly in the same way as previously 
described.

The stochastic simulator has been developed in 
order to run as fast as possible but is a little bit 
slower than this of Petri Nets because it is more 
difficult to optimise the calculations. Anyway, the 
performances are good and better than most of 
other commercial tools.

5 MODEL DEBUGGING

Whatever the modelling used, the same prob-
lem is encountered: how to insure that the model 
obtained behaves exactly as the actual system 
does? That means that the model shall be thor-
oughly debugged before it is used. Without a good 
 debugging tool, the best method is useless.

The more complex the model is, the more dif-
ficult the debugging. As the modelling of the dys-
functioning prevents the use of the tools developed 
in the automata field, the first and pragmatic way 
is certainly to use a stepper allowing the user to trig 
the transitions by hand to verify step by step if  the 
model behaves properly. Such steppers have been 
developed for Petri Nets (graphical) and AltaRica 
DF (textual).

Another way to debug a model is to thoroughly 
analyse the produced results in order to identify 
the anomalies like transitions never fired, fired 
only once or too much fired, states never or too 
much reached, probabilities too low or too high, 
etc. Cross-checking with very simplified models is 
also very valuable.

Debugging the model is a very important task 
which shall not be forgotten. Developing the model 

α1

α2

α3

Flow_out1

Dem_int1

Dem_int2

Dem_int3

Flow_out2

Flow_out3

Dem_out

Flow_in

Assert

Actualcapa = α1 ++ α2 ++ α3
Dem_out     = Dem_in1+Dem_in2+Dem_in3

Flow_out1  = if (Actualcapa#0) then Flow_in* αα1/ActualCapa

else 0;

etc.

+ +

αα

Figure 20. Example of divergent node.
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in rigorous way and documenting it thoroughly 
is certainly a security to produce good models. 
Unfortunately, there are no magic tools to insure 
that a model behaves exactly as the modeller thinks 
it behaves.

6 CHALLENGES AND FUTURE

Even if  what has been presented above covers a lot 
of the needs in production availability calculations, 
some difficulties remain.

Petri nets or AltaRica DF computation engines 
are very efficient but the studied systems are more 
and more complex and the needs for faster and 
faster Monte Carlo simulations increase. Works 
are in progress on this subject and the idea is to 
develop a generic virtual machine to accelerate the 
computation. This would allow to compile all kinds 
of models (including Petri nets and AltaRica) into 
this virtual machine in order to perform very fast 
Monte Carlo simulations.

What we have discussed above only deals with 
discrete states. A step forward would be to deal 
with continuous states as it is done in dynamic reli-
ability calculations. The two models above seem 
very promising for such dynamic reliability calcula-
tions and some works have already been performed 
on that.

Another challenge is the accurate modelling of 
the reconfigurations of  complex systems: in the 
actual world, decisions are taken in order to con-
figure the system in the best possible production 
configuration each time an event occurs (failure, 
repair, ...). This strategy depends on available 
equipment, demand of  the users, repair team 
availability, hour in the day, date, weather, finan-
cial aspects ... This would be taken under consid-
eration to optimize the production availability 
but, except in simple cases, this is not possible at 
the present time because it is not even possible 
to identify all the possible situations (the number 
can be gigantic). The reconfiguration strategy 
should be included in the model itself. This is a 
very difficult problem and no solution is presently 
available to describe the strategy problem under a 
generic form.

7 CONCLUSIONS

Production availability studies are more difficult 
to perform than classical reliability/availability 
studies. Boolean models (RBD, Fault trees, Event 
trees) are not really adapted but, even if  markovian 
approach can be used to some extent, it is Monte 
Carlo simulation which gives the best results.

Among the various attempts to develop meth-
ods and tools for production availability calcula-
tions, Petri nets and the formal language AltaRica 
Data Flow seems to be among the best solutions. 
Their modelling powers are similar and well higher 
than those of other available methods. They are 
not specific to a given industrial field. They are 
extremely open and flexible and provide efficient 
behavioural models for Monte Carlo simulation. 
The size of the models is linear with the number of 
components. Models may be modularized to keep 
a better control during its development and step-
pers allow debugging them efficiently.

This is the choice that we have made and gener-
alized stochastic Petri nets have been used in our 
company for more than 20 years now. This has led 
to the development of the GRIF software package. 
Ten years ago, the works on AltaRica have begun 
with other companies and have led to the COM-
BAVA software package. Three years ago Petri nets 
with predicates and assertions have been intro-
duced in GRIF. The main ideas of these develop-
ments are

• industrial size systems handling,
• sound mathematical background,
• fast computation,
• user-friendly interface,
• independence between interfaces and computa-

tion engines.

In this way, all our needs in probabilistic calcula-
tion have been covered over the years.

Most of the problems encountered when deal-
ing with production modelling are solved in sim-
ple and easy manner with these models: automatic 
production levels identification, feedback effects, 
spare part and repair (priority, FIFO, ...) policies, 
maintenance tools mobilisation, stand-by compo-
nents, common cause failure, degraded and criti-
cal failures, etc. Most of them have been discussed 
above.

As the last developed models are very new (Petri 
nets with predicates and assertion and AltaRica 
data Flow), all their modelling capacities have 
not been investigated nor even discovered yet. No 
doubts that they become more extensively used in 
the near future.
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Application of reliability centred maintenance in ship operations
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Liverpool John Moores University, Liverpool, UK

ABSTRACT: This document has identified specific problems likely to be encountered in endeavour 
of implementing Reliability Centred Maintenance (RCM) in ship operations. In the maritime industry, 
RCM is often considered resource demanding. It is however possible to make the project manageable by 
starting with a critical system. A subjective qualitative approach described may be capable of overcoming 
the limitations of the definitive logic used by the decision trees and the demand for failure data imposed 
by many quantitative methods. A fuel oil purification system has been used as a test case to demonstrate 
its use. A delay-time concept model is then presented to demonstrate how the advances in technology may 
be used to facilitate inspection planning in ship operations. Ship structural maintenance is also described 
in terms of its major steps in detail. Discussions are given in terms of the roles both classification societies 
and equipment suppliers play in RCM in the maritime industry.

ISM Code element 10 focusing on maintenance 
of ship and equipment inter alia states that 
“The Company should establish procedures in 
its SMS (Safety Management System) to iden-
tify equipment and technical systems the sudden 
operational failure of which may result in hazard-
ous situations. The SMS should provide for spe-
cific measures aimed at promoting the reliability 
of such equipment or systems”. This is consistent 
with what Reliability Centred Maintenance (RCM) 
delivers. RCM focuses the maintenance resources 
only on those items that affect the system reliabil-
ity, thereby making the maintenance programme 
cost effective on the long run.

However, most of the attempts to implement 
RCM on ships have been done by shore based 
consultants or academics. To really benefit from 
the process the ship-staff  should be able to use 
it in their onboard maintenance analysis. This is 
because RCM results are based on the operating 
context, which keeps changing with the type of 
cargo, voyage, crew, etc..

RCM was initially developed by the aviation 
industry where it has delivered excellent results. 
This has encouraged various other industries to use 
it to improve their maintenance practices (Mokashi 
et al. 2002). However, applying RCM to ship opera-
tions could have some hurdles. These include:

1.   Lack and portability of failure data. There 
is no easy access to failure data as there is no 
composite databank, which shares informa-
tion with every one. Commercial sensitivity 
has often been the reason for this. Ships 
operate in different and continuously changing 

1 INTRODUCTION

Maintenance is defined as the combination of all 
technical and administrative actions, including 
supervision actions, intended to retain an entity 
in, or restore it to a state in which it can perform 
a required function. It involves planned and 
unplanned activities being carried out to ensure 
an acceptable state of operation. Selection of a 
maintenance strategy will depend on one or a com-
bination of the following criteria: maximisation of 
reliability, minimisation of downtime and minimi-
sation of total maintenance cost (Savic et al. 1995).

The impact of the maintenance policy on total 
maintenance cost is hard to predict (Rischel & 
Christy 1996). Any breakdown in machine opera-
tion results in disruption of production and leads 
to additional costs due to downtime, loss of pro-
duction, decrease in productivity and quality and 
inefficient use of personnel, equipment and facili-
ties (Ashayeri et al. 1996).

Maintenance costs form a significant part of 
the overall operating costs in ship operations. 
Maintenance also affects reliability and can thus 
have environmental and safety consequences. The 
International Management Code for the Safe 
Operation of Ships and for Pollution Prevention 
(International Safety Management (ISM) Code) 
addresses the management aspects. These are con-
sidered to be closely associated with human error, 
which is responsible for up to 80% of the marine 
accident cases. The importance of maintenance is 
demonstrated by the fact that it is the only ship-
board activity to have one whole element assigned 
to it (i.e. ISM Code element 10) (IMO 1997).
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environments, thus making it difficult to use 
failure data from one ship on another.

2.   Basic equipment condition cannot be taken 
for granted. Certain equipment conditions like 
tightness, lubrication and cleanliness, which 
can be taken for granted in other industries, 
are constantly a source for concern in the 
maritime industry.

3.   Shipboard personnel are rarely trained in 
maintenance management or risk assessment 
techniques, especially those that require a sta-
tistical approach. Shipboard personnel have to 
be ‘Jacks of all trades’, which also means that 
they are not likely to have any specialised back-
ground, particularly mathematical.

4.   Shipboard personnel are already overburdened. 
Shipboard personnel are operators as well as 
maintainers. A complex and long methodology 
is not likely to find favour with them.

5.   Ships operate in isolation from repair and 
spare facilities. The failure mode analysis 
should give special attention to consequences 
resulting from the above.

6.   Lack of ‘adequate’ redundancy. Traditionally 
RCM assigns equipment with redundancy 
‘run-to-failure’. While this makes sense in 
other industries with its multiple redundancies, 
it may not be desirable in shipping where criti-
cal systems usually have only single redundan-
cies failure of which could be catastrophic.

7.   Rigid prescriptive requirements of various 
regulatory bodies. Ships come under the pur-
view of different regulatory bodies including 
port state, flag state, classification society, 
etc. All these have to be accommodated in the 
maintenance plan.

8.   Recommendations from equipment suppliers 
have to be followed in the guarantee period. 
Non-compliance with the recommendations 
during this period could remove the supplier 
from any obligations in case of a claim.

9.   Equipment suppliers do not give an FMEA. 
Some industries and organisations require their 
suppliers to submit an FMEA of the equipment. 
This greatly helps implementing RCM. How-
ever, this is not the case in ship operations.

10.  RCM analysis results are unique to each oper-
ating context. The same pump working on a 
ship or in a system may have different func-
tions, operating conditions, redundancies or 
even failure detection probabilities elsewhere. 
Hence the analysis has to be carried out indi-
vidually for each ship and system.

11. Ship’s crew keeps changing.

There is a need to lay down explicit guidelines 
on the way in which analysis is to be carried out to 
prevent inconsistent outcomes of the analysis of 
the same system carried out by different teams.

There is therefore a need for a streamlined 
approach, which the onboard crew can use to iden-
tify and analyse their maintenance problems.

2 RELIABILITY CENTRED 
MAINTENANCE

Maintenance management has undergone con-
siderable change in the past fifteen years. Main-
tenance is now aimed at, based on the operating 
context, preserving the functions of assets rather 
than their condition. There is more awareness of 
the failure characteristics of components. This 
coupled with frequent lack of accurate failure data 
has caused a shift towards condition-based (pre-
dictive) maintenance from schedule-based (preven-
tive) maintenance. These changes are best reflected 
in the RCM philosophy.

RCM is a system based approach i.e. what it 
maintains is the system function. It may well be 
required to redesign or modify a physical asset to 
maintain its system function in the case of a change 
in its operating context. In case there is no effect 
on the system function it could well be worth con-
sidering no proactive maintenance or as is known 
assigning the physical asset to run-to-failure, as the 
goal should be maintaining the system function as 
opposed to a component.

The RCM methodology is described in the fol-
lowing four features (Smith 1993):

1. Preserve functions.
2. Identify failure modes that can defeat the 

functions.
3. Prioritise function need (via the failure modes).
4. Select only applicable and effective tasks.

This means that RCM prioritises maintenance 
needs and focuses resources on those tasks that 
promote system reliability.

RCM sometimes referred to as Preventive Main-
tenance Optimisation (PMO) has become popular 
in recent years within several industries. The con-
cept has been discussed and elaborated by several 
authors (Worledge 1993, Rausand 1998, Sherwin 
1999). RCM is a procedure for determining mainte-
nance strategies based on reliability techniques and 
encompasses well-known analysis methods such 
as Failure Mode, Effects and Criticality Analysis 
(FMECA). RCM procedure takes into account the 
prime objectives of a maintenance programme:

1. Minimise costs.
2. Meet safety and environmental goals.
3. Meet operational goals.

The RCM process begins with a Failure Mode and 
Effects Analysis (FMEA), which identifies the criti-
cal plant failure modes in a systematic and structured 
manner. The process then requires the examination 
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of each critical failure mode to determine the 
optimum maintenance policy to reduce the severity 
of each failure. The chosen maintenance strategy 
must take into account cost, safety, environmental 
and operational consequences. The effects of redun-
dancy, spares costs, maintenance crew costs, equip-
ment ageing and repair times must be taken into 
account along with many other parameters.

Classical RCM, as it was first developed, is 
expensive to implement since rigorous FMEA had 
to be developed. Classic RCM includes calculating 
the probability of failure for each piece of equip-
ment (reliability calculations for each system) and 
it takes teams of engineers’ months/years to com-
plete, and requires a lot of historical data. As such 
it consumes much time.

The streamlined RCM approach however, rec-
ognises the value of the personnel along with their 
experience and takes advantage of their extensive 
experience of running the facility. By talking to the 
personnel on site, the equipment can be catego-
rised and the initial phase of an RCM programme 
can be set up.

Streamlined RCM divides facility equipment 
into four major categories:

1. Reactive Maintenance.
2. Preventive Maintenance.
3. Predictive Maintenance.
4. Proactive Maintenance.

These four major categories summarise the 
available maintenance concepts in the industry. 
Each concept can be implemented as a stand-alone 
regime or it could be integrated with each other to 
produce a sound regime.

2.1 Reactive maintenance

Reactive maintenance is referred to as many differ-
ent names, such as breakdown maintenance, repair, 
fix-when-fail and run to failure maintenance. When 
applying this maintenance strategy, a piece of equip-
ment receives maintenance (repair or replacement) 
only when the deterioration of the equipment’s 
condition causes functional failure. The strategy of 
reactive maintenance assumes that failure is equally 
likely to occur in any part, component or system. 
Thus, this assumption precludes identifying a spe-
cific group of parts for possible repairs as being 
more necessary or desirable than others.

The major downside of reactive maintenance 
is unexpected and unscheduled equipment down-
time. If  the equipment fails and repair parts are 
not available, delays ensue while parts are ordered 
and delivered. When this is the sole type of main-
tenance practised, both labour and materials are 
used inefficiently. Labour resources are thrown at 
whatever breakdown is most pressing. A purely 
reactive maintenance programme ignores the many 

opportunities to influence equipment survivability. 
However, it can be effective if  used selectively and 
performed as a conscious decision based on the 
results of an RCM analysis. Equipment that can be 
reactively maintained must be non-critical and will 
not pose any serious hazards or affect the opera-
tion of the system as a whole.

2.2 Preventive maintenance

In Preventive Maintenance (PM), maintenance 
activities are performed before equipment failure. 
PM involves the repair, replacement and mainte-
nance of equipment in order to avoid unexpected 
failure during use. PM with appropriate inspection 
intervals is a commonly used maintenance strategy 
(Ben-Daya & Hariga 1998, Lofsten 1999, Crocker 
1999). The objective of any PM programme is to 
minimise the total cost of inspection, repair and also 
equipment downtime. Two approaches have evolved 
from performing PM (Mann et al. 1999). The tra-
ditional approach is based on the use of statistical 
and reliability analysis of equipment failure. The 
second approach involves the use of sensor-based 
monitoring of equipment condition in order to pre-
dict when a failure will occur. Under this condition-
based PM, intervals between PM work are not fixed, 
but are carried out only “when needed”.

Traditional PM is keyed to failure rates and times 
between failures. It assumes that these variables can 
be determined statistically, and that one can there-
fore replace a part that is “due for failure” shortly 
before it fails. The availability of statistical failure 
information tends to lead to fixed schedules for the 
overhaul of equipment or the replacement of parts 
subject to wear. PM is based on the assumption 
that the overhaul of equipment by disassembly 
and replacement of parts restores it to a “like-new” 
condition with no harmful side effects.

Failure rate or its reciprocal, Mean Time Between 
Failure (MTBF), is often used as a guide to estab-
lishing the interval at which the maintenance tasks 
should be carried out. The major weakness in using 
these measurements to establish task periodicity is 
that, failure rate data determines only the average 
failure rate. In reality, a failure is equally likely to 
occur at random times and with a frequency unre-
lated to the average failure rate. There has been 
considerable progress in recent years in developing 
PM models for particular equipment addressing 
this problem (Hariga 1994, Srikrishna et al. 1996, 
Luce 1999). Other works include an attempt to 
model PM using a Bayesian approach (Percy & 
Kobbacy 1996) and the reduction of PM cost due 
to uncertainty (Cavalier & Knapp 1996).

Reliability is the probability that a system will 
successfully perform its intended functions under 
stated conditions for a specified period of time. 
Mean Time Between Failure (MTBF) is thus the 
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function of the variables highlighted (Blackwell 
et al., n. d.). To be able to use failure data, the vari-
ables would either have to be kept constant or the 
variations must be normalized. This is difficult in 
the maritime environment; therefore, failure data 
cannot be considered portable—what originated in 
one ship cannot be used in another. In any case 
there is no composite database of failure data from 
ships that is easily accessible, commercial sensitiv-
ity is often cited as the cause.

In summary, PM can be costly and ineffective 
when it is the sole type of maintenance practised.

2.3 Predictive maintenance

Predictive maintenance or Condition Monitoring 
(CM) uses primarily non-intrusive testing tech-
niques, visual inspections and performance data to 
assess equipment condition. It replaces arbitrarily 
timed maintenance tasks with maintenance sched-
uled only when warranted by equipment condi-
tion. Continuous analysis of equipment condition 
monitoring data allows planning and scheduling of 
maintenance or repairs in advance of catastrophic 
and functional failure.

The CM data collected is used in one of the fol-
lowing ways to determine the condition of the equip-
ment and to identify the precursors of failure:

1. Trend analysis—Reviewing data to see if  the 
equipment is on an obvious and immediate 
“downward slide” toward failure (Newell 
1999).

2. Pattern recognition—Looking at the data and 
realising the casual relationship between certain 
events and equipment failure (Parrondo et al. 
1998).

3. Test against limits and ranges—Setting alarm lim-
its (based on professional intuition) and seeing if  
they are exceeded (Sherwin & Al-Najjar 1999).

4. Statistical process analysis—If published failure 
data on a certain piece of equipment/compo-
nent exists, comparing failure data collected on 
site with the published data to verify/disapprove 
that the published data can be used for the sys-
tem analysed.

Condition based maintenance is viable only if  
(Moubray 1997):

• It is possible to define a clear potential failure 
condition.

• The P-F interval is reasonably consistent (See 
Figure 1 from Moubray’s book where P-F is the 
time duration from the point where deterioration 
of condition can be detected to the point where the 
equipment functionally fails) (Moubray 1997).

• It is practical to monitor an item at intervals less 
than the P-F interval.

• The P-F interval is long enough to be of some 
use (i.e. long enough for action to be taken to 
reduce or eliminate the consequences of the 
functional failure).

CM does not lend itself  for all types of equip-
ment or possible failure modes and therefore should 
not be the sole type of maintenance practised.

2.4 Proactive maintenance

Proactive maintenance provides a logical culmina-
tion to the other types of maintenance described 
above. It improves maintenance through better 
design, installation, maintenance procedures, 
workmanship and scheduling.

Proactive maintenance is characterised by the 
following attributes:

1. Maintaining a feedback loop from maintenance 
to design engineers, in an attempt to ensure 
that design mistakes made in the past are not 
repeated in future designs.

P – F interval 

Physical failure 

Functional failure 

Deterioration of condition detected 

Inspection interval 

P

F

Time 

Performance 

Figure 1. P-F interval.
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2. Viewing maintenance and supporting functions 
from a life-cycle perspective. This perspective 
will often show that reducing maintenance 
activity to save money in the short term often 
costs more in the long term.

3. Constantly re-evaluating established mainte-
nance procedures in an effort to improve them 
and ensure that they are being applied in the 
proper mix.

Proactive maintenance uses the following basic 
techniques to extend machinery life:

1. Proper installation and precision rebuild.
2. Failed-part analysis.
3. Root-cause failure analysis.
4. Rebuild verification.
5. Age exploration.
6. Recurrence control.

The major difference in proactive maintenance 
compared to other maintenance programmes is 
that it does not just treat the symptom but deter-
mines the root causes of repeated failures and 
addresses them.

2.5 A brief discussion

There are other approaches, which are not called 
RCM. They are however based on the same principles 
and have delivered reliable positive results. One such 
approach is Risk-Centred Maintenance or Risk-CM 
(Jones 1995). Risk-CM uses a combination of prob-
ability and consequence, that is, risk to prioritise fail-
ure modes. This gives a finer failure mode ranking. It 
should be stressed that while it is considerably easy 
to obtain this data for shore industry since the data 
is portable it is much more difficult for ships as the 
operating environment varies greatly.

It is common to see statements in maintenance 
papers where people have suggested that RCM 
is condition based maintenance. However that is 
not so. RCM considers all forms of maintenance 
and even the need for maintenance. It is however 
true that given a choice RCM prefers condition 
based (i.e. predictive maintenance) to preventive or 
scheduled maintenance.

Marintek (Norwegian Marine Technology 
Research Institute A/S) have conducted RCM 
analysis on several shipboard machinery systems 
(Thorstensen 2000). It is found that RCM analysis 
is in general resource demanding and does require 
a lot of effort to fulfil. Since the cost of perform-
ing these analyses is a major concern in the ship-
ping industry, one of their approaches is to analyse 
the ten most cost-exhaustive components or safety 
significant items. They have also experienced the 
lack of failure data. According to Thorstensen, 
for the use within criticality analysis, these types 
of data do not have to be very accurate because 

the different criticality classes are very coarse with 
respect to the event frequency (Thorstensen 2000).

When addressing the problem of high resource 
demand, the failure modes are identified by ana-
lysing the maintenance tasks. For example, if  the 
maintenance task was to “perform vibration analy-
sis on the gearbox”, then the failure modes ana-
lysed would be “gear wears or cracks, gear bearing 
fails due to wear, gear box mounting bolts come 
loose due to vibration and gearbox coupling fails 
due to wear”. These failure modes are then passed 
through the RCM logic tree. August has developed 
a logic tree with what he calls “an inversion flow 
process”. The aim is to streamline the RCM analy-
sis process (August 1999).

Another maintenance management approach 
is Total Productive Maintenance or TPM. TPM 
was developed by Seiichi Nakajima of the Japan 
Institute of Plant Maintenance (JIPM) (Nakajima 
1997). Though TPM was developed in the fabrica-
tion and assembly industries its principles are also 
applicable elsewhere. TPM was originally defined 
to include the following five strategies that were 
redefined in (Suzuki et al. 1994):

1. Maximise overall equipment effectiveness (built 
a corporate constitution that will maximise the 
effectiveness of production systems).

2. Total effectiveness indicates TPM’s pursuit of 
economic efficiency or profitability.

3. Establish a comprehensive preventive mainte-
nance system covering the life of the equipment 
(using a shop-floor approach, build an organi-
sation that prevents every type of a loss (by 
ensuring zero accidents, zero defects and zero 
failures) for the life of the production system).

4. Total maintenance system includes Maintenance 
Prevention (MP) and Maintenance Improve-
ment (MI) as well as preventive maintenance.

5. Involve all departments that plan, use and 
maintain equipment (involve all departments in 
implementing TPM).

6. Involve all employees from top management to 
front-line workers (involve everyone—from top 
management to shop-floor workers).

7. Promote preventive maintenance through moti-
vation management (conduct zero-loss activity 
through overlapping small group activities).

Total participation of all employees includes 
autonomous maintenance by operators through 
small group activities.

What TPM seems to achieve is to cultivate 
a sense of ownership in the operator, which is 
important for success of any maintenance pro-
gramme. An interesting point of comparison 
would be the ways in which the two approaches 
RCM and TPM deal with the problem of varia-
tion in failure intervals. RCM advocates the use of 
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condition-based maintenance wherever possible 
and feasible to get around this while TPM tries to 
stabilise failure intervals by (Suzuki et al. 1994):

1. Establishing basic conditions by cleaning, lubri-
cating and tightening.

2. Exposing abnormalities and restoring 
deterioration.

3. Clarifying operating conditions and complying 
with conditions of use.

4. Abolishing environments causing accelerated 
deterioration (elimination or control of major 
contamination sources).

5. Establishing daily checking and lubricating 
standards.

6. Introducing extensive visual control.

These recommendations are very relevant in 
shipping as well. In fact as is seen latter on, TPM 
can be a good facilitator for implementing RCM.

To a considerable extent Formal Safety Assess-
ment (FSA) of ships has a very similar approach 
compared to RCM. The difference could be that 
FSA looks at all kinds of hazards while RCM is 
primarily concerned with those that relate to func-
tional failures. FSA has been approved for rule 
making purposes by the IMO (Wang 2001) and 
hence gives an insight on how RCM should be 
applied in ship operations.

3 APPLICATION OF THE RCM 
PHILOSOPHY IN SHIP OPERATIONS

3.1 A qualitative approach for RCM of a ship’s 
machinery systems

Applying RCM to a full marine engine at one go 
might be too radical and may consume too many 
resources. A more prudent approach would be to 
use the 80–20 Pareto’s principle. Firstly all the fail-
ures are analysed that have occurred over a fixed 
period during which the operating conditions were 
somewhat constant (say two years) and see their 
frequencies and consequences. Then the top 20% 
are removed which contribute to 80% of the risk 
(Crosby & Reiman 1988, Jones 1995). Then these 
20% are analysed and 20% of the systems are identi-
fied that are responsible for 80% of these failures. 
The idea behind this is to locate the most trouble-
some failures and concentrate the resources on them. 
The consequence (C) is described in monetary terms 
and is the sum of: cost of labour + cost of parts + 
lost income and contractual penalties + compensa-
tions and other payments relating to safety and the 
environment. ‘F’ is the frequency or the number 
of times the failure has occurred in the period of 
interest. ‘R’ is the risk, which is the product of fre-
quency and consequence. ‘%R’ is the percentage of 
the total risk caused by a particular failure.

Table 1 constructed for demonstration purposes 
shows how the top five (20%) failures contributed 
to about eighty percent of the experienced risk of 
a marine engine (Mokashi et al. 2002). The super-
system (main engine) can be broken down into 
different systems of starting, mechanical transmis-
sion, lubricating oil, fuel oil, cooling water, power 
cylinders, air supply and exhaust. It can be noted 
that the fuel system has been the dominant cause.

Another problem is that while RCM analysis is 
carried out at the failure mode level, in most cases 
the failure data is maintained at the component level 
(Smith 1993) (i.e. frequency of pump impeller fail-
ure as opposed to that of the impeller worn, jammed 
or adrift). Moreover, some functional failures have 
many failure modes (e.g. failure modes of “purifier 
overflowing”). This makes collecting and maintain-
ing useful statistical data almost impossible.

Then there is what is called the ultimate con-
tradiction (The Resnikoff Conundrum (Resnikoff 
1978)): “that successful preventive maintenance 
entails preventing the collection of the historical 
data which we think we need in order to decide 
what preventive maintenance we ought to be 
doing”. Thus there is very little failure data availa-
ble of catastrophic failures since the present main-
tenance practices should have prevented them. No 
ship owner, administration or organisation will 
permit occurrences of such failures so as to obtain 
the failure data. Hence failure data includes the 
effects of current and past maintenance practices.

For example when condition-based mainte-
nance is in use, the point of potential failure (P) 
would probably be recorded, as it would be then 
that a replacement or restoration task would be 
carried out and this would be before the point 
of functional failure (F). Therefore, the interval 
recorded would be shorter than MTBF. On the 
other hand where scheduled maintenance is car-
ried out the failure would often be pre-empted and 
thus the interval would probably be longer than 
what would have been if  there were no preventive 
maintenance carried out. Similarly occurrence of 
one failure mode causes corrective action that may, 
in turn, prevent the occurrences of other failure 
modes (Navair 2001).

Even if  such data was to be collected it would 
have to be a composite databank as a single ship 
owner or company is not likely to have enough 
sample size for the data to be reliable. On the other 
hand commercial sensitivity seems to prevent both 
owners and organisations (such as classification 
societies, flag states and insurance companies) 
from sharing such information.

One of possible ways of getting around this 
problem of lack of data is the use of empirical 
Age Exploration technique (Smith 1993). During 
the overhaul if  the equipment condition is found 
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Table 1. A “risk” table of a marine engine.

# Failure Failure effect F C R = F × C %R

 1 Fuel purification bad Piston knock at TDC.  2 $5,500 11,000 22.9
 2 Fuel contained water All units did not fire.  2 $4,500  9,000 18.7
 3 Fuel v/v nozzle 

obstructed
Poor combustion, 

discoloured exhaust.
10 $800  8,000 16.6

 4 Fuel v/v nozzle 
enlarged by erosion

Poor combustion, 
discoloured exhaust.

 4 $1,350  5,400 11.2

 5 T/C turbine blades broke Vibrations  1 $4,300  4,300  8.9
 6 Scavenge fire Exh. temp. increased 

with load indicator 
in same position.

 2 $800  1,600  3.3

 7 Fuel injector v/v leaked Exh. temp. after individual 
unit dropped.

 3 $500  1,500  3.1

 8 Fuel v/v dribbling Delayed burning.  3 $500  1,500  3.1
 9 Fuel v/v nozzle leaking Poor combustion, 

discoloured exhaust.
10 $100  1,000  2.1

10 Intake filters fouled Scavenge air pressure 
dropped.

 3 $300   900  1.9

11 Cooler fouled All units JCW 
temp rose.

 1 $800    800  1.7

12 # 1 fuel cam slipped Heavy ignitions in # 1 unit 
when eng. started.

 1 $500    500  1

13 Water accumulated in 
F.O. Tracing steam line

Fuel lines remained cold.  1 $500    500  1

14 Needle of fuel v/v 
getting stuck

Piston knocked 
at TDC.

 1 $300    300  0.6

15 Fuel circ. p/p 
malfunctioned

Engine ran irregularly.  1 $250    250  0.5

16 Actuating valve for auto 
starting air stop v/v 
jammed

Engine did not fire 
when starting lever 
was pulled.

 1 $200    200  0.4

17 Regulating 
linkage jammed

Engine turned on 
compressed air but 
received no fuel charge.

 1 $200    200  0.4

18 Running direction safety 
interlock out of action

Engine started in the 
wrong direction.

 1 $200    200  0.4

19 Air cooler fouled Engine speed fell.  1 $200    200  0.4
20 Fuel filters fouled Engine stopped.  1 $200    200  0.4
21 Labyrinth rings on blower 

side of T/C gas inlet 
housing got damaged

Charge air pressure 
too low.

 1 $200    200  0.4

22 Starting valves stuck The engine oscillated but did 
not gain speed when 
started.

 1 $150    150  0.3

23 Reversing servomotor 
stuck in end position

Engine could not reverse.  1 $125    125  0.3

24 # 2 fuel p/p plunger 
seized

# 2 unit did not fire  1 $50     50  0.1

25 # 4 fuel v/v nozzle 
needle seized

# 4 unit did not fire.  1 $25     25  0.1

Total risk 48,100 100%

to be good, the interval is extended by 10%. This 
extension of interval could continue till one such 
inspection reveals signs of wear out or aging. The 
task interval could then be reduced by 10% and 
fixed for subsequent overhauls. Such methods have 

been seen to be applied informally on board with 
good and reliable results. Since the whole exercise 
is carried out on the same equipment and in the 
same operating conditions there is no problem of 
“portability” of data. However, it is important that 
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records of inspections and subsequent decisions 
on alteration of task intervals are properly kept for 
subsequent teams of shipboard engineers to refer.

Another solution for this problem seems to 
lie in the use of qualitative methods of RCM 
analysis. Both Smith and Moubray have used a 
qualitative approach. While others like Marintek 
(Thorstensen 2000) have used a sort of fuzzy quan-
titative approach, they have used coarse estimates 
for criticality classification. However this removes 
the RCM logic tree altogether and makes the 
classification risk-based i.e. probability × conse-
quence. When dealing with consequences, RCM 
looks at it along with whether the failure mode can 
be detected and whether its occurrence alone can 
lead to functional failure (redundancies and miti-
gation). One advantage of using such a system for 
prioritisation of failure modes is that one can use 
the Pareto’s principle of 80–20 to select the most 
important failure modes. Also the impact of the 
present and proposed maintenance practices can be 
measured by the difference in this index. Another 
advantage is that, in this method, a failure mode 
with redundancy is not automatically ignored. 
This is a problem in the maritime context where 
the operator and the regulating authority would 

not be comfortable with putting the equipment 
with redundancy on run-to-failure. This is prob-
ably because as stated earlier, on ships, critical 
systems have only single redundancies, failure of 
which could be catastrophic. An RCM index is 
described for the application of RCM to the ship 
operations as shown in Table 2.

In the 1st column, ratings are from one 
(extremely low) to five (extremely high).

In the 2nd column, there are 5 categories for fre-
quencies. The highest rating (5) is given to failures 
expected to occur at the rate of more than once 
a year while the minimum (1) is given to a failure 
expected to occur not more than once every 30 years 
(a life of a ship in general does not exceed 30 years).

The 3rd column is consequence. The maximum 
rating has been given to safety, while the second 
highest is given to pollution. This is so because 
while both are sensitive issues, even legally safety 
is considered the highest priority with even pollu-
tion being permitted when safety of personnel is 
at stake e.g. exceptions given in the International 
Convention for the Prevention of Pollution from 
Ships (MARPOL). The other 3 ratings have been 
given on the basis of effect on system function, the 
ease of maintenance and the cost of damage.

Table 2. RCM index.

Rating
Freq.
(yrs) Consequence Probability of consequence Detection rating

1 
Extremely 

low

>30 Small effect on system 
function/Short repair 
time/Small repair or 
replacement cost/Small 
system or collateral damage/
Duty engineer can rectify/ 
Spares not required.

Even if  the failure 
occurs the chances 
of consequences taking 
place are extremely remote. 
[Adequate barriers all of 
which are regularly 
checked for failure]

The failure is obvious.

2 
[Low]

>15 
<30

Moderate effect on system 
function/Medium repair 
time/Medium repair or 
replacement cost/Medium 
system or collateral damage/
Repair team required/ Spares 
available on board.

There is continuous 
automatic monitoring 
with regular 
calibration and 
preventive 
inspection of the 
monitoring equipment.

3
[Medium]

>5
<15

Major effect on system function/
Long repair time/High repair 
or replacement cost/Major 
system or collateral damage/
Shore assistance required/
Spares not available onboard.

There is manual/
statistical 
monitoring of the 
component/function.

4 
[High]

>1 
<5

Environment related. The component/
function is not 
consciously monitored.

5 
[Extremely 

high]

<1 Safety related. If  the failure occurs the con-
sequences could take place. 
[Inadequate barrier]

The failure is 
not detectable.

RCMi = Frequency × Consequence × Probability of Consequence × Detection Rating.
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The 4th column is probability of consequence. 
This shows the effect of current mitigating meas-
ures like barriers, redundancy, safety devices, etc. 
There are two facts worth noting here. One is that 
there is a specific mention of these “risk control” 
devices being tested regularly, which would assure 
use of them functioning when required to. The 
other is that there are only two ratings in this cat-
egory, one being minimum (i.e. 1) and the other 
being maximum (i.e. 5). This is because though 
it is not like the case of a logic tree automatically 
considering a component with redundancy as a 
candidate for no scheduled maintenance or run-
to-failure, it is expected to have a considerable dif-
ference in rating so that a component with it is not 
considered for maintenance unless there is a com-
pelling reason to do so.

The 5th and the final column is detection rat-
ing. RCM gives special consideration to failure 
that cannot be detected, as there is a possibility of 
it leading to multiple failures (e.g. an undetected 
overheated bearing in a flammable atmosphere can 
lead to fire or explosion).

Figure 2 shows a typical shipboard fuel oil sys-
tem. The RCM analysis of a purifier is demon-
strated in Table 3. It should be noted that:

1. This analysis again is for demonstration only.
2.  Both functional failures have multiple failure 

modes and causes of them, all of which have 
not been analysed in this example.

3.  When there is an ambiguity between the choice 
of two ratings the higher one should be chosen. 
For example, potential effects of impurities in 
fuel oil include both minor and major equip-
ment damage as well as damage to the environ-
ment. Since threat to the environment carries a 
higher rating it is chosen for consideration.

4.  The ideal task/ tasks should be chosen on the 
basis of reduction in index achieved.

The acceptance of the RCM index is dependent 
on many factors such as the classification society, 
the ship owner, the flag state, etc.

3.2 Application of delay-time analysis in 
inspection optimisation of a ship’ machinery 
systems

3.2.1 Background of delay-time analysis
The time to failure of equipment is a function of 
its maintenance concept, and to capture this inter-
action the conventional time to first failure of reli-
ability theory requires enrichment. This may be 
achieved using the delay-time concept.

Before a component breaks down (assuming it 
is not a sudden failure), there will be telltale signs 
of reduced performance or abnormalities. The time 
between the first identification of abnormalities (ini-
tial point) and the actual failure time (failure point) 
will vary depending on the deterioration rate of 
the component. This time period is called the delay 

Shore supply Bunker tank Transfer p/p 

Settling tank 

Purifier heater Purifier 

Service tank 

Purification

Mix. column Flow-meter 

F.O. boost p/p Heater 

Heated filter Viscotherm 

Engine fuel p/p 

Injector 

Engine 

H.P.

Transfer and Storage

F.O. transfer line 

Heated F.O. line 

H.P. F.O. 

Viscotherm Signal

Figure 2. Fuel oil system block diagram.

SAFERELNET.indb   355SAFERELNET.indb   355 10/30/2010   4:31:39 PM10/30/2010   4:31:39 PM



356

time or opportunity window to carry out mainte-
nance or an inspection. The opportunity window is 
the period within which the defect could have been 
identified by inspection and corrective action taken 
before it led to a failure. The delay time h, reflects 
the characteristic of the plant/system.

A fault arising within a period (0,T) has a delay 
time h, the occurrence probability of this event 
being f(h)Δh where f(h) is the probability density 
function of the delay time (Christer & Walker 
1984). A fault will be repaired as a breakdown 
repair if  the fault arises in the period (0, T-h), 
otherwise an inspection repair.

Summing up all possible values of h, the 
probability of a defect arising as a breakdown 
failure b(T) can be expressed as:

b T
T

f h dh
T

( )T
( )T h )h

0

= ∫  (1)

b(T) is independent of the arrival rate of the defect 
per unit time (kf) but dependent on h. A delay 
time can only be estimated or identified when the 
defect has occurred and led to a breakdown failure. 

Hence if  b(T) is the probability of a defect arising 
as a breakdown failure, and a breakdown failure 
can exist when a defect has arisen, then it is fair to 
say that b(T) is a conditional probability (keeping 
in mind that this expression excludes sudden fail-
ure, i.e. no opportunity window).

3.2.2 Model description
The flowchart in Figure 3 illustrates the approach 
to delay-time analysis of a ship’s machinery systems 
(Pillay 2001, Pillay & Wang 2003). The described 
approach is an integration of three models, that is, 
the downtime estimation model, cost estimation 
model and safety criticality estimation model. These 
models require failure data and a probability distri-
bution function of the delay time. The data is then 
used in a mathematical formula to generate various 
values for the inspection period T for the correspond-
ing expected downtime D(T), expected cost C(T) and 
expected safety criticality S(T). Each model devel-
oped will produce an optimal inspection period such 
that downtime, cost or safety criticality is minimised. 
A best compromise is then achieved by plotting D(T), 
C(T) and S(T) against the inspection time T.

Table 3. RCM Index analysis.

Component Purifier

Function To remove impurities from F.O. Containment
Functional failure Does not remove impurities. Loss of liquid seal.
Potential failure mode Speed too slow. Low fuel oil temp.
Potential effect(s) of failure Damage to fuel pumps, injectors, pistons,

liners and valves and possibility of bad 
combustion leading to air pollution.

Loss of F.O./Drop in service 
tank level.

Consequence 4 1
Potential cause(s) of failure Friction clutch worn. Temperature controller  

abnormal.
Frequency 4 4
Current controls/mitigation Filter on the inlet to the engine.

However this may not prevent 
all impurities.

Purifier abnormal alarm, with 
auto shutdown of purifier.

Takes duty engineer maximum 
of 0.5 hr. to start stand-by 
purifier. Alarm and stand-by 
purifier checked regularly.

Probability of consequence 5 1
Detection rating 5 2
RCM index (I1) 400 8
Proposed action Scheduled failure-finding task, consisting 

of inspection of the friction pads to be 
undertaken every 3000 hrs. by the 4th engineer.

None

Consequence 4
Frequency (years) 4
Probability of consequence 5
Detection rating 3
New rcm index (i2) 240
I1 − I2 = IΔ 400 − 240 = +160 8
Remarks The task undertaken has given a reduction 

in index of 160. The new index i.e. 240 could 
be considered acceptable.

No task was initiated, as 
the index was considered 
acceptable.
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Expected downtime model: After studying the 
operating practice, the existing maintenance and 
failure data, the system can be modelled using 
the following assumptions (Pillay 2001, Pillay & 
Wang 2003):

• Inspections take place at regular time intervals 
of T hours and each requires a constant time.

• Downtime owing to inspection = d.
• Average downtime for breakdown repair = db.
• Arrival rate of defects per unit time = kf.
• Inspection period = T.
• Failures are repaired immediately with down-

time db << T.
• Inspections are perfect in that any defect present 

will be identified.
• Defects identified will be repaired within the 

inspection period.
• The time of origin of faults is uniformly distrib-

uted over the time between inspections.
• The delay time is independent of its time of 

origin.

As a consequence of the above assumptions, the 
model of b(T) given in Equation (1) can be simpli-
fied as:

b T
T

f h dh
T

( )T
1 ( )T h )h

0

(T= ∫  (2)

Consequently, the expected downtime per unit 
time function D(T) is given by Equation (3) below

D
d k Tb T d

T d
f bk Tb d
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(TT

=
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⎫
⎬
⎫⎫

⎭
⎬⎬
⎭⎭
⎬⎬⎬⎬ (3)

The product kfT will give the expected number 
of defects within the time horizon considered. This 
is normally based on the historic data gathered for 
the equipment or system.

Substituting b(T) from Equation (2) gives:
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Delay time distribution can be predominantly 
estimated using subjective or objective methods. 
Several models have been developed for these two 
approaches (Baker & Wang 1993, Wang 1997). In 
this paper, the truncated standard normal distribu-
tion is used to determine the optimum inspection 
period for the expected cost and safety criticality 
model.

When f(h) follows a standard normal distribu-
tion truncated at 0 with μ = 0 and σ2 = 1, then:

f h e h)h
2
2

2/2= −

π
 (5)

Substituting Equation (5) into Equation (4) 
gives:
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Figure 3. The approach flowchart.
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Equation (6) will give the estimated downtime 
per unit time of the equipment. A practical way 
of expressing this downtime is by means of its 
availability within a specified time period. The 
availability of the system, A, is calculated using 
Equation (7):

A
TOT TDTTT

TOT
=  (7)

where TOT = total operating time; and TDT = total 
downtime.

The total downtime can be estimated using 
Equation (8) below:

TDT
TOT

T
d k T b df bk T b d= ⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎡⎣⎡⎡ ⎤⎦⎤⎤∗
∗ ∗b(TTT  (8)

where T * = optimum inspection period (when 
downtime is minimised).

The optimal inspection period T can be 
obtained graphically by plotting the expected 
downtime D(T) against the inspection period T. 
The optimal period will be such that D(T) is mini-
mised or alternatively, such that the availability is 
maximised. The result obtained from the described 
method only reflects the availability of the compo-
nent analysed and does not account for any redun-
dancy features incorporated within the system.

Expected cost model: This model estimates the 
expected cost per unit time of maintaining the 
equipment on an inspection regime of period T. 
The probability of a defect arising as a breakdown 
failure is given in Equation (1) as b(T). As an 
inspection repair cost applies to all components even 
if the component is in good condition, the probability 
of fault arising as an inspection repair is 1—b(T).

There are three cost elements which need to be 
considered in this modelling phase. These three ele-
ments are (Pillay 2001, Pillay & Wang 2003):

1. Cost of a breakdown.
2. Cost of an inspection repair.
3. Cost of an inspection.

Using the same assumptions and notations 
described previously, Equation (4) is modified to 
include the various costs involved in an inspection 
maintenance regime to give:

C
Cost b T Cost b Tf BCost IR i( )T

[ {k Tfk T ( )T [ (b )]} ]Costi

( )T d
=

+ CostIR [
 

 
(9)

where C(T) = the expected cost per unit time of 
maintaining the equipment on an inspection 
system of period T; CostB = breakdown repair 
cost; CostIR = inspection repair cost; and Costi = 
inspection cost.

The above terms are described in detail later. 
When the probability distribution function of 
delay time f(h) follows a truncated standard nor-
mal distribution as shown in Equation (5) and 
substituting this into Equation (9) to obtain an 
expression for the expected cost, C(T), will give:
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(10)

Breakdown repair cost: When considering the cost 
associated with the breakdown of machinery, all 
failure modes and consequences need to be known. 
Each consequence is then quantified in monetary 
terms. The breakdown repair cost includes costs 
associated with the effects of a failure and also 
costs associated with the corrective action taken 
to restore the equipment back to its working con-
dition. This can be represented by Equation (11) 
below:

CostB = Costk
effect + Costk

c (11)

Costk
effect is the cost associated with the effects of 

an equipment failure and Costk
c is the cost associ-

ated with the corrective action carried out on the 
failed equipment. The various factors considered 
in predicting the costs associated with the effects 
of a failure are given in Equation (12) and where 
necessary they can be further elaborated. The vari-
ous costs involved in carrying out corrective action 
are given in Equation (18) and will be explained 
later.

The cost associated with the effects of an equip-
ment failure, Costk

effect, is given by:

Costk
effect =  Σ

M

m=1(Costm
CRθmkεkqkδk

PF

        + Costm
ωθmkεkωkδk

PF) (12)

where Costm
CR = cost rate for effect m; Costm

ω = cost 
per occurrence for effect m; θmk = redundancy factor 
for failure k and effect m; εk = operating time fac-
tor for failure k; qk = mean probability of failure k, 
δk

PF = P-F factor for failure k; ωk = mean frequency 
of failure k; and M = number of effects.

The cost rate or cost per hour indicates the esti-
mated cost per unit time due to the occurrence of 
the effect. The cost per occurrence indicates the 
fixed cost incurred every time the effect takes place.

The redundancy factor indicates whether a 
cause will produce the assigned effect on its own or 
whether other concurrent failures will need to occur 
in order for the effect to take place. A redundancy 
factor often needs to be determined if  the effect 
is a hazardous one as there will almost certainly 
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be protective systems in place to mitigate against 
failures, which would lead to a hazard. If  the cause 
will produce the assigned effect without other con-
current failures taking place then the default value 
of 1 should be assigned to the redundancy factor. 
If  the cause will only produce the assigned effect 
when other concurrent failures occur then a fac-
tor between 0 and 1 should be applied. The redun-
dancy factor represents the probability that the 
failure cause will produce the assigned effect.

The operating time factor indicates the frac-
tion of the system lifetime or sampling period for 
which the specified failure effects are applicable. If  
the failure mode will always result in the specified 
effects then this factor should be set to 1. If  the 
system operates in different phases, and the effects 
of failure are only applicable during certain phases 
then this value should indicate the ratio of applica-
ble phase time lengths to the total lifetime:

εk = τA/τL (13)

where εk = operating time factor; τA = sum of appli-
cable phase time lengths; and τL = system lifetime/
sampling period.

The Potential Failure (P-F) interval indicates the 
time period before an actual failure during which 
potential failures are revealed. If  the P-F interval 
is set to zero, failures will only be revealed if  they 
have already occurred. Inspections of items with 
P-F intervals of zero are only effective for hidden 
failures. If  potential failures can be identified before 
they occur (P-F interval > 0 ) then it may be worth 
inspecting items at regular intervals. The P-F factor 
is used to model the effects of non-zero P-F inter-
vals for inspection tasks and alarm monitoring. For 
inspection tasks, the P-F factor is given by:

δ τ
τ

PFδδ PF i

PF i

mτ iτ ttr for
mτ iτiPFP ttr <mttr 1

( )
/( )  

(14)

δ τPFδδ PF if 1τ i mttr+τ iτ ≥( )  (15)

where iPF = P-F interval for the inspection task; 
τi = inspection interval; and mttr = corrective out-
age duration (including logistic delay).

For condition alarms with non-zero P-F intervals 
the P-F factor is given by:

δPFδ PF PFiPF f mtt= 1mttr <1 iPF− / /PFmtt fo iP/ /f PFmttr for iP  (16)
δPFδ PFfo= 1mtt ≥mttr0 PFfo iPiPFfor iP /mm  (17)

In all other cases the P-F factor is set to 1.
Predicting costs associated with corrective action 
(Costk

c): The cost associated with the corrective 
action carried out on the failed equipment, Costk

c, 
is given by:

Costk
c =  Costk

opcωk + Costk
cre,CRωkmttrc

       + Costk
cre,ω,cωk + ΣN

n=1Costnk
spaUnk

cωk (18)

where Costk
opc = operational cost for corrective 

maintenance for failure k; Costk
cre,CR = cost rate for 

crew; mttrc = corrective task duration; Costk
cre,ω,c = 

corrective call-out cost for crew; ωk = mean frequency 
of failure k; Costnk

spa = corrective spare n unit cost; 
Unk

c = no of spares used of type n during one cor-
rective task; and N = no of types of spares that 
need to be replaced.

The operational cost parameter indicates any 
costs associated with the maintenance task other 
than the maintenance crew cost. This parameter is 
used to indicate any operational costs incurred by 
taking items off-line during maintenance.

The cost rate or cost per unit time defines the cost 
when the maintenance crew is performing scheduled 
or non-scheduled maintenance or inspection tasks. 
The corrective call-out cost represents any fixed 
costs associated with the call-out of the maintenance 
crew for corrective repairs. The scheduled call-out 
cost represents any fixed costs associated with each 
scheduled maintenance or inspection action.

Inspection repair cost: The inspection repair cost 
will include all the expenses incurred to carry out the 
inspection and corrective action taken (if  necessary). 
This will include the cost of maintenance engineers, 
spares consumed and loss of operational time. The 
expected cost for corrective action under inspection 
repair is less compared to breakdown repair (from 
the experience of maintenance engineers and ship 
owners/operators). This is due to the number of 
components that have to be overhauled/changed 
when a breakdown occurs, probably attributed to 
the “knock-on effect” of a component/machinery 
failure. Hence, the inspection repair cost is given 
by Equation (19) and the value of Costk

c in this 
equation will be less than the value of Costk

c in 
Equation (18).

CostIR = Costk
i + Costk

c (19)

where Costk
i is the cost associated with inspection 

tasks; and Costk
c is the cost associated with correc-

tive action.
The cost associated with inspections carried out 

on the equipment, Costk
i, is given by:

Costk
i = Costi

op,g + Costk
cre,CRmtti + Costk

cre,ω,s (20)

where Costi
op,g = operational cost for task group i 

(includes inspection task for failure k), Costk
cre,CR = 

cost rate for crew, mtti = inspection duration, and 
Costk

cre,ω,s = scheduled call-out cost for crew.
The inspection duration indicates the mean time 

taken to inspect the item. This time is only used 
to calculate the maintenance crew costs. A task 
group is used to group together different mainte-
nance tasks, which are to be performed at the same 
time. Performing an inspection task on a group of 
items at the same time can often be more cost effec-
tive than inspecting the items at different intervals. 
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The values of the cost rate for crew and scheduled 
call-out cost for crew should be the same as the val-
ues used in Equation (18).
Predicting Costi: Costi represents the cost involved 
for the vessel crew to carry out the inspection.
Expected safety criticality model: This model 
estimates the safety criticality per unit time of the 
equipment when it is inspected with a periodicity 
of T (Pillay 2001, Pillay & Wang 2003). If  b(t) is 
the probability of a defect arising as a breakdown 
failure k then, Crk

safety is the safety criticality of 
the said failure and Crk

oper is the operational safety 
criticality when the defect does not arise and/or is 
not a breakdown failure. The estimation of Crk

safety 
and Crk

oper is given by Equations (21) and (22) 
respectively.

Cr Skrr
safetya

mSsafetya
mk k k

PF
k

m

M
=

=
∑ θ εmk kδ ωkk

PFP
kk

1

 (21)

where Crk
safety = safety criticality associated with 

failure k; SmSsafetya  = safety severity for the mth effect 
for failure k; θmk = redundancy factor for failure k 
and effect m; εk = operating time factor for failure 
k; δk

PF = P-F factor for failure k; ωk = mean fre-
quency of failure k; and

Cr Skrr
oper

mSoper
mk k k

PF
k

m

M
=

=
∑ θ εmk kδ ωkk

PFP
kk

1

 (22)

where Crk
oper = operational safety criticality associated 

with failure k; SmSoper  = operational safety severity for 
the mth effect for failure k; θmk = redundancy factor 
for failure k and effect m; εk = operating time factor 
for failure k; δk

PF = P-F factor for failure k; ωk = mean 
frequency of failure k; and M = number of effects.

The safety criticality and operational safety 
criticality of a failure can be identified by perform-
ing an FMEA study on the system. The values of 
these two parameters can be estimated subjectively 
using a scale of 0 to10 (0 being least critical and 10 
being most critical). The values are assigned based 
on the probability of occurrence and severity, and 
are considered for four categories (personnel, envi-
ronment, equipment and catch). All the other vari-
ables in Equations (21) and (22) will have the same 
values as defined in Equation (12).

The expected safety criticality is given by Equa-
tion (23).

S
k TCr b T Cr b T

T d
fk krr

safetya
kr
oper

( )T
( )T [ (b )]

=
+ Crkrr

oper [
 (23)

where S(T) is the expected safety criticality per 
unit time; Crk

safety and Crk
oper are given by Equations 

(21) and (22), respectively.

3.2.3 An example
The application of  the delay time concept to deter-
mine the optimum inspection interval is demon-
strated using a main hydraulic winch operating 
system on a fishing vessel (Pillay 2001, Pillay & 
Wang 2003). This vessel is a 1266 GRT (Gross 
Tonnage), deep-sea trawler with a length overall 
of  60 meters. The winches are used to deploy the 
nets and haul the catch on to the ship. The sup-
porting winches, that is, the Gilson winch and tip-
ping winches are not considered in this example.

The fishing vessel operates on a yearly 
inspection/maintenance regime. This entails that 
once a year, a thorough check of the vessel is 
performed. Any components that are identified 
to require maintenance or replacement (during 
this inspection) are either overhauled or replaced 
accordingly to bring the equipment back to “as 
good as new”.

Modelling process: The following information 
was gathered for this particular system, which 
included a combination of logged records and 
reports complemented by expert judgements 
(where no data was available):

 Inspection downtime (d) = 15 minutes = 
0.01041 days
Downtime for breakdown repair (db) = 4.5 days
 Total operating hours of winch (for 25 
voyages) = 1344 hrs = 56 days
 Arrival rate of defects (kf) = 0.535 per day [30 
failures for 25 voyages]

The actual process of  carrying out the inspec-
tion itself  would take about 45 minutes for this 
particular system. Most of  the inspection can 
be carried out when the hydraulic system is not 
operating, this includes visual inspection, off-
load and function testing. Hence, the down-
time caused by inspection would be much lower 
than 45 minutes. From the experience, only 
15 minutes is required to carry out an on load 
pressure test for such a system. Therefore, the 
inspection downtime d is set to be 15 minutes or 
0.01041 days.

The downtime for breakdown repair takes into 
account any logistic delays that may occur while 
waiting for spares to be sent from shore suppliers. 
Most fishing vessels carry minimum amount of 
spares on board. Hence, should a breakdown occur 
at sea on the hydraulic system, the ship might be 
operationally crippled for a period of time. From 
the experience, this period could be a few of hours 
or days, depending on the position of the vessel at 
the time of breakdown.

Substituting the values obtained for the hydrau-
lic system into Equation (6) gives the following 
equation:
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(24)

The data collected from the hydraulic system for 
the cost estimation is as follows:

Cost associated with inspection task (Costk
i): From 

the historical data, it is found that contract workers 
carry out inspection tasks as per PMS (Preventive 
Maintenance Schedule) every 365 days when 
machinery is not operating/at port. However, 
should the inspection be carried out on board the 
vessel by the vessel crew, the values for Costi

opc,g and 
Costk

cre,CR are 0. The only possible cost could be a 
call out cost for crew to carry out special inspection 
activities such as, the calibration of pressure control 
valves on the hydraulic system. The inspection cost 
from Equation (20) is calculated to be:

Costk
i = Costk

cre,ω,s = £100

Cost associated with corrective action 
(Costk

c): From the historical data, it is known 
that contract workers normally carry out corrective 
action at port upon inspection. However, if  the 
corrective maintenance was carried out on board 
the vessel upon inspection, the values for Costk

op 
and Costk

cre,CR would be equal to 0. The data used 
for this test case considers repairs carried out on 
the clutch seal and break seal of the hydraulic 
winch. The following parameters were quantified:

Costk
cre,ω,c = £100 ωk = 2.5 Costbseal

spa = £30
Costcseal

spa = £30 Ubseal = 1 Ucseal = 1

In the above, the call-out cost is assumed to be 
very low, i.e. £100. This is because it was the com-
pany’s own technical superintendent that actually 
went out to the vessel and calibrated the pressure 
control valves for the winch.

Substituting the above values into Equation (18) 
gives:

Costk
c = 100(2.5) + 30(2.5)(1) +30 (2.5)(1) = £400

The predicted cost associated with inspection 
repair from Equation (19) is calculated to give:

CostIR = 100 + 400 = £500

Cost associated with the effect of equipment failure 
(Costk

effect) The failure of the winch has an 
effect on the personnel, environment, equipment 

and catch. The cost rate (Costm
CR) and cost per 

occurrence (Costm
ω) on each of these categories are 

given in Table 4. Since much of the information 
was lacking, expert judgement and subjective 
reasoning were used to obtain reasonable estimates 
of the effects of the hydraulic winch failure.

The other parameters were quantified as follows:

θmk = 1 εk = 1 ωk = 2.5 δk
PF = 1 qk = 0.02

Using these values, the sum of Costk
effect is calcu-

lated from Equation (12) to be £25,000.
As described previously, Costi represents the 

cost involved for the vessel crew to carry out the 
inspection. As this is part of their job description 
in this example, it does not represent any addi-
tional cost to the operating company, as such it is 
assumed to be 0.

The data collected for the safety criticality esti-
mation is based on expert judgement and is shown 
in Table 5. The failure was evaluated for its safety 
and operational criticality for the four different 
categories on a scale of 0 to 10. The estimation of 
the safety severity parameter, (SmSsafetya ), is assumed 
for the worst case scenario. It is also assumed that 
if  the failure does not lead to a catastrophic break-
down, the operational safety severity (SmSoper) will be 
minimal.

The values of Crk
safety and Crk

oper in Equations (21) 
and (22) were evaluated assuming that θmk, εk, and 
δk

PF = 1 and ωk = 2.5, to give:

Crk
safety = 25 + 25 + 25 + 25 = 100

Crk
oper = 2.5 + 2.5 + 2.5 + 2.5 = 10

The next step in the analysis is to determine 
the best compromise between the three inspection 

Table 5. Values of  S m
safety and S m

oper.

Effect of failure on S m
safety S m

oper Crm
safety Crm

oper

Personnel 10 1 25 2.5
Environment 10 1 25 2.5
Equipment 10 1 25 2.5
Catch 10 1 25 2.5

Table 4. Cost rate and cost per occurrence estimation 
for a failure.

Effect of failure on Costm
q Costm

ω

Personnel £100/hr £4000
Environment £100/hr £2000
Equipment £100/hr £1000
Catch £100/hr £3000
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intervals obtained. There are several methods that 
can be used to determine the best compromise. 
These include multiple criteria decision-making, 
minimax principle optimisation and the Bayesian 
approach optimisation (Almeida & Bohoris 1995). 
As these methods require tedious mathematical 
computation, which is not required here, a simple 
graphical method is used to determine the best 
compromise inspection interval.

Optimisation results: The example used to 
demonstrate the described approach generated 
three different optimal inspection periods. The 
inspection period is estimated to be 5.18 operating 
hours (the winches in this fishing vessel are operated 
for roughly 2–4 hours per fishing day) when the 
downtime is minimised, 7.24 operating hours when 
the cost is minimised and 17.28 operating hours 
when the safety criticality is minimised. As the 
change in the safety criticality is small for a large 
change in the inspection interval, this criterion is 
not as critical as the cost and downtime criteria. An 
such, in the first instance, the expected cost C(T) 
is plotted against the expected downtime D(T) as 
shown in Figure 4. The curve produced can be used 

to determine the best compromise between the cost 
and downtime criteria.

The graph in Figure 5 gives a clearer indication 
of the three criteria modelled for the winch system. 
This graph plots the expected cost C(T), expected 
downtime D(T) and expected safety criticality S(T) 
against the inspection period T. The shaded area 
shown on the graph represents the approximate 
operating hours of the winch system (per fishing 
operation), which ranges from 3 to 6 hours. For con-
venience, the inspection can be carried out during 
this period as the penalty is within reasonable limits.

Although the procedure to determine the optimal 
inspection time is complex, it can be easily incorpo-
rated into a user friendly computer interface, which 
would require owners/operators to input information 
about the failure of the equipment. The inspection 
regime can be integrated into the existing mainte-
nance procedures in order to minimise the operat-
ing cost and downtime suffered. The effectiveness of 
the described approach can be improved if sufficient 
data is available in order to generate a true proba-
bility distribution function for the delay time. Cur-
rently there is no procedure in place for testing the 
hydraulic equipment for operation before the start 

0.08 0.09 .0.1 0.11 0.12 
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900
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1000

1 (Min downtime) 
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2 (Min cost) 
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Figure 4. Expected cost C(T) against expected downtime D(T).
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Figure 5. D(T), C(T) and S(T) against T.
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of a fishing operation. As such, having an inspection 
regime before every other operation could be very 
useful to minimise unforeseen accidents/incidents 
caused by equipment failure. Any inspection regime 
implemented on board a fishing vessel would enable 
gathering of useful information about the system, 
such as the time of actual failure and the time of 
initial failure (the time when the equipment starts to 
show signs of abnormalities). This information will 
enable a better prediction of the delay time interval 
and distribution to be conducted, hence, enhancing 
the accuracy of the model.

The final decision of the optimal inspection period 
will depend heavily on the needs and operating cul-
ture of the owner/operator of the vessel. The imple-
mentation of such a regime on fishing vessels will 
be influenced by the operating circumstances of the 
equipment and other factors such as availability 
of expertise, position of vessel and sea conditions. 
However, should the conditions for implementation 
be favourable, delay-time analysis can be used to 
optimise the system’s inspection scheme for main-
tenance. For example, if  a high demand for pro-
duction output is the priority for the fishing vessel, 
the downtime and availability of equipment may 
be used as the criterion for selecting the inspection 
strategy. Conversely a fishing vessel with a steady 
production flow may choose to examine the possi-
bilities of cutting costs in order to boost profit.

3.3 Ship structural maintenance

The dynamic, uncertain and harsh nature of the 
environment in which a ship operates makes struc-
tural maintenance a challenging task (US Coast 
Guard 1995). Generally speaking, modern ships 
are now plagued with less dramatic problems of 
localised structural failures. To minimise the risk 
of structural failures, ship design, operations, 
human factors, maintenance and repairs must all 
be addressed. When a structural failure in the form 
of cracking or excessive corrosion is discovered by 
inspection, a decision must be made as to the most 
effective repairs. This decision is usually difficult 
due to the vast array of engineering, construction 
and repair knowledge that must be assimilated 
to make a good repair decision. The resources of 
information used for ship structural maintenance 
decision-making are shown in Figure 6.

The information obtained from such sources 
may be used to help ship operators make rational 
maintenance decisions with structural failure diag-
nosis and repair alternative evaluation. The goals 
of a rational structural maintenance approach of 
ships are (US Coast Guard 1995):

1. To provide a consistent and structured mainte-
nance strategy.

2. To ensure complete and prompt maintenance 
evaluations.

3. To increase the level of expertise in the shipyard 
and office.

4. To promote a sharing of maintenance 
information among ship owners, operators and 
shipyards.

5. To utilise analytical and historical ship data.
In any structural maintenance situation, there 

are the following four basic steps to determining 
the “best” maintenance. There steps are described 
as follows (US Coast Guard 1995):
1. Gather information on structural failure

 Visual inspection of ship structures is performed 
at regular intervals to locate structural failures 
and describe the basic properties of the failures. 
These properties include crack location, crack 
orientation, crack length, percentage plate wast-
age and other information necessary to analyse 
the failure. The probability of crack detection 
governs the probability that a certain size crack 
will be detected during an inspection.

2. Determine mode of structural failure
 Various ways have been proposed to catego-
rise modes of failure in terms of loading types, 
stress types, etc. Ship structural failures may be 
effectively investigated in terms of dynamic and 
static failure modes. The dynamic failure mode 
occurs under the condition of cyclic loading and 
includes the following specific failures:
• Low cycle fatigue failures that occur under 

cyclic loading of 0.5 to 1000 cycles.
• High cycle fatigues failures that occur under 

cyclic loading of 1000 cycles or more.
• Corrosion fatigue failures caused by the accel-

eration of crack propagation in the presence 
of cyclic loads in a corrosive environment 
such as sea water.

The static failure mode occurs under the con-
dition of static loading and includes the following 
specific failures:
 • Brittle fracture.
 • Ductile fracture.
 • Buckling failure.
 • Stress corrosion cracking.

Ship mainte-

nance system

Analysis 
procedures

Corrosion 
expertise 

Historical 
data 

Experience-
based
knowledge

Material 
data 

Fracture 
mechanics 
expertise 

Loading 
data 

Ship structure 
data 

Figure 6. Sources of information for maintenance 
decision-making.
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 All the above are influenced by environmental 
factors. In addition, a single fracture can contain 
several modes. Since a majority of ship struc-
tural failures are initiated by high cycle fatigue 
and corrosion effects, maintenance is expected 
to be focused on these areas while keeping in 
mind other possible areas.

3. Determine cause of structural failure
There are five basic causes of a ship structural fail-
ure. These causes are the following:
 •  Design problem. This cause includes insufficient 

static, fatigue and/or buckling strength in the 
design. It could result from poor analysis pro-
cedures, poor material selection for the service 
conditions, underestimation of loadings and/or 
incorrect or insufficient structural modelling.

 •  Insufficient quality control. This cause occurs 
during construction and results in faulty 
material processing or fabrication. Examples 
include poor or incorrect welding procedures, 
incomplete welding, material defects and tol-
erance problems.

 •  Overloading. This cause includes situations that 
cannot be foreseen in initial design. Examples 
include collisions, poor tug operations and poor 
seamanship in extreme weather conditions.

 •  Environmental factors. The primary environ-
mental factor is corrosion of the ship structure 
due to inadequate maintenance.

 •  Combined effects.
In reality, structural failures usually result from 

combined effects. Two or more factors usually con-
tribute to the cause of  damage in varying degrees.
4. Evaluate repair alternatives and make selections
Once the mode and cause of failure have been 
determined with a degree of certainty, alternative 
repairs can be evaluated. This step is usually a dif-
ficult one due to the large number of factors that 
should be considered. The repair that best satisfies 
the technical, logistical, economic and other con-
siderations is the one that should be considered.

Maintenance considerations include the follow-
ing aspects (US Coast Guard 1995):
1. Technical considerations

 A technical evaluation should determine the pri-
mary factors that influence structural failures. 
Typical technical factors include:

 • Mode of failure.
 • Cause of failure.
 • Expected life of repair.
 • Type of structure.
 • Location of structure in the ship.
 • Operating route of the ship.
 • The environment that influences the failure.
2. Logistic considerations

 Logistic factors may limit the type of repair if  
the need for repair in a maintenance activity is 

identified. These factors include the location 
of the maintenance and time considerations. 
The location of maintenance falls within the 
categories of voyage maintenance and shipyard 
maintenance. Time considerations include fac-
tors such as the time available to complete main-
tenance and the time until the next inspection/
maintenance.

3. Economic considerations
 Economic considerations can play a dominate role 
in maintenance decisions. Typical factors include 
the future plans for the ship, age of the ship, total 
cost and time to complete maintenance, cargo 
transport obligations, resources available, current 
steel costs, repair rates, wage rates, etc.

4. Additional considerations
 Several additional considerations must be taken 
into account in maintenance evaluations. These 
considerations include the following:

• Ship classification societies that dictate the 
minimum structural requirements for compli-
ance with class rules.

• Regulating authorities that dictate the mini-
mum requirements for ship operation within 
their jurisdiction.

• Environmental safety which is a major consid-
eration in ship maintenance.

• Personnel safety which is often tired to envi-
ronmental safety.

• Accessibility by crew which determines if moni-
toring of minor structural problems is feasible.

There are several fixed repair options available 
when a structural failure is discovered. When a crack 
or corrosion is discovered, there are usually a limited 
number of repair options that could be selected.

3.4 Regulatory bodies and rigid prescriptive 
requirements

There is growing awareness among marine organi-
sation, especially classification societies that the age-
old approaches to maintenance management need to 
be reviewed. DNV, for example, have already started 
applying RCM in the maritime industry. They have 
been doing two types of jobs related to RCM for ship 
industry, that is, development of ship design and fol-
low-up requirements based on RCM assessment of 
ship machinery and design specific RCM to deter-
mine optimal maintenance plans for ship machin-
ery systems (Mokashi et al. 2002). They have used 
special software and help from experts from various 
engineering disciplines. Lloyds Register (LR) has also 
done considerable work in the related disciplines.

Having accepted that RCM moves away from 
blind compliance with manufacturer’s recommen-
dation, there is a need for a system of checks to 
ensure that the process is indeed applied properly 
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and that there are no faults in the analytical logic. 
This is an area where the classification society has 
an important role to play. There is a need to carry 
out audits both internal, conducted by the senior 
technical manager and external conducted by the 
class surveyor. RCM is meant to be a “living sys-
tem”, that is, there is a system of feedbacks which 
ensures that any newly identified failure modes are 
incorporated into the system, as well as the effec-
tiveness of the recommended maintenance actions 
is recorded. Therefore, the audits should confirm 
that it is maintained as such (live). These audits 
could be a part of ISM audits, which review the 
Planned Maintenance System on board.

4 DISCUSSION AND RECOMMENDATION

Equipment manufacturers and suppliers tend to rec-
ommend a very conservative maintenance approach. 
This is due to the fact that they have no control or idea 
of the operating environment. Therefore, they have to 
suggest a maintenance programme that can cope with 
the worst-case scenario, as failure could lead to guar-
antee or even damage claims from the operator. This 
often leads to over-maintenance, which is a waste 
of resources. Many equipment manufacturers have 
started recommending RCM based maintenance 
approaches uniquely developed with due considera-
tion of the operating context of their clients. One such 
manufacturer is Wärtsilä NSD, which has developed 
a maintenance management approach called RCOM 
(Reliability Centred Operation and Maintenance), 
based on RCM (Ahlqvist & Fågelko).

RCOM is a systematic and logical approach, which 
is taken to identify characteristics and consequences 
of possible system failures and to use this informa-
tion to assign the most appropriate and beneficial 
operations and maintenance tasks. The RCOM gives 
the operators more adaptability to apply reliabili-
ty-centred actions throughout the life cycle of the 
system.

This indicates a growing awareness on the 
part of  manufacturers to be sensitive to their 
client’s needs when suggesting a maintenance 
programme. To a certain extent whether other 
manufacturers and regulatory authorities fol-
low and accept this will depend on the kind of 
response such a system gets from the operators. 
There are suggestions that the equipment suppli-
ers should give a generic FMEA. However, the 
use of  such information for “templating” should 
be made with caution, as RCM analysis and the 
criticality ratings given in the analysis are context 
sensitive.

While RCM is an excellent methodology for 
analysing the maintenance needs, it seems to lack 
a defined approach for implementation in ship 
operations. This may be overcome by the use of 

Total Productive Maintenance (TPM), which is 
a more “holistic” approach. The work done by 
JIPM (Japan Institute of Plant Maintenance) in 
the implementation of TPM in various industries 
is excellent. TPM lays much emphasis on autono-
mous maintenance by operators (Nakajima 1997). 
This makes sense in the maritime context with 
the ever-decreasing number of crew on board. 
Autonomous maintenance creates a sense of own-
ership of the equipment in the operator. The best 
way to implement autonomous maintenance on 
board would be to remove the concept of separate 
navigation and engineer officers and instead go in 
for dual competency marine officers (MAROF). 
These MAROFs could be kept on fixed rotation. 
This will encourage continuance of the mainte-
nance practices. The MAROFs could be given the 
responsibility of preventing equipment deteriora-
tion through correct operations and daily checks, 
bringing the equipment to its ideal state through 
restoration and proper management and estab-
lishing proper conditions needed to keep equip-
ment well-maintained (Suzuki et al. 1994). Teams 
of repair fitters and technicians could undertake 
the major maintenance job as and when required 
under the supervision of MAROFs. This will 
optimise the use of skilled officers on board and 
improve their job satisfaction as well.

Training is another aspect that would have to be 
focused upon. While maintenance is an important 
shipboard activity, there is no training imparted in 
maintenance management either as a subject or as 
a part of one in the mandatory courses. Most of 
the countries do not examine the candidates in this 
topic in their competency exams either, in spite of 
the fact that IMO in its wisdom has developed a 
model course on these lines (Model Course 2.01: 
Maintenance Planning and Execution (IMO 1990)). 
It has a similar theme to the extent that the differ-
ent failure profiles noted in the aviation industry are 
shown in it. This is probably another indication of 
the relevance of RCM in the maritime context. In 
many countries, there has been a spurt in the growth 
of private maritime training institutes. While these 
institutes are in a position to deliver training of 
this sort, they are commercial ventures and have to 
generate profit to sustain themselves. They can only 
deliver what the industry demands them to do. At 
the moment training is mostly compliance oriented 
where seafarers only come for the courses which are 
mandatory under the STCW (Standards of Train-
ing, Certification, and Watchkeeping). Therefore, if  
such awareness is to be created it has to be done by 
either making maintenance management a topic for 
competency exams or a mandatory course.

In general, the marine industry is moving towards 
a risk-based “goal setting” regime. This gives more 
flexibility to safety engineers to employ the latest 
maintenance optimization tools. It may be very 
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beneficial that many advances that have been devel-
oped and are being developed in general engineer-
ing and technology are further explored, exploited 
and also applied in order to facilitate maintenance 
modelling and decision-making. In fact, it is widely 
accepted that any developed analysis approach 
should preferably be introduced into a commercially 
stable environment in order that the applications 
have the chance to become established to prove fea-
sible, otherwise it is more likely that its full potential 
will not be realized (Wang et al. 2004). Therefore, 
emphasis should be directed to apply them in the 
maritime environment.

5 CONCLUSION

A ship owner or manager is perpetually concerned 
with the need to reduce his operating costs. This is 
coupled with the pressure from various agencies to 
improve his safety record. RCM has the potential 
to deliver both. It has proven this in the aviation 
industry where it has over the years helped maintain 
an excellent safety record while keeping the mainte-
nance costs in control. In an ideal world we would 
have enough resources to maintain every compo-
nent and piece of equipment on board. However, 
ship owning or management is a commercial venture 
and to make it viable one has to consider all oppor-
tunities of trimming unnecessary expenses. RCM’s 
system based approach gives us an opportunity to 
do just that, while maintaining, if  not improving, 
the earlier levels of reliability. However RCM is not 
a ‘Silver Bullet’; it needs to be supported by vari-
ous methodologies to make it viable. As described, 
there are viable solutions to the problems identi-
fied. Unfortunately, shipping is a very conservative 
industry. The concept of RCM needs to be ‘sold’ 
both within the organisation as well as outside.

The classification societies need to take the first 
step by creating a regulatory framework to support 
such endeavours. To a considerable extent this has 
already been initiated by the likes of DNV. Those 
classification societies, who have not explicitly gone 
for RCM, have at least accepted relevant technolo-
gies like condition-based maintenance, which is a 
favoured choice in the RCM approach.

One area where more work needs to be carried 
out is in the use of TPM in implementation of RCM 
(Figure 7). TPM can facilitate implementation of 
RCM. It could help bridge the cultural gap between 
aviation industry (the origin of RCM) and shipping.

This document has tried to point out that RCM 
need not be looked at as a methodology, but should 
instead be considered a philosophy. It could thus 
be summarised that, while RCM as a maintenance 
methodology may be considered by some to be diffi-
cult to implement in ship operations, as a philosophy 
its salient points can easily be used by the seafarers 
to make their maintenance plans or decisions. This 
philosophy should be taught to the seafarers prefer-
ably as a part of maintenance management.

ACKNOWLEDGEMENTS

The work presented was performed within the 
EU—Project on “Safety and Reliability of Indus-
trial Products, Systems and Structures” (SAF-
ERELNET), described in http://www.mar.ist.utl.
pt/saferelnet/, which is funded partially by the 
European Commission under the contract number 
G1RT-CT2001-05051 of the programme “Com-
petitive Sustainable Growth”.

REFERENCES

Almeida, A.T. & Bohoris, G.A. 1995. Decision theory in 
maintenance decision making. Journal of Quality in 
Maintenance Engineering 1(1): 34–45.

Ahlqvist, I. & Fågelko, B. Integrated management tools 
for reliability centered operation and maintenance. 
Finland: Wärtsilä NSD.

Ashayeri, J., Teelan, A. & Selen, W. 1996. A produc-
tion and maintenance model for the process industry. 
International Journal of Production Research 34(12): 
3311–3326.

August, J. 1999. Applied reliability-centred maintenance. 
USA: PennWell, Oklahoma.

Baker, R.D. & Wang, W. 1993. Developing and testing the 
delay time model. Journal of the Operational Research 
Society 44: 361–374.

Ben-Daya, M. & Hariga, M. 1998. A maintenance 
inspection model: optimal and heuristic solution. 
International Journal of Quality and Reliability Man-
agement 15(5): 481–488.

Relation between TPM, RCM & other maintenance approaches.

Total Productive Maintenance
TPM

[Autonomous Maintenance]

Redesign

Failure-finding

Run-to-failure

Deafault actions

Scheduled restoration Scheduled Discard

Preventive tasks

P-F interval

Periodic inspection Continuous monitoring

Predictive tasks
(On-condition)

Proactive maintenance

Reliability Centered Maintenance
RCM

Statistics / Age-Exploration

Figure 7. Use of TPM in implementation of RCM.

SAFERELNET.indb   366SAFERELNET.indb   366 10/30/2010   4:31:47 PM10/30/2010   4:31:47 PM

http://www.mar.ist.utl.pt/saferelnet/
http://www.mar.ist.utl.pt/saferelnet/


367

Blackwell, P., Baily, R. & Hausner, E. (n. d.) How Reli-
able Is Mean Time Between Failure (MTBF)?

Cavalier, M.P. & Knapp, G.M. 1996. Reducing preventive 
maintenance cost error caused by uncertainty. Journal 
of Quality in Maintenance Engineering 2(3): 21–36.

Christer, A.H. & Walker, W.M. 1984. Delay-time models 
of industrial inspection maintenance problems. Jour-
nal of the Operational Research Society 35: 401–406.

Crocker, J. 1999. Effectiveness of maintenance. Journal of 
Quality in Maintenance Engineering 5(4): 307–313.

Crosby, T.M. & Reinman, G.L. 1988. Gas-turbine safety 
improvement through risk analysis. Journal of Engi-
neering for Gas Turbines and Power 110(2): 265–270.

Hariga, M. 1994. A deterministic maintenance schedul-
ing problem for a group of non-identical machines.
International Journal of Operations and Production 
Management 14(7): 27–36.

IMO, 1990. Compendium for model course 2.01: main-
tenance planning and execution. UK: International 
Maritime Organization, London.

IMO, 1997. International Safety Management (ISM) 
Code/Guidelines on implementation of the ISM Code. 
UK: International Maritime Organization, London.

Jones, R.B. 1995. Risk-based management: a reliability-
centred approach. Houston: Gulf Publishing 
Company.

Lofsten, H. 1999. Management of industrial mainte-
nance—economic evaluation of maintenance policies. 
International Journal of Operations and Production 
Management 19(7): 716–737.

Luce, S. 1999. Choice criteria in conditional preven-
tive maintenance. Mechanical Systems and Signal 
Processing 13(1): 163–168.

Mann, L., Saxena, A. & Knapp, G.M. 1995. Statistical-
based or condition-based preventive maintenance? 
Journal of Quality in Maintenance Engineering 1(1): 
49–59.

Moubray, J. 1997. Reliability-centered maintenance. 
2nd ed. New York: Industrial Press.

Mokashi, A.J., Wang, J. & Verma, A.K. 2002. A study 
of reliability centred maintenance in ship opera-
tions. International Journal of Marine Policy 26(5): 
325–335.

Nakajima, S. 1997. Introduction to TPM. 2nd ed. (origi-
nally published as TPM Nyumon by Japan Institute 
of Plant Maintenance, Japan). India: Productivity 
Press Private Limited.

Navair, 2001. Navair 00-25-403: management manual guide-
lines for the naval aviation reliability–centered mainte-
nance process. USA: Naval Air Systems Command.

Newell, G.E. 1999. Oil analysis: cost-effective machine 
condition monitoring. Industrial Lubrication and Tri-
bology 51(3): 119–124.

Parrondo, J.L., Velarde, S. & Santolaria, C. 1998. Devel-
opment of a predictive maintenance system for a 
centrifugal pump. Journal of Quality in Maintenance 
Engineering 4(3): 198–211.

Percy, D.F. & Kobbacy, K.A.H. 1996. Preventive main-
tenance modelling, a Bayesian perspective. Journal of 
Quality in Maintenance Engineering 2(1): 15–24.

Pillay, A. 2001. Formal safety assessment of fishing vessels, 
UK: PhD Thesis, School of Engineering, Liverpool 
John Moores University.

Pillay, A. & Wang, J. 2003. Technology and safety of 
marine systems. Oxford: Elsevier (Ocean Engineering 
Book Series).

Rausand, M. 1998. Reliability centred maintenance. Reli-
ability-Engineering & System Safety 60(2): 121–132.

Resnikoff, H. 1978. Mathematical aspects of reliability-
centered maintenance, California: Dolby Access Press.

Rischel, T.D. & Christy, D.P. 1996. Incorporating mainte-
nance activities into production planning: integration 
at the master schedule versus material requirements 
level. International Journal of Production Research 
34(2): 421–446.

Savic, D.A., Godfrey, W.A. & Knezevic, J. 1995. Optimal 
opportunistic maintenance policy using genetic algo-
rithm, 1: formulation. Journal of Quality in Mainte-
nance Engineering 1(2): 34–49.

Sen, P. & Yang, J.B. 1993. A multiple criteria decision 
support environment for engineering design. In Proc. 
9th Intern. Conf. on Engineering Design, August 1996. 
Hague, Netherlands.

Sherwin, D.J. 1999. A constructive critique of reliability 
centered maintenance. In Proc. of the Annual IEEE 
Reliability and Maintainability Symposium, 1999: 
238–244. Piscataway, NJ, USA.

Sherwin, D.J. & Al-Najjar, B. 1999. Practical models for 
condition monitoring inspection intervals. Journal of 
Quality in Maintenance Engineering 5(3): 203–220.

Smith A.M. 1993. “Reliability-centred maintenance”, 
McGraw-Hill Inc., OH, USA.

Srikrishna, S., Yadava, G.S. & Rao, P.N. 1996. Reliability-
centred maintenance applied to power plant auxilia-
ries. Journal of Quality in Maintenance Engineering 
2(1): 3–14.

Suzuki, T., Miyoshi, A. Nakazato, K., et al. 1994. TPM 
in process industry, translated by Loftus J. In book 
originally published as Sõchi Kõgyõ no TPM (1992), 
Japan Institute of Plant Maintenance, Japan. Illinois: 
Productivity Press.

Thorstensen, T. 2000 <TomAnders.Thorstensen@mar-
intek.sintef.no>. Generic failure data on diesel engines, 
E-mail to Amit J. Mokashi 13 June.

US Coast Guard. 1995. Ship maintenance project 
report —Vol.3—Repairs and Maintenance. Washing-
ton, USA.

Wang, J. 2001. Current status of future aspects of formal 
safety assessment of ships. Safety Science 38: 19–30.

Wang, J., Sii, H.S., Yang, J.B., Pillay, A., 
Maistralis, E. & Saajedi, A. 2004. Use of advances in 
technology in marine risk assessment. Risk Analysis 
24(4): 1041–1063.

Wang, W. 1997. Subjective estimation of delay-time dis-
tribution in maintenance modeling. European Journal 
of Operational Research 99(3): 516–529.

Worledge, D.H. 1993. Industry advances in reliability cen-
tred maintenance. In Proc. of the European Safety and 
Reliability Conference (ESREL’93), 1992: 267–277. 
Amsterdam, Netherlands.

SAFERELNET.indb   367SAFERELNET.indb   367 10/30/2010   4:31:47 PM10/30/2010   4:31:47 PM

mailto:TomAnders.Thorstensen@marintek.sintef.no
mailto:TomAnders.Thorstensen@marintek.sintef.no




369

Safety and Reliability of Industrial Products, Systems and Structures – Guedes Soares (ed)
© 2010 Taylor & Francis Group, London, ISBN 978-0-415-66392-2

Corrosion of steels in marine environment, monitoring and standards

M. Panayotova
University of Mining and Geology, Sofia, Bulgaria

Y. Garbatov & C. Guedes Soares
Technical University of Lisbon, Instituto Superior Técnico, Lisbon, Portugal

ABSTRACT: This chapter discusses factors governing corrosion phenomena on the structural steel 
component level in marine environment. Different corrosion phenomena that may attack structural 
steel in contact with seawater are analyzed. Various forms of steel corrosion are described. The effect 
of steel composition and its variations on the corrosion development is discussed and its importance for 
corrosion is estimated. Operational factors influencing corrosion of ballast, oil tanks and cargo holders 
are also reviewed. Different corrosion models and their ability to predict the corrosion development 
are presented. Methods and means for corrosion monitoring, testing and evaluation are analyzed and 
measures for corrosion prevention and control are discussed.

SRB—sulphate reducing bacteria;
TLA—thin layer activation;
TOW—time of wetness;
T-RH—temperature relative humidity complex;
UI—ultrasonic inspection;
WM—weld material;
WZ—corrosion of welded zone;
ZRA—zero resistance ammetry.

2 INTRODUCTION

Corrosion has become a problem of worldwide 
significance with much serious economic, health, 
safety, technological, and cultural consequences to 
our society. It is the main reason for the irrevers-
ible loose of metals and alloys. Most important 
are indirect costs related to failures of machines, 
equipment and facilities. Corrosion is one of the 
main reasons for deterioration of constructions 
and systems and for decreasing their safety, reli-
ability and availability.

Ships and associated systems are constantly 
submitted to corrosive seawater and high humid-
ity environments. Corrosion represents one of the 
most important phenomena leading to marine 
structures deterioration. Corrosion can cause 
rapid failure in marine systems, and there are many 
examples strewn through history.

Failure of a soldered joint in a seawater system 
caused the loss of the USS Thresher in 1963, kill-
ing all 129 men on board, and leaving the radioac-
tive power unit on the floor of the Atlantic.

1 NOMENCLATURE

AE—acoustic emission;
BM—base metal;
CMS—corrosion Monitoring System;
CP—cathodic protection;
CPS—coating protection system;
DIRB—dissimulator iron reducing bacteria;
ECI—Eddy current inspection;
EFSM—electrical field signature method;
EIS—electrochemical impedance spectroscopy;
EN—electrochemical noise;
ER—electrical resistance;
FFT—fast Fourier transforms;
HAZ—heat affected zone;
ICCP—impressed-current cathodic protection;
IR—inductive resistance;
LPR—linear polarization resistance;
MAS—multi-electrode array sensor;
MEM—maximum entropy method;
MEMS—micro-electromechanical systems;
MIC—microbiologically influenced corrosion;
MLCC—mass loss of corrosion coupons;
MMO—mixed metal oxide
MPI—magnetic particle inspection;
 MWM-Arras—meandering winding magnetom-
eter arrays;
NDT—non destructive techniques;
OCP—open circuit potential;
PM—potential monitoring;
PN—plasma nitrided;
RH—relative humidity;
SCC—stress corrosion cracking;
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Failure of the propulsion system on the Braer 
oil Tanker due to seawater corrosion lead to it 
foundering on the Shetland Islands in 1993, spilling 
100,000 tons of oil.

Sinking of Erica on 12 December 1999 lead 
to spillage of 19 800 tons of heavy fuel oil near 
the coast of Brittany, France. The economic 
consequences of the incident have been felt across 
the region for many years.

These are just three of the largest and most dam-
aging victims of marine corrosion, and improper 
anticorrosion design, there are many more failures 
every day. All these lead to downtime of marine 
systems, costing hundreds of thousands of Euros 
in lost revenue.

Effective measures counteracting the corrosion 
can not be found without understanding its nature 
and without knowledge on factors influencing the 
corrosion rate.

Corrosion is a spontaneous process of deg -
radation and destruction of materials caused by 
their interaction with the environment. Corrosion 
specifically refers to any process which involves 
the deterioration or degradation of metal compo-
nents. The best known case is that of steel rusting. 
Corrosion is spontaneous and irreversible process 
because it is connected with a decrease in Gibbs 
free energy. Commonly used technical metals are 
not in pure state in the earth. They are in ores, 
under the form of chemical compounds which 
include sulphur, oxygen, carbon, hydrogen, etc. 
Minerals represent the thermodynamic steady 
state of metals, in which the Gibbs free energy has 
a minimum value. Extraction of pure metals from 
their ores and their further processing requires 
energy, and this energy brings metals in thermody-
namically less stable state. This is the reason which 
makes the metals to react with their environment 
and to return to the thermodynamically stable 
state they are predominantly found in nature, e.g. 
oxides. Metals which have a higher energy input in 
their production processes are more susceptible to 
corrosion, and have a lower electrode potential.

Most spread corrosion processes are electro-
chemical in nature, with a chemical reaction (mass-
transfer) accompanied by the passage of an electrical 
current (flow of electrons and ions). This is due to 
the formation of a galvanic corrosion cell on the 
metal surface. Four elements must exist for galvanic 
cell formation and operation: corroding metal (or 
site)—anode, more noble metal (or site)—cathode, 
continuous conductive liquid path—electrolyte, and 
an oxidizing agent. Current flowing between anodic 
and cathodic sites is named corrosion current (Icorr) 
and it is a measure for the corrosion rate.

This work here discusses factors governing 
corrosion phenomena on the structural steel 
component level in marine environment and various 

forms of steel corrosion are described. Operational 
factors influencing corrosion of ballast, oil tanks 
and cargo holders are also reviewed and different 
corrosion models and their ability to predict the 
corrosion development are presented. Methods 
and means for corrosion monitoring, testing and 
evaluation are analyzed and measures for corrosion 
prevention and control are discussed.

3 CORROSION PHENOMENA IN MARINE 
ENVIRONMENT

Failure mechanisms usually associated with marine 
corrosion include general corrosion, localized 
corrosion, inter-granular corrosion, weld corrosion, 
stress corrosion cracking, fatigue and corrosion 
fatigue, fretting and wear, erosion corrosion, hydrogen 
embrittlement, sulphide-cracking and microbiologi-
cal corrosion. According to their appearance corro-
sion phenomena met in marine environment can be 
categorized in the following groups:

•  Group 1—readily identifiable by ordinary visual 
examination: general corrosion, pitting, crevice 
corrosion (classical, under deposit and filiform), 
galvanic corrosion;

•  Group 2—may require supplementary means 
of examination: erosion corrosion, cavitations, 
fretting corrosion, inter-granular corrosion, de-
alloying (selective leaching);

•  Group 3—verification is usually required by 
microscopy (optical, electron microscopy etc.): 
stress corrosion cracking, corrosion fatigue, 
hydrogen embrittlement.

General uniform corrosion is characterized by 
corrosive attack proceeding evenly over the entire 
surface area, or a large fraction of the total area. 
The breakdown of protective coating systems on 
structures often leads to this form of corrosion. 
General thinning takes place until failure. On the 
basis of tonnage wasted, this is the most important 
form of corrosion. Uniform corrosion is relatively 
easily measured and predicted.

Pitting corrosion is a localized form of corrosion 
by which cavities are produced in the material. Pitting 
is considered to be more dangerous than uniform cor-
rosion damage because it is more difficult to detect, 
predict and design against. Pitting corrosion can pro-
duce pits with their mouth open (uncovered) or cov-
ered with a semi-permeable membrane of corrosion 
products. Pitting usually tends to penetrate rapidly 
into the metal section. A small, narrow pit with mini-
mal overall metal loss can lead to the failure of an 
entire engineering system. Pitting is initiated by:

•  Localized chemical or mechanical damage to the 
protective oxide film—water chemistry factors 
which can cause breakdown of a passive film are 
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acidity, low dissolved oxygen concentrations, 
and high concentrations of chloride;

• Localized damage to, or poor application of, a 
protective coating;

• The presence of non-uniformities in the metal 
structure of the component, e.g. non-metallic 
inclusions.

Crevice corrosion is a localized form of corrosion 
usually associated with a stagnant solution on 
the micro-environmental level. Such stagnant 
microenvironments tend to occur in crevices (shielded 
areas) such as those formed under threads, lap joints, 
fastener heads, insulation material, surface deposits, 
and disbonded coatings. Crevice corrosion occurs 
when surfaces of metals are used in contact with 
each other or with other materials and the surfaces 
are wetted by the corrosive medium or when a crack 
or crevice is permitted to exist in a stainless-steel 
part exposed to corrosive media. Crevice corrosion 
is initiated by changes in local chemistry within the 
crevice, such as depletion of oxygen in the crevice, 
a shift to acid conditions in the crevice, build-up of 
aggressive ion species (e.g. chloride) in the  crevice. 
As oxygen diffusion into the crevice is restricted 
(both in the case of atmospheric corrosion or 
corrosion in water), a differential aeration cell tends 
to be set up between crevice (microenvironment) 
and the external surface (bulk environment). The 
cathodic oxygen reduction reaction cannot be sus-
tained in the crevice area, giving it an anodic charac-
ter in the concentration cell. This anodic imbalance 
(because of the less surface area) leads to the 
creation of highly corrosive micro-environmental 
conditions in the crevice, conducive to further metal 
dissolution. Under-deposit corrosion is a special 
type of crevice corrosion that is likely to occur in 
systems where scales or fouling exist. Due to the dif-
ference in oxygen concentration at the metal surface 
beneath the deposit and the oxygen concentration 
in the water, a differential cell forms, resulting in 
the corrosion reaction. The special form of crevice 
in which the aggressive chemistry build-up occurs 
under a protective film that has been breached is 
called filiform.

Galvanic corrosion refers to corrosion damage 
induced when two dissimilar conductive materials 
are coupled in a corrosive electrolyte. When a gal-
vanic couple forms between dissimilar metals, one 
of the metals in the couple (less noble of the two 
metals) becomes the anode and corrodes faster than 
it would all by itself, while the other becomes the 
cathode and corrodes slower than it would alone. 
Either (or both) metal in the couple may or may not 
corrode by itself (themselves). Galvanic corrosion 
is the most frequent cause of unexpected corrosion 
failures in seawater and marine atmospheres because 
most structures and devices are made of more 

than one kind of metal. An electrochemical series 
based on the standard thermodynamic data for 
the metals is frequently used as a basis for ranking 
metals according to their corrosion resistance, but 
for corrosion of steel in marine environments a 
more practical means of ranking is a galvanic series 
determined experimentally in seawater.

Erosion corrosion is acceleration in the rate of 
corrosion attack in metal due to the relative motion 
of a corrosive fluid and a metal surface. It is char-
acterized by the development of a surface profile 
of grooves, gulleys, waves, rounded holes etc, 
which usually exhibits a directional pattern. These 
features are produced as a result of the flow veloc-
ity of the liquid and the mechanical removal either 
of corrosion product or in extreme cases of solid 
metal. Most metals and alloys are susceptible to 
erosion-corrosion damage. High hardness in a 
material does not necessarily guarantee a high 
degree of resistance to erosion corrosion. Erosion-
corrosion occurs when protective films on metal 
surface are damaged by the flow. A further effect 
of erosion-corrosion is sometimes the modification 
of the galvanic behaviour of materials, in cases 
where an oxide film may be broken down locally 
by the fluid flow but maintained elsewhere. The 
entrainment of solids in the flowing fluid markedly 
increases the erosion effects observed.

Cavitation occurs when a fluid’s operational 
pressure drops below its vapour pressure causing 
gas pockets and bubbles to form and collapse. The 
major effect is removal of oxide films leading to 
more rapid corrosion of the metal and at higher 
intensities the cavitation itself  can lead to rapid 
removal of metal.

Fretting corrosion refers to corrosion damage at 
the asperities of contact surfaces. This damage is 
induced under load and in the presence of repeated 
relative surface motion, as induced for example by 
vibration. The protective film on the metal sur-
faces is removed by the rubbing action and exposes 
fresh, active metal to the corrosive environment. 
Pits or grooves and oxide debris characterize this 
damage, typically found in machinery, bolted 
assemblies and ball or roller bearings. Contact sur-
faces exposed to vibration during transportation 
are exposed to the risk of fretting corrosion.

Inter-granular corrosion is localized attack along 
the grain boundaries, or immediately adjacent 
to grain boundaries, while the bulk of the grains 
remain largely unaffected. The attack is usually 
related to the segregation of specific elements or 
the formation of a compound in the boundary. 
Corrosion then occurs by preferential attack on 
the grain-boundary phase, or in a zone adjacent to 
it that has lost an element necessary for adequate 
corrosion resistance. The attack usually progresses 
along a narrow path along the grain boundary 
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and the mechanical properties of the structure 
will be seriously affected. A classic example is the 
sensitization of stainless steels or weld.

Selective leaching is the removal of one element 
(or one phase) from a solid alloy by corrosion proc-
esses. The most common example is the selective 
removal of zinc in brass alloys (dezincification).

Stress corrosion cracking (SCC) is the cracking 
induced from the combined influence of tensile 
stress and a corrosive environment. Stresses in 
the neighbourhood of the yield strength are 
generally necessary to promote SCC, but failures 
have occurred at lower stresses. The required ten-
sile stresses may be in the form of directly applied 
stresses or in the form of residual stresses produced 
by non-uniform deformation during cold working, 
welding, grinding, by inadequate thermal treatment. 
The cracks form and propagate approximately at 
right angles to the direction of the tensile stresses 
at stress levels much lower than those required to 
fracture the material in the absence of the corro-
sive environment. Corrosion is accelerated along 
a path of higher than normal corrosion suscepti-
bility, with the bulk of the material typically being 
passive. The most common active path is the grain 
boundary, where segregation of impurity elements 
can make it marginally more difficult for passiva-
tion to occur. During stress-corrosion cracking 
the alloy is virtually unattacked over most of its 
surface, while fine cracks grow through it. Since 
it is extremely difficult to detect stress corrosion 
whilst it is occurring, the failures which occur are 
frequently unexpected and sometimes catastrophic. 
As cracking penetrates further into the material, it 
eventually reduces the supporting cross section of 
the material to the point of structural failure from 
overload. SCC occurs in metals exposed to an envi-
ronment where, if  the stress was not present or was 
at much lower levels, there would be no damage. 
The fracture paths may be inter-granular or trans-
granular depending on the system. After an induc-
tion period, which may be very long, the crack 
growth rates can become extremely high. A disas-
trous failure may occur unexpectedly, with mini-
mal overall material loss. The variables involved 
include environment composition and tempera-
ture, metal composition and structure, and stress. 
Stress corrosion cracks propagate over a range of 
velocities from about 10−3 to 10 mm/h, depending 
upon the combination of alloy and environment 
involved. Their geometry is such that if  they grow 
to appropriate lengths they may reach a critical size, 
which results in a transition from the relatively slow 
crack growth rates associated with stress corrosion 
to the fast crack propagation rates associated with 
purely mechanical failure. The electrochemical 
potential of the alloy can have a marked influence 
on the tendency for SCC to occur.

The exact alloy composition, microstructure 
and heat-treatment have a marked effect on SCC 
behaviour. Small changes in composition can have 
significant influence on SCC performance. The 
effects of alloying additions are not necessarily 
consistent from one environment to another. It is 
often found that there is a stress threshold stress 
below which cracking does not occur. Some care 
needs to be exercised in the use of such a thresh-
old stress. Real components will typically contain 
defects and design details, such as notches, sharp 
changes in section, welds, corrosion pits etc, that 
will produce a stress concentration, hence allow-
ing the threshold stress to be exceeded locally even 
though the nominal stress may be well below the 
threshold. Furthermore, residual stresses produced 
by welding or deformation will frequently be close 
to the yield stress.

Hydrogen embrittlement is a mode of low duc-
tility fracture which may be induced in ferritic and 
martensitic steels at high strength levels by the 
introduction of hydrogen. Hydrogen tends to be 
attracted to regions of high triaxial tensile stress 
where the metal structure is dilated. Thus, it is drawn 
to the regions ahead of cracks or notches that are 
under stress. The dissolved hydrogen then assists 
in the fracture of the metal, possibly by making 
cleavage easier or possibly by assisting in the devel-
opment of intense local plastic deformation. These 
effects lead to embrittlement of the metal, causing 
blistering or cracking especially in the presence of 
tensile stresses. This cracking may be either inter- 
or transgranular. Crack growth rates are typically 
rapid, up to 1 mm/s in the most extreme cases. 
Susceptibility to hydrogen embrittlement normally 
increases with increasing the strength of steel. 
A more negative potential will tend to increase the 
rate of hydrogen evolution, and thereby the suscep-
tibility of high strength steel to hydrogen embrittle-
ment, but more positive potentials than the typical 
free corrosion potential may also increase the entry 
of hydrogen. It is by no means easy to separate 
hydrogen embrittlement and true stress corrosion 
mechanisms in practical failure situations with 
high-strength materials. The hydrogen may arise 
from a variety of sources including electroplating 
and welding, but the problem is of greater concern 
when the hydrogen is generated by corrosion or 
prevention measures for other corrosion mecha-
nisms (e.g. cathodic protection).

Corrosion-fatigue is the result of the combined 
action of an alternating or cycling stresses and a 
corrosive environment. It must be defined in terms 
of the metal and its environment. It is determined 
by the loss in mechanical properties rather than 
by a particular mechanism or failure appear-
ance. The fatigue process causes rupture of the 
protective passive film, upon which corrosion is 

SAFERELNET.indb   372SAFERELNET.indb   372 10/30/2010   4:31:47 PM10/30/2010   4:31:47 PM



373

accelerated. If  the metal is simultaneously exposed 
to a corrosive environment, the failure can take 
place at even lower loads and after shorter time. 
In a corrosive environment the stress level at which 
it could be assumed a material has infinite life is 
lowered or removed completely. Much lower failure 
stresses and much shorter failure times can occur 
in a corrosive environment compared to the situa-
tion where the alternating stress is in a non-corro-
sive environment. Contrary to a pure mechanical 
fatigue, there is no fatigue limit load in corrosion-
assisted fatigue. The fatigue fracture is brittle and 
the cracks are most often trans-granular, as in 
stress-corrosion cracking, but not branched. No 
metal is immune from some reduction of its resist-
ance to cyclic stressing if  the metal is in a corrosive 
environment.

Microbiologically influenced corrosion (MIC) 
refers to corrosion that is stimulated or otherwise 
modified as a result of the presence and activities 
of microorganisms and/or their metabolites. The 
mechanisms potentially involved in MIC are sum-
marized as:

• Influence on the cathodic depolarization, 
whereby the cathodic rate limiting step is accel-
erated by micro-biological action;

• Production of slimes and deposits which give 
rise to crevice corrosion and concentration cells, 
the basis for accelerated attack.

• Fixing of anodic reaction sites, whereby micro-
biological surface colonies lead to the formation 
of corrosion pits, driven by microbial activ-
ity and associated with the location of these 
colonies.

• Under-deposit acid attack, whereby corrosive 
attack is accelerated by acidic final products of 
the MIC “community metabolism”.

• Attack of the metal or protective coating by acid 
by-products.

Certain microorganisms thrive under aerobic 
conditions, whereas others thrive in anaerobic 
conditions. Anaerobic conditions may be created 
in the micro-environmental regime, even if  the 
bulk conditions are aerobic. The pH conditions 
and availability of nutrients play important role 
in determining what type of microorganisms can 
thrive in the corresponding environment. Micro-
organisms associated with corrosion damage are 
classified as anaerobic bacteria that produce highly 
corrosive species as part of their metabolism, aero-
bic bacteria that produce corrosive mineral acids, 
fungi that may produce corrosive by-products in 
their metabolism, and slime formers, that may pro-
duce concentration corrosion cells on surfaces.

Stray currents which cause corrosion may origi-
nate from stations for impressed current cathodic 
protection. The corrosion resulting from stray 

currents (external sources) is similar to that from 
galvanic cells (which generate their own current). 
Stray current strengths may be much higher than 
those produced by galvanic cells and, as a con-
sequence, corrosion may be much more rapid. 
Another difference between galvanic-type currents 
and stray currents is that the latter are more likely 
to operate over long distances since the anode and 
cathode are more likely to be remotely separated 
from one another. Water characteristics affect the 
corrosion rate in the same manner as with galvanic 
type corrosion.

4 MARINE ENVIRONMENTAL 
AND OPERATIONAL FACTORS 
GOVERNING CORROSION

4.1 Corrosive environment characterization

Marine structures operate in a complex environ-
ment. Structures in shallow coastal or estuarine 
waters are often exposed simultaneously to five 
environmental zones of corrosion, while ships and 
other offshore facilities are exposed to zones from 
1 to 4. Corrosion in zone 1 is caused by marine 
atmosphere, but not by a steel surface contact with 
seawater. Wetness of metal surface is due to pre-
cipitation and air moisture condensation. Zone 2 
can be characterized as an aerated seawater envi-
ronment, where exposed metals are almost con-
tinuously wet and conditions are not suitable for 
biofouling development. Corrosion of coated steel 
in coating defect sites is equal to its corrosion in 
zone 2, (Compton, 1971). Zone 3 is an environ-
ment where metals are alternatively submerged 
in seawater and exposed to spry/splash zone with 
the tide fluctuations. When submerged, metals are 
exposed to well-aerated seawater and bio-fouling 
can occur. Ship water-line is most often exposed to 
conditions of zone 3. Zone 4 could be divided in 
two sub-zones: Submerged/Shallow Ocean which 
is an environment where metals are continuously 
immersed in well-aerated water with bio-fouling 
(macro and micro-organisms, of both plant and 
animal variety). Water temperature in this zone 
depends on seasonal and geographic location, 
but (except of Polar Regions) is generally higher 
than the temperature in Deep Ocean; Deep Ocean 
which is an environment where metals are generally 
immersed in less-aerated water with lower tempera-
ture and significantly less bio-fouling. Zone 5 is an 
anaerobic environment where metals are subjected 
mainly to MIC and sulphide-cracking.

All marine structures actually are subjected to 
atmospheric corrosion (open or enclosed atmosphere) 
and/or corrosion due to their interaction with sea-
water (at continuous or intermittent contact). The 
steel surface at the initial state of corrosion may be 
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treated as bare steel, painted steel or painted and 
cathodically protected steel. It should be noticed that 
the welding of steel structural component may affect 
the corrosion behaviour in already classified cases.

Marine atmosphere is characterized with high 
concentration of sea-born salts and high humidity. 
Temperature in most areas is enough high to 
support corrosion. Winds support the high con-
centration of sea-born salts and precipitation 
flushes out from metal surfaces some of the corro-
sion products that could be protective. Atmosphere 
(especially near to ports) is polluted with sulphur 
dioxide, nitrogen oxides and particulate matter.

Seawater is complex electrolyte, containing almost 
all naturally occurring chemical elements, (Horne, 
1969). The major chemical constituents that are 
consistent throughout the world and account for 
99.95% of the total solutes are Sodium, Magnesium, 
Calcium, Potassium, Strontium, Chloride, Sulfate, 
Hydrogen carbonate, Bromide, Fluoride, and Boric 
acid. The minor constituents and biological organ-
isms can vary substantially due to location, seasonal 
changes, tidal cycles, storms, pollution.

The most important properties of seawater are 
the ratios of the concentrations of the major con-
stituents are remarkably constant worldwide; high 
salt concentration, mainly sodium chloride; high 
electrical conductivity; relatively high and constant 
pH value; buffering capacity; solubility for gases, of 
which oxygen and carbon dioxide in particular are of 
importance in the context of corrosion; the presence 
of a myriad of organic compounds; the existence of 
biological life either as micro-fouling (e.g. bacteria, 
slime) or macro-fouling (e.g. seaweed, mussels, bar-
nacles and many kinds of animals or fish).

The temperature of the surface waters of the 
oceans tends to vary directly as the latitude, and 
the range is from about −2°C at the poles to 35°C 
right on the equator. In the tropics the annual 
variations are smaller than those in the temperate 
zones, where their amounts are around 10°C.

The salt content of the waters of the open sea, 
away from inshore influences such as melting ice, 
fresh-water rivers and areas of high evaporation, is 
remarkably constant and is rarely outside the range 
of 33–38 parts per thousand (o/oo). The common 
average value used for open ocean water is 35 (o/oo). 
This is its salinity, usually expressed as S‰, a con-
vention which approximates to the weight in grams 
of dry salts contained in 1000 g of sea water.

The seawater oxygen content depends primarily 
on factors such as salinity, temperature and pres-
sure, but the effect of salinity is greater. Gas solu-
bility increases with decreasing temperature and 
with decreasing salinity. Both the partial pressure 
and the degree of saturation of oxygen will change 
with altitude. Finally, gas solubility decreases as 
pressure decreases. Thus, the amount of oxygen 

absorbed in water decreases as altitude increases 
because of the decrease in relative pressure.

The concentration of the dissolved oxygen is also 
affected by the degree of movement of the water, 
the length of time it has been in contact with the 
atmosphere and very considerably by the amount 
of biological activity which is taking place. The 
photosynthesis in plants growing in the surface lay-
ers of the sea can cause a considerable increase in 
oxygen concentration, while the activities of some 
bacteria can reduce it to zero (Chandler, 1985).

Generally, the surface waters of the ocean 
are in equilibrium with the oxygen in the atmos-
phere at a specific temperature. Two sets of con-
ditions, however, can lead to the waters becoming 
substantially supersaturated with oxygen. The 
first of these conditions is oxygen production due 
to photosynthesis by microscopic marine plants. 
During high growth periods, intense photosynthesis 
can produce concentrations as high as 200% satura-
tion for periods of up to a few weeks. Such oxygen 
super-saturation is most often found in near-shore 
regions as a transient phenomenon. The second 
condition that may cause oxygen super-saturation is 
the entrainment of air bubbles due to wave action. 
This factor usually will not cause super-saturations 
greater than about 10%. In contrast, deep waters 
are often under-saturated because of the consump-
tion of oxygen during the biological oxidation of 
organic matter.

The oxygen profiles for the open Atlantic and 
Pacific stations both go through a minimum of 
dissolved oxygen concentrations at intermediate 
depths and increase again at great depths. In the 
Atlantic Ocean, the surface oxygen concentrations 
are usually lower. In addition, the oxygen con-
centrations in the deep Atlantic are higher than 
those in the deep Pacific, and they can be even 
higher than those in the Atlantic surface waters 
 (Handbook, 1987). Oxygen varies with tempera-
ture from about 8.0 mL/L for surface waters in 
the arctic to around 4.5 mL/L in the tropics. In 
the Atlantic Ocean a minimum value of about 
1–2 mL/L is found at depth of 200–1000 m. How-
ever, at a depth of 1500 m the oxygen concentra-
tion has risen again (5 to 6 mL/L) to near that of 
the surface layers and it remains fairly constant 
below this depth  (Chandler, 1985). The depth of 
the oxygen minimum ranges from 400 m in the 
equatorial eastern Pacific to over 2400 m in the 
central south Pacific. The concentration of oxygen 
at the depth of the minimum ranges from 0.01 to 
0.40 mg.atm/L (1 mg.atm/L = 12.2 mL/L = 16 ppm 
at 25°C or 75°F), ASM, 1987 ASM, 1987.

Surface seawater is normally slightly alkaline and 
the pH of the surface layers of the ocean, where 
the water is in equilibrium with the carbon dioxide 
of the atmosphere, lies between 8.1 and 8.3 owing 
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to the combined effects of air-sea exchange and 
photosynthesis. The carbonate ion concentration 
is consequently relatively high in surface waters. In 
fact, surface waters are almost always supersatu-
rated with respect to the calcium carbonate phases, 
calcite and aragonite.

The presence of large quantities of hydrogen 
sulphide tends to lower the pH value (the water 
becomes more acidic), while if  there is a considera-
ble photosynthesis activity of plants, which reduces 
the CO2 content of the water, higher pH (decreased 
H+ contents) values will be found (the water will 
be more alkaline). The pH of seawater is altered 
by variations in temperature. The usual effect of a 
rise in temperature is to reduce the pH. In the open 
ocean the pH is usually below 8.0. The intermediate 
layers may sometimes become more acid due to the 
decomposition of organisms, which sinks as they die 
off in the upper layers. Melchers (2003a) indicates 
also, that it is possible to have changing pH values 
with depth. At greater depths, pressure increases 
and pH reduces (due to thermodynamic considera-
tions). Oxygen and pH minima are reached at the 
same depth for a given location (ASM, 1987).

Calcareous deposits, consisting mainly of 
CaCO3 (aragonite), can be easily precipitated in 
seawater due to availability of dissolved calcium 
ions and the increase in pH, caused by corrosion, 
which in its turn moves the carbon dioxide system 
equilibrium towards formation of carbonate ions. 
The process is considerably facilitated by the oper-
ation of marine cathodic protection systems.

Seawater contains a wide variety of dissolved 
organic compounds. The total amount is low 
(approximately 2 ppm) but their composition is 
very complex. The organic content of the oceans 
is very important to biological life processes and 
the effects are much greater than might be assumed 
from the amount of material present.

4.2 Marine environmental factors governing 
corrosion of steel structural elements 
in contact with seawater

4.2.1 Bare steel immersed in seawater
General corrosion, resulting from naturally formed 
mezzo- and micro-galvanic corrosion cells, is 
mainly observed for bare steel immersed in seawa-
ter. Different forms of localized corrosion mainly 
resulting from microbial activity may be found 
during service life of marine structures. The join 
corrosion fatigue and corrosion erosion may also 
be observed, caused by combination of seawater 
corrosiveness and different mechanical factors.

Electrochemical corrosion takes place and the 
anodic process of iron dissolution is generally rep-
resented by the reaction:

Fe° − 2− → Fe2+ (1)

which proceeds without any hindrance due to the 
nature of the corrosive medium (high Cl− and SO4

2− 
concentrations, microbial activity).

Practically, in most cases, the passive state can 
not be reached or a stable passive film can not be 
formed and as a result of that pitting corrosion 
is less expected. The corrosion proceeds under 
cathodic control and the O2 reduction reaction is 
the main cathodic depolarization reaction:

O2 + 2H2O + 4e− → 4OH− (2)

In the very initial stage the corrosion proceeds 
under kinetic control. Oxygen diffusion step (to the 
metal surface) becomes the corrosion rate-limiting 
step in relatively short time of within several 
months of exposure in warm seawater (Melchers, 
2003b, c). In the next corrosion stages the micro 
organism’s growth activity becomes a factor, which 
highly influences the corrosion kinetics and both 
anodic and cathodic reactions are affected.

4.2.1.1  Empirical and semi-empirical findings on 
the influence of environmental variables

1. Seawater temperature
Seawater temperature is recognized as one of the 
most important factors by the majority of authors 
studying corrosion of structural steel immersed in 
seawater (Eashwar, et al., 1990, Tomashov, 1996, 
Phull, et al., 1997, Chen, et al., 2000).

Zhu and Zhang (2000) have found that the sea-
water temperature is the one of the three most 
influential corrosive factors, by means of the Gray 
relational space analysis. Jeffrey & Melchers (2002) 
stated that, in the first phase of corrosion, when 
the process is controlled by electrochemical kinet-
ics, the corrosion rate should double for every 10°C 
increase in temperature. In the diffusion-controlled 
phase, increased water temperature will reduce the 
solubility of oxygen in seawater. In turn, this will 
reduce the ability for oxygen to diffuse through 
the corrosion product layer. Under these condi-
tions, about a 30°C rise in temperature is required 
to double the corrosion rate. Gardiner & Melchers 
(2002) also stated that corrosion rate below about 
5°C appeared to become temperature independent. 
Rather similar short-term results were obtained by 
Mercer & Lumbard, (1995) using real and artificial 
seawater, which showed increased corrosion with 
temperature above 10°C, followed by a gradual and 
then sharp reduction as the temperature approach 
boiling point. In reference to low temperature sea-
water according to short-term laboratory observa-
tions of Mercer & Lumbard (1995), below about 
5°C–10°C, corrosion might tend to increase with 
reducing temperature.

The effect of temperature on corrosion rate—
the rate rises very rapid or exponentially from 
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temperature near 0°C or from certain higher values 
indicated by LaQue (1975). In Fontana (1992), the 
effect of higher temperature in increasing corro-
sion of steel by seawater in the absence of supple-
mentary effects of marine organisms is illustrated.

The number of authors explaining the influence 
of the temperature on the corrosion rate is not very 
high, (Tomashov, 1996, Jeffrey & Melchers, 2002). 
According to Charrah, et al. (1990), the water tem-
perature is not a critical factor for governing the 
corrosion rate.

2. Dissolved oxygen
Available dissolved oxygen has been pointed as 
another very important factor by the most of the 
reviewed articles. The corrosion rate (at certain 
development stage) of active metals (for example, 
iron and steel) in aerated electrolytes such as seawater 
at constant temperature is a direct linear function of 
the dissolved oxygen concentration. In the absence 
of dissolved oxygen, the corrosion rate at room 
temperature is negligible in neutral solutions, (Uhlig, 
1948). When oxygen and temperature vary together, 
as they do in the marine environment, the oxygen 
effect tends to predominate. The corrosion rate 
decreases in depth with dissolved oxygen down to the 
oxygen minimum, then increases again with oxygen 
at greater depths, despite a continuing decrease in 
temperature, (ASM, 1987). Melchers (2003a) stated 
that, generally, there is a linear relationship between 
dissolved oxygen and rate of corrosion.

3. Water salinity
Water salinity as another environmental factor has 
also been defined as an important one with respect 
to steel corrosion. Some authors, in addition to 
the total water salinity reveal the effect of specific 
ions, such as chlorides (Ijsseling, 1989, Gardiner 
& Melchers, 1997, 2002 and Genin, et al., 2002), 
sulphates and water pollutants (Raychev, 2001, 
Jeffrey & Melchers, 2002 and Phull & Pikul, 2002). 
The influence of the presence of hardness salts 
concentration (Tomashov, 1996) and of the ratio 
between chloride and sulphate ions concentration 
and carbonate and bicarbonate ions concentra-
tion on the corrosion rate has been also studied 
by  Higginson & White (1983a). Melchers (2003c) 
stated in that for “at-sea” conditions, salinity is of 
little practical importance to marine corrosion. 
Also, the effect of small changes in salinity appears 
to be marginal for steels in quiescent conditions. 
Melchers states also that salinity reduction does 
not necessarily mean a reduction of corrosion. 
Buzovkina, et al. (1990) found that a decrease in 
salinity from 35% to 20% increased the corrosion 
rate by about 30% for carbon steel. This can be 
attributed to the salinity variations in natural sea-
water being accompanied by other changes, such 
as oxygen solubility and carbonate solubility.

4. Seawater velocity
Seawater velocity has been also identified as impor-
tant parameter influencing the corrosion rate in 
(Chernov & Ponomarenko, 1991, Phull, et al., 1997, 
Zhu & Zhang, 2000 and He, et al., 2001). Wave and 
current motions have also been identified as factor 
influencing the corrosion rate by some authors as for 
example by Higginson & White (1983b) and  Melchers 
(1997). Mehta (1992) proved experimentally the exist-
ence of various waterline corrosion rates for partially 
immersed in seawater samples, the fact was also theo-
retically proved by Tomashov (1996).

The velocity of seawater can influence the 
corrosion rate of metals in a number of ways. It can 
result in an increase in the amount of oxygen that 
reaches the metal surface and to the removal of 
protective films. At high velocities, it can result 
in mechanical effects leading to cavitations. The 
effect of the movement of seawater in relation to 
reasonably static structures will be influenced by 
the amount of abrasive material entrained with the 
water, the shape of the structural component and the 
actual alloy under consideration. Generally carbon 
steel corrodes at greater rates with increased velocity. 
The corrosion rate may double where the conditions 
change from static to 1 m/s (Becerra, et al., 2000).

5. Seawater pH
In most cases, under near neutral conditions 
(5 < pH < 9 as in ASM, 1987 or 4 < pH < 10 as in 
Uhlig, 1948), as the case of seawater, pH does not 
play a direct role in corrosion of carbon steel. In this 
condition the oxide or the hydroxide layers tend to 
remain on the surface. In addition, the corrosion 
kinetics becomes independent of pH. It follows, 
therefore, that so long as oxygen diffusion through 
the oxide layer is controlling, which is the case within 
pH 4–10, any small variation in composition of steel 
and its heat treatment, or weather it is cold worked 
or annealed, has no bearing on corrosion proper-
ties provided the diffusion barrier layer remains 
essentially unchanged. Oxygen concentration, 
temperature, and velocity of the water alone deter-
mine the reaction rate. These facts are important 
because almost all natural waters fall within the 
pH range 4–10. This means that whether a high or 
low carbon steel, or similarly a low alloy steel (e.g., 
1 to 2% Ni, Mn, Mo, etc.), wrought iron, cast iron, 
or cold rolled mild steel is exposed to fresh water or 
seawater, all the observed corrosion rates in a given 
environment are essentially the same (LaQue, 1975).

Melchers, 2003a states, that the small daily shift 
of pH from about 8.0–8.2 is thought to have little 
direct effect on corrosion. The effect of a consid-
erable drop in pH on corrosion rate can be quite 
dramatic, even for short term corrosion.

Seawater pH factor has been found to be one 
of the three most influential factors governing 
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the corrosion rate, as the most important factor 
classified by Charrah, et al. (1990). The importance 
of the pH factor of water on the corrosion rate was 
pointed out also by Chen, et al., 2000.

6. Marine growth and bacteria
Marine growth and bacteria have been pointed in 
many studies as very important factors effecting the 
corrosion rate. Bio-fouling even might change the 
corrosion mechanism from oxygen-controlled to 
non-oxygen controlled process that reflects to the 
changes of corrosion rate and establishment of sta-
ble time domain corrosion rate different from the 
one observed in the diffusion controlled stage as was 
discussed by Ma, et al. (2000). Zhu & Zhang (2000) 
found, based on the Gray relational analysis, the 
marine growth adhesion areas as one of the most 
important factors determining the corrosion rate.

7. Depth of immersion
Depth of immersion has also been identified 
as factor influencing the corrosion rate (Wu & 
Levins, 1993 and Chiang & Wu, 2001). Changes 
in the corrosion rate of carbon steel with the depth 
follow mainly the changed in dissolved oxygen and 
water temperature. Corrosion rate increases with 
the depth (from 1.5 to 50 m) about 1.3 times; then 
from 50 to 500 m it decreases. In water deeper 
than 500 m corrosion rate increases again and the 
rate at 5000 m is 1.5 times the rate at 1.5 m. The 
maximum corrosion was observed at depth of 
2000–5000 m (Korovin, et al., 1991). Ferrous alloys 
in deeper water undergo uniform corrosion and 
the corrosion rate is related to the dissolved oxygen 
concentration.

8. Season of initial immersion
Season of initial immersion—influences the corro-
sion rate. The average annual corrosion rate found 
for a specimen initially immersed in seawater in sum-
mer was 1.3–1.4 times higher in comparison to the 
average annual corrosion rate of specimen initially 
immersed in winter (Jeffrey & Melchers, 2000).

9. Possible contacts with other materials
Possible contacts with other materials, more noble 
compared to the corroding steel material, such as 
stainless steel, copper, brass (Dexter & La Fontaine, 
1998) or magnetite (Fushimi, et al., 2002), increases 
the total corrosion rate due to the contribution of 
galvanic corrosion.

10. Organic material (pollution) in seawater
The presence of organic material (pollution) in 
seawater has been pointed as a factor facilitating 
the microbial fouling that provokes the microbial 
influenced corrosion and as a consequence of that 
the overall corrosion rate increases, (Genin, et al., 
2002). Cathodic protection (by sacrificial anodes 
or impressed current protection) is a factor that 

influences the calcareous film, (Akamine & Kashiki, 
2003) and the conditioning film (Chernov & 
Ponomarenko, 1991) formation on the metal surface. 
The calcareous film may exhibit certain protective 
properties or facilitate bio-fouling. The condition-
ing film facilitates bio-fouling and as a result of that 
provokes the microbial influenced corrosion.

11. Other environmental factors
The other environmental factors, not highlighted up 
to here, but related to the corrosion of structural steel 
immersed in seawater and generally accepted in the 
corrosion literature as factors affecting the corrosion 
rate (Tomashov, 1996 and Raichev, 2001) are:

• Dissolved non-biotic CO2 and H2S, the first one 
prevents formation of CaCO3 (with partially 
protective properties) on the metal surface and 
the second one can act as additional depolizer;

• The presence of anodic and cathodic promoters, 
which are able to speed up the total corrosion 
process by initiating an additional (to the oxygen 
reduction) cathodic depolarization reaction (for 
example, Fe3+ ions and compounds, NO3

−, some 
organic compounds) and by complexation of 
dissolved metal ions (Cl−, Br−, I− are example for 
iron and steel). The above mentioned ions are to 
be considered when their initial concentration is 
relatively high.

It should be pointed out that some differences 
can be found between factors effecting corrosion 
of relatively deeply immersed structures in water 
and “at-sea” near surface immersed steel structures. 
Many of factors differ and may effect the corrosion 
at deep immersion, (water salinity, pH value, 
carbonate balance, water velocity, bacteria growth, 
freshwater dilution) in different manner and other 
factors such as for example water pollution may be 
considered as a constant near the surface immer-
sion. Water is fully aerated and it is with nearly 
constant concentration of dissolved O2 for a given 
geographic area for “at-sea” conditions.

4.2.1.2  Empirical and semi-empirical findings on 
the influence of steel “internal” variables

In addition to the environmental factors some 
“internal” factors have been pointed out as factors 
contributing to the increase of corrosion rate. 
These factors are steel composition (Tomashov, 
1996 and Melchers, 2003a), structure and 
morphology (Katrakova & Mucklich, 2000, stress 
concentration (Kobayoshi, et al., 1998) and steel 
surface preparation (Tomashov, 1996). The steel 
surface preparation effects mainly to the initial 
corrosion rate (Raichev, 2001) since other factor 
may increase the corrosion rate in the developed 
phase.

Chemical composition, adhesion, porosity 
and density, solubility and ion-selectivity of the 
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corrosion products formed on the metal surface 
have been found as important factors influencing 
the corrosion rate (Charrah, et al., 1990).

4.2.1.3 Seawater corrosion developm ent
Elect ro chemical corrosion takes place when 
structural steel is immersed in seawater. Commonly, 
the anodic reaction (steel dissolution) proceeds 
without any hindrance, which is explained with 
the nature of  the corrosive medium—seawater 
with high SO4

2− and Cl− concentration, high 
conductivity, availability of  micro-organisms 
and high temperature. Anodic polarization plots 
presented by different authors in saline water 
show that carbon and mild steel are corroding 
in active state. In the most of  the cases, passive 
state can not be reached or stable passive film 
can not be formed mainly because of  the high 
chloride content and microbial activity. The ohm 
factor can not be a controlling factor because of 
the high water conductivity. It is accepted that 
corrosion proceeds under cathodic control. In the 
very initial stages the corrosion reaction proceeds 
under kinetic control. It is considered that the 
kinetics of  the oxygen reduction reaction (Eqn 2) 
controls the whole process, rather than the metal 
dissolution kinetics (metal oxidation plus local 
diffusion mechanisms), Gerasimov, (1981).

The oxygen diffusion (to the metal surface) 
becomes the corrosion rate-limiting step in rela-
tively short time (Chernov & Ponomarenko, 1991) 
and this situation is well established within several 
months of exposure in warm seawater as it was 
demonstrated by Jeffrey & Melchers (2002).

In the later corrosion stages the microorgan-
ism’s growth and activity may become a factor 
that highly influences the corrosion kinetics as has 
been shown by Ma, et al., 2000. The micro organ-
isms influence both the cathodic and the anodic 
reactions.

1. Kinetics stage
According to the chemical kinetics the rate of het-
erogeneous non-catalytic reactions (electrochemical 
corrosion reactions belong to this group) depends 
on the nature and concentration of reacting spe-
cies, temperature and the area of contacting phases, 
Valtcheva, et al. (1999). In the case of the metal dis-
solution, the reactants concentration near to the 
metal surface is more important than their bulk 
concentration. The influence of the electrode poten-
tial (more precisely, the influence of electrode polar-
ization) on the electrode reaction rate by changing 
the activation energy represents the most important 
feature which distinguishes electrode reactions from 
the usual heterogeneous chemical reaction.

In the case of the corrosion of structural steel 
immersed in seawater, for the kinetic stage governed 
by the cathode reaction of oxygen reduction, 

the reactants are the dissolved oxygen and steel. 
Reactants concentration is enough high.

Steel is to be considered as factor influencing 
the corrosion rate mainly in terms of steel chemi-
cal composition, internal microstructure, grain size 
and crystallographic phase. Availability, nature 
and concentration of metal admixtures in the steel, 
which are nobler than the iron and are able to act 
as local cathodes, would facilitate O2 reduction 
reaction and in this way would increase the corro-
sion rate in the kinetic region. Similar behaviour 
will have constructional steel when it is in a contact 
with more noble metals (alloys).

The influence of reacting species nature on cor-
rosion rate in the kinetic region is expressed in 
terms of activation energy and over-potential of 
the oxygen ionization on the steel surface. The over-
potential of O2 ionization depends on the cathode 
material, state of cathode surface, temperature and 
current density (Raichev, 2001). The over-potential 
dependence on current density and temperature is 
expressed by the Tafel equation.

Considering that structural steel strictly meet 
the existing standards in terms of composition and 
surface preparation, and considering nearly con-
stant initial corrosion current, it may be stated that 
temperature is the most important factor influenc-
ing the over-potential of O2 reduction.

The electrode polarization influences the acti-
vation energy of the electrode reaction and the 
reaction rate. The magnitude of electrode polari-
zation influence on the activation energy depends 
on the nature of the metal electrode and on the 
structure of the double electric layer on the metal 
surface. The latter also depends on the electrolyte 
concentration and on the external polarization 
of the metal. Taking into account the constant 
composition of the constructional hull structure 
steel, exclusion of cathode protection or usage of 
protective coating from our consideration, and 
high salinity and nearly constant composition of 
seawater, it may be considered that the influence of 
polarization on the activation energy and as a result 
of that on the electrode reaction rate (corrosion 
rate) could be ignored. However, when dealing with 
different metals (steels) in a contact with electrically 
protected material or even with welded material, 
this influence should be taken into account.

The importance of seawater temperature on the 
corrosion rate has been recognized by many of 
authors. The majority of authors pointed out the 
effect of temperature on the corrosion rate without 
distinguishing its effect on the initial kinetic stage 
of corrosion, the diffusion controlled stage and the 
later corrosion stages, governed mainly by micro-
bial activity.

According to Tomashov (1996) the corrosion 
rate (v) in the kinetic stage may be expressed as 

SAFERELNET.indb   378SAFERELNET.indb   378 10/30/2010   4:31:48 PM10/30/2010   4:31:48 PM



379

a function of seawater temperature (T) by the 
Arrhenius equation. However, it should be taken 
into consideration that for electrochemical reactions 
the activation energy depends on electrode polari-
zation and consequently strict linear relationship 
between lg(v) and 1/T is not to be expected even 
in the kinetic region of the total corrosion process. 
The higher deviation from the Arrhenius equation 
is expected at the higher polarization and in the 
transitional region before the oxygen diffusion 
starts to control the total corrosion rate. Values of 
activation energies reported in the literature actually 
represent the apparent activation energy, the only 
one that could be determined experimentally, when 
the experiments are carried out at constant over-
voltage. However, this leads to the idea to support 
the approach proposed by Melchers (2003b), i.e. to 
apply the curve fitting procedure and use experi-
mental data on corrosion rate found at different 
temperatures while modelling the influence of 
seawater temperature on the corrosion rate in the 
kinetic stage. It should be taken into account that 
data has to be collected in the first days (months) 
of the corrosion immersion experiments.

Based on the above discussion it could be con-
sidered that the seawater temperature (in the initial 
several days (weeks)) is the main factor influenc-
ing the corrosion rate in the initial (kinetic) stage 
of corrosion of steel in seawater. At this corro-
sion stage the corrosion rate will highly depend on 
concentration and distribution of the steel com-
ponents which are nobler than iron and on steel 
surface preparation. The contact of the corroding 
steel with other more noble metal would also speed 
the corrosion rate. This stage is very short it can 
contribute to general corrosion loss only by initial 
corrosion wastage.

Temperature, dissolved oxygen concentration, 
water velocity, water pollutants, and (to the less 
degree compared to the case of kinetically con-
trolled stage) steel composition and contact with 
nobler material could be pointed as important fac-
tors in the transitional stage (between kinetic and 
diffusion control.)

2. Diffusion stage
For the “pure” diffusion controlled stage, where 
the rate of the electrode reaction is so fast that the 
oxygen that has reached the metal surface is imme-
diately consumed, the corrosion current density 
icorr (that is directly proportional to the corrosion 
rate) is expressed by the equation:

icorr. = 4 F D Cb/δ (3)

where Cb is bulk concentration of dissolved O2, F is 
the Faraday constant, 4 is the number of electrons 
assimilated by one oxygen molecule, δ is diffusion 
layer thickness (for stagnant solutions δ increases in 

time, for stationary diffusion δ becomes constant), 
and D is oxygen diffusion coefficient.

Factors directly effecting the corrosion rate at the 
diffusion-controlled stage are involved in Eqn 3:

•  Bulk concentration of dissolved oxygen, which 
decreases with increase in seawater temperature, 
dissolved solids and depth of immersion. Oxy-
gen concentration is higher in moving water, 
compared to stagnant water;

•  Oxygen diffusion coefficient depends on the tem-
perature and activation energy of diffusion ED. 
Activation energy of diffusion depends on the 
type of solvent and dissolved gas. For the case of 
O2 in seawater, it can be assumed constant. For 
the case of diffusion of O2 in the layer of (jelly, 
semi-solid or solid) corrosion products, the dif-
fusion coefficient will depend on the properties 
of corrosion products (adhesion, density, poros-
ity, and solubility);

•  Diffusion layer thickness δ, which may be pre-
sented as a sum δ = δ’ + δ’’, when the corrosion 
products are attached to the metal surface and 
cover it.

The thickness of  solution layer where the O2 
concentration is changed dramatically is denoted 
by δ’ and the thickness of  the corrosion products 
layer by δ’’. For the diffusion of O2 in seawater 
(non-stagnant solution) and in iron corrosion 
products, the corrosion current will depend mainly 
on O2 diffusion through the corrosion products 
layer, rather than on the diffusion through water 
layer, where the concentration of O2 is changed 
dramatically. So, δ’ could be neglected in compari-
son with δ’’.

It should be also pointed out that the ion per-
meability of corrosion products could influ-
ence the corrosion rate by effecting the cathodic 
polarization.

Based on the above discussion, it may be con-
sidered that the concentration of O2 dissolved in 
the water, thickness, porosity, density, adhesion 
and ion permeability of corrosion products and 
temperature are the main factors governing the 
corrosion rate of steel immersed in seawater in the 
diffusion controlled stage.

Micro-organisms influenced anaerobic stage. An 
increase in the corrosion rate, compared to the 
 oxygen diffusion controlled process, is often 
observed in practice. This fact may be explained by 
two different reasons:

• Changes in corrosion products, which lead to 
facilitated transport of O2 to the metal surface 
as for example, formation of cracks, chan-
nels that allow O2 transport, certain dissolu-
tion of corrosion products. Corrosion products 
mechanical removal is the extreme example for 
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the increased corrosion rate due to facilitated 
cathodic reaction of O2 reduction.

• Changes of cathodic depolarization reaction—
proceeding of reduction reaction different from 
O2 reduction decreases cathodic polarization 
and increases the total corrosion rate. (It is not 
necessary the O2 reduction to stop completely, 
simply the total reaction rate will be determined 
by the fastest of parallel reactions.)

When the corrosion products are not mechani-
cally removed and based on the knowledge on 
chemical nature and properties of corrosion prod-
ucts formed on steel immersed in seawater, it may be 
concluded that the first of the above-mentioned rea-
sons for corrosion rate increase can be discarded.

Proceeding of reduction reactions differ-
ent from oxygen reduction in seawater environ-
ment is mainly explained with microbial activity 
(Andreyuok, et al., 1980 and Ma, et al., 2000).

When a freshly cleaned metal surface comes 
into a contact with non-sterile aqueous medium 
a conditioning film starts forming immediately. 
It plays a decisive role in bacteria attachment to the 
surface. The conditioning film consists of adsorbed 
macromolecules and smaller molecules (Dexter & 
La Fontaine, 1998). Factors affecting the condi-
tioning film formation are elemental segregation, 
microstructure or inclusions, differential charge 
distribution, differential wettability of the surface 
the presence of relevant organic non-living 
macromolecules, temperature (Dexter, 1993), water 
hydrodynamics (Lewandowski, et al., 1997), iron 
hydroxides, which facilitate adsorption of organic 
substances (Korovin, et al., 1991). Calcareous 
deposit on the surface, which is often defined as a 
consequence of cathodic protection, facilitates bio-
fouling (Eashwar, et al., 1990). Increase in carbon 
content of low alloyed steel increases corrosion in 
the anaerobic phase. Melchers (2003b) pointed out 
that nutrient pollution higher than normally experi-
enced in seawater facilitates MIC and thus increases 
steel corrosion. For structural steel satisfying the 
standards and immersed in seawater, temperature 
and water hydrodynamics and (to some extent pol-
lution) are the really changeable factors that may 
influence the conditioning film formation.

The next step in bio-fouling is metal surface col-
onization by microorganisms. The “sticking effi-
ciency”, the ratio of cell number adhering to metal 
surface to the cell number translated to the surface, 
depends on the surface properties or condition-
ing film, hydrodynamics near to the surface and 
physiological state of organisms,  (Lewandowski, 
et al., 1997). Initial colonization promotes further 
bio-film formation. Final accumulated bio-film is 
a result of different microbial processes of attach-
ment, growth with a production of a number of 

metabolitic by-products, such as organic acids, 
hydrogen sulphide, protein-rich polymeric materials 
(so-called exopolymers), decay and detachment.

Physiological state of microorganisms, as well 
as their growth depends on the environmental 
conditions as for example temperature, availability 
of dissolved oxygen, water pH and Eh (and more 
precisely rH2) values, the presence of organic sub-
stances such as nutrients for microorganisms, pres-
ence of substances such as biocides, water salinity.

It is widely accepted that initially aerobes are 
developed. Due to their activity water chemistry 
near to the metal surface is changed as far as the con-
centrations of dissolved O2 or H2, as well as water 
pH and Eh are changed. Most probably, this activity 
proceeds simultaneously with the corrosion governed 
by the oxygen diffusion to the metal surface. Actu-
ally, the presence of bio-film impedes O2 diffusion to 
the metal surface and activity of aerobes addition-
ally consumes the oxygen. This may cause a certain 
decrease in the rate of corrosion proceeding with O2 
reduction as cathodic depolarization reaction.

Activity of aerobes results in establishing condi-
tions suitable for growth of anaerobes. It should be 
mentioned that microorganisms on the surface live 
in consortia and typical well-developed bio-film 
on the metal surface consists of layers of aerobes, 
micro-aerophiles, facultatives and anaerobes (Dex-
ter, 1993). Obligatory anaerobic bacteria,  sulphate 
reducing bacteria (SRB) is included in this class, 
can survive a long exposure to oxygenated envi-
ronments. This does not retard their viability in 
anaerobic conditions. SRB are present, although 
inactive, in all natural aqueous environments. The 
SRB become active when anaerobic conditions are 
created. If  the aerobic respiration rate within a bio-
film is greater than the O2 diffusion rate, the metal/
bio-film interface becomes anaerobic and provides 
conditions for sulphide production by SRB. Most 
probably the growth and metabolism of SRB is 
responsible for the observed in practice increase in 
corrosion rate of constructional steel immersed in 
seawater. Corrosion mechanism is changed from 
oxygen controlled to non-oxygen controlled.

Other factors governing the growth of SRB and 
consequently the corrosion rate are temperature, 
pH and the presence of organic carbon supplying 
substances. SRB tolerate large pH and temperature 
ranges. Desulfovibrio genus, which is mainly devel-
oped in seawater is vital at pH = 5.5–9.0 and tem-
perature of 25–44°C. Significant difference in the 
temperature is not expected for bio-film compared 
to the bulk solution. Consequently, the tempera-
ture is very important environmental factor, which 
contributes to the corrosion rate at this stage and 
can be easily measured. Certain idea about the pos-
sible corrosion control by SRB could be obtained 
by the value of Eh (rH2) measured in water near 
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to the bio-film formed on the metal surface. Some 
authors pointed out that the growth of SRB 
depends on the electrolyte or culturing medium 
renewal rate (Fonteca, et al., 1995). Initially, dur-
ing the first 2–3 days in batch culture medium, 
bacteria grow exponentially in time. Big changes 
in H2S concentration are observed which causes 
pronounced increase in the corrosion rate. Later 
nearly steady state bacterial number is reached and 
nearly constant corrosion rate is achieved.

It has to be stressed that the anodic dissolution 
of steel in seawater proceeds in active state and 
even more, Fonteca, et al., 1995 found that SRB 
decrease the anodic Tafel slope for steel dissolution 
in seawater, so indicating further facilitation of the 
anodic reaction.

For dissolution of metals in active state, 
the cathodic reaction continues to be the rate-
 determining one in the stage of corrosion influ-
enced by microorganisms. SRB facilitate cathodic 
depolarization—oxygen reduction reaction is 
replaced by H2S reduction and/or by decomposi-
tion of water. SRB remove H2, produced during 
the reduction which decreases polarization and 
facilitates corrosion. In the absence of oxygen, the 
metabolic activity of SRB causes accumulation of 
hydrogen sulphide near the metal surface, which 
stimulates corrosion by its cathodic reduction. 
In addition, H2S initiates a range of reactions, 
including anodic reaction of iron dissolution 
and production of iron sulphide. Mackinawite is 
formed as intermediate product.

When a contact is established of iron sulphides 
and steel, the steel behaves as anode and iron sul-
phides—as cathode. Proton discharge and electron 
transfer occur through and on the surface of iron 
sulphide. Sulphides decrease the hydrogen over 
potential and in this way stimulate the cathodic 
reaction and consequently—the overall corrosion 
reaction.

Initially formed thin layer of mackinawite is 
well adherent and possesses protective properties. 
If  action of SRB is accompanied with availability 
of high concentrations of Fe2+ ions, which is the 
case of steel immersed in seawater, mackinawite is 
transformed in other iron sulphides, which stimu-
late the corrosion, by accelerating the cathodic 
reaction.

Recently activity of other micro-organism—
Dissimulator Iron Reducing Bacteria (DIRB) has 
been studied by Gerasimov (1981). This micro-or-
ganism, in absence of O2 reduces Fe(III) to Fe(II) 
species. In this way (at least partially) protective 
layer of ferric rust, formed in the kinetic and the 
diffusion controlled corrosion stage, is replaced by 
Fe(II)-Fe(III) compounds, mainly by green rusts 
GR2(SO4

2-). The increased corrosion rate is due to 
the changes in corrosion products, caused by micro 

organisms. At the interface of bio-film with the 
bulk water, where the oxygen is available, Fe (II) 
species are again oxidized to Fe(III) and the cycle 
is repeated. Each time when Fe(III) is transferred 
to Fe(II) iron is dissolved easily. Consequently, 
as has been pointed in the two cases above, the 
cyclic redox conditions facilitate the microbially 
influenced corrosion.

Only two classes of bacteria, which cause MIC, 
have been discussed. However, it should be pointed 
out that the bio-film actually represents a consortium 
of living micro organisms and the activity of one 
type of micro-organisms influences the life con-
ditions of other types of micro- organisms by 
changing the chemistry in the bio-film.

The effect of microorganisms on the corrosion 
depends not only on their metabolic capabilities, 
but also on numbers and distribution of organisms 
on the metal surface. However, numbers and types 
of organisms in the bulk can not be used to pre-
dict the populations of micro organisms that will 
be found in the bio-film. No correlation between 
corrosion measurements and microbial number 
were found. The absence of critical micro organism 
from the liquid environment can sometimes signify 
benign condition. Furthermore, it was noticed that 
the assumption that all micro organisms of the 
same species have the same growth parameters in 
bio-film is too simplistic.

The easily changeable factors effecting the 
microorganisms growth and activity on the surface 
of unprotected steel immersed in seawater are sea-
water temperature and oxidation-reduction con-
ditions, as well as water hydrodynamics (to some 
extent). Other factors, such as water pH value, pos-
sibility for redox conditions cycling, and nutrients 
availability are actually maintained by the activity 
of micro organisms in the bio-film. For the initially 
bare steel surface immersed in seawater, the cor-
rosion in kinetic and diffusion stages, preceding 
the microbially controlled stage, ensures high con-
centration of Fe2+ ions near to the metal surface, 
which in its turn facilitates formation of corrosion 
enhancing FeS. It should be pointed out that data 
on above-mentioned parameters are more relevant 
when are measured as near as possible to the bio-
film or even in the bio-film. For modelling and 
forecasting purposes thickness of bio-film and 
bacteria species and count in the bio-film should 
be used. Availability of mackinawite in corrosion 
products is also an indication for the MIC.

When classifying the most important factors gov-
erning the corrosion rate their interrelation, inter-
dependence and complex influence relationships 
have to be considered. Several publications have 
pointed out some interrelation of different factors 
(Chernov & Ponomarenko, 1991, Korovin, et al., 
1991 and Phull, et al., 1997).
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Temperature influences the corrosion rate in the 
kinetic stage (though the rate constant). It affects 
the solubility and diffusion coefficients of dissolved 
gases (consequently their availability) and solubil-
ity of corrosion products formed on the metal 
surface. Temperature changes shift the equilibrium 
between CaCO3 and CO2, modify the pH factor, 
which in turn effects the form and distribution of 
corrosion products. The temperature is governing 
factor for the bio-fouling growth and consequently 
for the developing the microbial influenced corro-
sion. However, the season of initial immersion of 
metal specimen in seawater is a factor influencing 
the corrosion rate that reveals again the influence 
of the temperature on the corrosion rate. The influ-
ence of depth of immersion on the corrosion rate is 
partially due to the effect of temperature changes.

Dissolved oxygen directly determines the rate of 
the cathodic reaction in seawater in the diffusion-
controlled stage of corrosion and hence—the total 
corrosion rate. However, it should be stressed that 
the dissolved oxygen is a function of water tem-
perature, the depth of immersion, salinity, veloc-
ity and bio-fouling on metal surface. Chemical and 
mechanical properties of the corrosion products 
formed influence the amount of dissolved oxygen 
available near to the metal surface.

The pH factor governs the nature of cathodic 
depolarization reaction, influences the solubility, 
structure and compactness of corrosion products, 
the tolerance limit of aggressive ions, the survival, 
growth and activity of microorganisms. Because 
the seawater worldwide is quite similar in terms of 
pH, (neutral) it may be concluded that a drastic 
direct influence of the pH factor on corrosion of 
structural steel immersed in seawater may not be 
expected.

Water salinity defines the water conductivity 
that facilitates electrochemical (corrosion) reac-
tions. The content of salinity more than 30 g/L 
decreases O2 solubility and diffusion. The seawater 
Cl− ions destroy the calcareous and (hydro)-oxide 
protective layers formed on the metal surface.

An increase in water flow increases the O2 con-
tent, removes the corrosion products, with even-
tually protective properties, formed on the metal 
surface. The negative influence of Cl− and SO4

2- 
ion on the steel corrosion resistance becomes to be 
severer in flowing water.

Marine growth and bacteria cause local altera-
tion in the concentration of aggressive ions, pH 
and O2 levels near to the metal surface. The bio-
fouling also facilitates the formation of diffusion 
barriers to the chemical species exchanged from 
and towards metal interface. Electrochemical con-
ditions at the base on bacterial film may be also 
changed. Korovin, et al. (1991) proved that the 
possible contact with other metal may facilitate 

 bio-fouling. It has been found by Munn & 
Devereux (1991) that the cathodic protection facil-
itates calcareous layers deposition, which in its 
turn creates conditions for the bio-film formation. 
Microbial activity transforms initially formed cor-
rosion products into products with less protective 
properties (Liu, et al., 2000).

4.2.1.4  Significance and role of different 
environmental factors

Based on the literature survey made and on the 
attempt of understanding the nature of proceeding 
corrosion processes for the corrosion of bare 
steel immersed in sea water, several factors could 
be summarized as the most important factors 
affecting the corrosion rate.

Seawater temperature is the factor, which affects 
the corrosion rate in all possible stages of the corro-
sion process. Even more, it is the main factor deter-
mining the duration of different corrosion stages.

Nature, concentration and distribution of 
components more noble than iron, as well as steel 
surface preparation influence the corrosion rate 
in the kinetic region of the corrosion process, i.e. 
in the very initial stage, when high concentrations 
of oxygen are still available at the corroding metal 
surface. These factors are less influential in the tran-
sitional (between kinetic and diffusion controlled) 
stage. Carbon contents, nature, and concentration 
of other components affect the steel corrosion in 
its anaerobic stage, i.e. during a long period of 
time for steel immersion in worm seawater.

Concentration of dissolved oxygen, thickness 
and properties (porosity, density, adhesion and ion 
permeability) of corrosion products influence the 
corrosion rate in the diffusion controlled corrosion 
stage (at nearly constant corrosion effect in time).

Redox conditions and water hydrodynamics deter-
mined as near as possible to the corroding metal sur-
face influence the corrosion rate in the MIC stage (i.e. 
the stage of corrosion higher compared to the corro-
sion in the diffusion-controlled stage). Cyclic redox 
conditions facilitate the microbially influenced corro-
sion. Other factors known as important for microbial 
activity, such as pH, salinity, nutrients and biocides 
availability could be very site-specific or could not 
differ too much from “average” values for seawater 
and bio-films growth on constructional steel.

Water velocity and wave motion increase cor-
rosion in early corrosion stages. Their effect is 
decreased in latter stages mainly due to bio-fouling 
and corrosion products formation.

4.2.2 Welded bare steel immersed in seawater
Corrosion of welded material is an important 
problem connected with ship life and attracted the 
scientists’ attention for long time.
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Electrochemical corrosion proceeds, under 
cathodic control, and the O2 reduction is the main 
cathodic depolarizing reaction. Activity of corro-
sion cells depends on the electrochemical hetero-
geneity of the metal surface. The heterogeneity is 
generally caused by the interfacial chemistry and/
or topography, including:

•  Compositional and structural variation in the 
substrate,

• Heterogeneity of liquid phase,
• Non-uniform adsorption phenomena.

Less noble metals (metallographic phases) act as 
anodes and nobler—as cathodes. Areas with irregu-
larities in the crystal structure usually initiate anodic 
reactions. Areas subjected to higher mechanical stress 
and deformations are anodic. In order to protect it 
against weld corrosion, the weld is usually made 
nobler than the Base Metal (BM) that is expected to 
act as anode. For the case of welded structural steel 
immersed in seawater, factors influencing the cor-
rosion of bare unprotected non-welded steel would 
influence the corrosion of BM.

Corrosion effect on BM is enhanced due to 
formation of a contact galvanic cell between the 
BM and the nobler weld. This effect increases with 
increasing the ratio “cathode area/anode area” and 
would be more pronounced in the initial (kineti-
cally controlled) corrosion stage. Dexter (1993) 
and Dexter & La Fontaine (1998) have found that 
natural bio-films formed in seawater on cathodic 
member of galvanic couples (where constructional 
steel is the anodic member) increased the corrosion 
rate of anode as compared to controls with clean 
cathodes. According to Sreekumari, et al. (2000), 
the bacteria attachment to the surface follows the 
pattern: weld material (WM) > heat affected zone 
(HAZ) > BM at initial contact of welded material 
and seawater.

Smaller area of micro-organisms adhesion 
means smaller rate of O2 depletion on the metal 
surface due to microbial activity (because initially 
aerobes are active) and larger amount of dissolved 
oxygen available near to the metal surface to par-
ticipate the cathodic depolarization reaction. Con-
sequently, somehow higher corrosion of bare not 
welded constructional steel compared to the same 
welded steel immersed in the same seawater could 
be expected in the initial stage of corrosion gov-
erned by microbial activity.

Corrosion of Welded Zone (WZ) or HAZ is 
unexpected when the standard electrochemical 
potentials of BM and of welding material are 
considered. However, WZ and HAZ localized cor-
rosion was reported by Little & Wagner, 1997. It 
should be pointed out that the corrosion in welded 
structure is more severe. Kim, et al. (2003) explained 
the severe corrosion of HAZ of low-alloyed steel 

in flowing (3.14 m/s) 3.5% NaCl solution with the 
chemical and structural changes developed during 
the welding. According to them the geometrical 
effect of weld was not so significant.

Higginson & White (1983a) explained the 
effect with the observed change in properties 
of WZ and HAZ from cathodic to anodic rela-
tive BM. The changes in the corrosion potential 
(Open Circuit Potential—OPC) are connected 
with availability and corrosion stability of differ-
ent crystallographic structures formed during the 
welding process. Structures like martensite and 
bainite have higher tendency to corrode compared 
to ferrite and pearlite. These structures were iden-
tified as formed during the welding cycle in WZ 
and HAZ, and the amount of pearlite in WZ was 
reduced compared to BM. Composition and struc-
tures formed and metallurgical changes in the BM, 
WZ and HAZ depend on the welding procedure 
and mainly on cooling rate. Additionally, the cor-
rosion potential (and its changes) for each of these 
zones depends on the welded area and the type of 
exposed environment (Hemmingsen, et al., 2002). 
Changes in the OPC pattern from EBM < EWZ < 
EHAZ to EHAZ < EWM < EBM are indicative for chang-
ing the area of corrosion attack. High Eh and low 
pH values of seawater combined with high Fe3+ 
ions concentration lead to changes in ORP pattern 
and selective corrosion of HAZ (and/or WZ). Low 
bulk pH values could hardly be reached for the real 
case of seawater. Such values could be found at 
the metal surface as a result of microbial activity. 
That is why more precise indicator for possibility 
for WZ and HAZ preferential corrosion could be 
the Eh value measured in the bio-film or as near as 
possible to the metal surface.

A positive redox potential indicates conditions 
favourable for corrosion under aerobic conditions. 
Different Bacillus sp. are active under these con-
ditions (low pH, high Eh). Preferential attraction 
of microorganisms to weld regions was reported 
(Sreekumari, et al., 2000). The Bacillus sp. adhe-
sion pattern was found to be changed from WM > 
HAZ > BM (available till 24 h of immersion) to 
HAZ > WM > BM (available at longer immersion 
time). This pattern corresponds to the potential 
pattern found by Hemmingsen, et al. (2002). The 
coincidence of the two patterns is not surprising 
bearing in mind the conditions which are favour-
able for Thiobacillus species (aerobic conditions, 
low pH, high Eh, and availability of Fe2+).

Bacteria preferential adhesion to HAZ (and 
WZ) and bacteria activity (increasing with water 
temperature) may lead to changes in the oxidation-
reduction conditions near the metals surface, con-
sequently to changes in the corrosion potential, 
hence—in the corrosion pattern to selective corro-
sion of HAZ (or WZ).
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Preferential microbial adhesion on the metal 
surface is caused by the conditioning film formation 
on the surface. The conditioning film forma-
tion in its turn depends on elemental segregation 
and inclusions distribution and microstructures 
formed during the metal welding. Bacteria growth 
and activity depends on the seawater temperature 
and is more pronounced in the temperature range 
of 20–35°C.

Based on the above review and discussion, it 
could be concluded that factors influencing the 
corrosion of BM in welded construction are the 
factors effecting the corrosion of bare non-welded 
constructional steel immersed in seawater plus the 
ratio “cathode surface (weld area)/anode surface”. 
Bio-film availability on the weld, which bio-film 
shifts the OCP of the weld to the more noble values 
and does not decrease the pH of the surface is indic-
ative for enhanced corrosion of BM. The increased 
corrosion results from the work of contact galvanic 
cell formed by BM and bio-filmed weld.

Factors leading to the changes in OCP of BM, 
WZ and HAZ in the way that EHAZ (or EWZ) < EBM, 
which means preferential corrosion in HAZ or 
WZ, are welding procedure, especially cooling rate, 
seawater temperature and water oxidation-reduc-
tion potential near to the metal surface. Low pH 
and high Eh values, combined with high microbial 
number (for example, of Bacillus sp.) in the bio-
film on HAZ and WZ, may be an indication that 
preferential corrosion of HAZ (or WZ) is highly 
possible.

4.2.3 Bare steel at intermittent contact 
with seawater

An intermittent contact of unalloyed steel with 
seawater causes higher corrosion compared to the 
corrosion of same steel entirely immersed.

Corrosion is developed under cathodic control 
and the O2 reduction is the main cathodic depo-
larizing reaction. In the very initial stage of cor-
rosion (kinetic control) an increase in temperature 
increases the corrosion rate, due to the increased 
rate of electrode reactions, in particular—of O2 
reduction. The acceleration effect of water tem-
perature continues in the later stages of corrosion 
development. The higher temperature effect is 
observed in the range of 20–40°C. The tempera-
ture influence on corrosion is considerably more 
pronounced for intermittent contact compared to 
entire immersion conditions.

Increased corrosion effect is caused mainly by the 
facilitated O2 reduction reaction due to the higher 
amount of O2 available near to the metal surface. 
Corrosion rate depends on the concentration of O2 
dissolved in water and water velocity. An increase in 
corrosion rate was observed with water velocity up 
to about 40–60 km/h when nearly steady state was 

reached (most probably due to the nearly constant 
O2 concentration at the metal surface).

Severe local corrosion was found in the splash 
zone, which was caused by the enhanced aeration, 
water movement and formation of galvanic corro-
sion elements, where wetted areas are working as 
cathodes. In this case higher corrosion is observed 
on the better-aerated areas, because of impossibil-
ity for passivation of unalloyed steel in seawater 
(with high Cl− content) (Mutafchiev, 1964).

It has been found by Rozenfeld (1966) that water 
evaporation from the metal surface increases the 
corrosion rate. Water can be evaporated from the 
thin layer formed on the metal surface in the splash 
zone (or zone higher than the ship waterline) as a 
result of sun radiation. Salts available in water are 
crystallizing which leads to damage of coating or 
layers of corrosion products with protective prop-
erties. Damaged areas become anodes when were 
again immersed in water. This effect was observed 
for empty and then loaded again ships.

Li, et al. (1998) used Mossbauer spectroscopy 
to study the rust layers formed on low-alloy steel, 
exposed for 2 years, in splash and tidal zones. They 
found that β-FeOOH from the inner rust layer was 
involved in the cathodic process as oxidant, accel-
erating the corrosion of steel under wet/dry cycle 
conditions. Zeinalov (2000) explained the speedy 
corrosion of stationary platforms of submerged 
marine polygon, made of low-carbon steel and 
low-alloy steel, with the intensive cathode depolari-
zation carried out by O2 and iron (III) hydro-oxide 
reduction. The maximum corrosion rate corre-
sponded to high air temperature and the lowest air 
Relative Humidity (RH). Corrosion products lead 
to local corrosion of zone of periodical damping 
and significantly influenced its development. Zhu, 
et al. (1997) pointed that increased corrosion of 
carbon steel in splash zone is caused by the large 
salt particle accumulation on the steel surface and 
high frequency alterations of wet and dry condi-
tions. They proved that the rust formed on the 
surface play role of cathodic depolizer, acting in 
addition to O2.

Initially, in the first months of contact of 
steel and water, the corrosion rate is higher, then 
decreases and remains nearly constant (usually in 
a year after the first contact). At that time cor-
rosion products are already formed on the metal 
surface and their action as cathodic depolarizer, 
as well as their impeding action on the O2 diffu-
sion to the metal surface is already well established. 
Removal of corrosion products would increase the 
corrosion.

At the stage when corrosion is controlled mainly 
on the properties of corrosion products, the corro-
sion rate would depend to the less extent on water 
velocity and O2 concentration in water. The influence 
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of temperature (in the range of 20–40°C) is expected 
to be significant because O2 and Fe3+ reduction is 
speeded by the increased temperature. Alteration of 
wet and dry cycles would still play important role, 
because high frequency alteration ensures both 
the maximum amount of O2 near to the corrosion 
products surface and changes in corrosion products 
resulting in facilitated corrosion.

It could be assumed that nature and concen-
tration of metal admixture and small amounts of 
alloying elements (up to 4–5%) in constructional 
and low-alloyed steel would not influence signifi-
cantly the corrosion rate at intermittent contact 
due to the following findings and reasons:

• General corrosion is predominately developed 
on bare steel surface at the waterline and tidal 
zone. (This means that the role of inclusions 
more noble that the iron is not very important 
in long-time range.)

• Local cathodes are formed on wetted areas in 
the splash zone;

• Corrosion of steel proceeds under cathodic con-
trol and relatively soon after the first contact of 
steel and water Fe3+ ions reduction accompanies 
the O2 reduction (which is dependable on the 
cathode material and surface morphology) as 
cathodic depolarizing reaction.

Based on the literature survey made, corrosion 
thermodynamics and kinetics and on the 
interrelations and interdependencies between 
different factors effecting the corrosion of 
constructional steel at intermittent contact with 
seawater, the main factors influencing the corrosion 
of structural steel at intermittent contact with sea 
may be defined as water temperature and frequency 
of alteration of wet and dry cycles. The latter effect 
the nature of corrosion products formed and their 
ability to act as cathodic depolarizers.

Water salinity (and conductivity), water velocity 
and the concentration of dissolved O2 may signifi-
cantly effect the corrosion rate, if  these parameters 
deviate considerably from their average value for 
seawater.

4.2.4 Painted steel immersed in seawater
Factors that influence the corrosion resistance of 
anticorrosive paint on steel immersed in seawater are 
the surface preparation and the coating application, 
coating type (painting scheme i.e. the chemical nature 
of primer, anticorrosive paint, anti-fouling paint, 
pigments; number and thickness of layers of each of 
coat components). Chemical nature of the coating, 
after its damage influences the deposit formed due 
to corrosion, which in its turn affects the corrosion 
kinetics during the oxygen diffusion controlled cor-
rosion stage. Factors effecting the steel corrosion at 
normal usage of paint will be discussed here.

Corrosion may initiate at changeable waterline 
for undamaged coating.

When the coating is damaged, the areas of  dam-
age act as anode and the left part of  the coating 
as cathode. Corrosion in anodic areas is increased 
in comparison to the corrosion of  the same bare 
steel immersed in the same water. The increase is 
more pronounced at higher water salinity (higher 
conductivity), higher temperature, availability of 
abrasive material entrained with water. Formation 
and activity of  a galvanic corrosion cell “coated 
area/area with damaged coating” in its turn influ-
ences negatively the coating, consequently an 
increase in steel corrosion is expected. For coat-
ing possessing high electronic conductivity, the 
higher is the total anodic area, the high would be 
the corrosion current (consequently, the corrosion 
effect). Water flow has a greater effect on corro-
sion when paint is damaged or lost (Tigle Ford & 
Khambhaita, 1991).

Cathodic polarization influences negatively 
damaged coating and the degree of deterioration 
depends on the water composition and applied 
potential (current density). Cathodic under protec-
tion causes pitting corrosion. Cathodic overpro-
tection (by sacrificial electrodes or by impressed 
current) leads to excessive cathodic O2 reduction 
and production of OH− ions. Latter react with 
polar residues of the coating (groups that ensure 
the coating adhesion to the metal surface) which 
causes coating pulling off. Undercoating corrosion 
can be developed in the presence of ions of alkaline 
metals and Ba2+ ions (i.e. in seawater). The higher 
is the concentration of Na+ and Ba2+ ions, and the 
concentration of dissolved O2, the higher would be 
the deteriorating influence of cathodic polariza-
tion on the coating and hence—on the steel corro-
sion. The negative effect is more pronounced when 
the applied potential is more negative.

Under the conditions of O2 depletion in the 
alkaline medium water decomposition takes place. 
The formation of hydrogen can cause fatigue crack 
growth and hydrogen embrittlement of carbon and 
low-alloyed steel when promoters are present in 
water. Promoters, such as H2S, prevent the recom-
bination of H atoms in hydrogen molecule.

In addition to the reaction with the coating, the 
OH− ions react with the components of carbon 
dioxide system in seawater, (Akamine & Kashiki, 
2003) in presence of Ca2+ and with Mg2+ (from 
the water). Porous calcareous deposit is formed, 
which is indicative for the cathodic overprotection. 
It deteriorates the coating, increases steel corrosion 
and often leads to mechanical problems for coated 
cathodically protected steel. An increase in tem-
perature facilitates calcareous deposit formation. 
At high temperatures, hydroxides formed at 
cathode may lead to development of stress 
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corrosion cracking. When paint loss has occurred, 
demands to cathodic protection are higher.

Calcareous film, formed due to cathodic polari-
zation, accelerates bio-fouling, Fontana, 1992. Bio-
fouling results in doubling the corrosion rate of 
steel samples preliminary subjected to the cathodic 
polarization and then predominately covered with 
micro organisms, compared to the same steel sam-
ples not subjected to cathodic polarization and less 
bio-fouled.

It should be stressed that the optimum protection 
potential depends both on the environmental con-
ditions and steel strength. Over protection is more 
dangerous for coated high strength steel (with yield 
strengths of 700 MPa and above) because they are 
more susceptible to hydrogen damage.

It could be summarized that the factors influ-
encing the corrosion of painted structural steel 
immersed in seawater, after the paint damage are 
chemical nature of the coating, water composition 
and salinity (consequently, conductivity), tempera-
ture, water flow and availability of solid particles 
entrained in the water. The corrosion loss may 
depend on total area of coating damage. These fac-
tors act independently and influence the protective 
properties of the coating.

Water composition (especially concentration 
of Na+ and Ba2+ ions), water conductivity (which 
determines the length of protected zone), tempera-
ture, applied potential and bio-fouling are the most 
influencing factors governing the corrosion of 
painted and cathodically protected steel, immersed 
in seawater at normal conditions of application of 
those anticorrosive measures.

4.2.5 Pitting corrosion
Usually localized corrosion (micro- and mac-
ro-pits and broader spots) is not considered as 
important deterioration mechanism for mild 
and constructional low-alloyed steel in seawater. 
However, recently more attention has been paid 
to this corrosion phenomenon. Pits were observed 
which were distributed and associated preferen-
tially with the HAZ in mild steel welded by dif-
ferent welding process. According to Laycock & 
Scarf, (1993), typical micro-pitting occurs within 
very short time of  exposure of  constructional 
low-alloyed steel in seawater and macro-pitting 
is developed at longer exposure. Pitting corrosion 
is of  little practical significance when corrosion 
occurs under predominately aerated conditions, 
but becomes significant during the early predomi-
nately anaerobic stage to reach rate of  pit growth 
in the late anaerobic phase about the same as that 
of  general corrosion. QinetiQ Marine Structures 
Group presented a case study of  a particularly 
virulent form of corrosion pitting in ships asso-
ciated with Sulphate Reducing Bacteria (SRB). 

SRB pitting corrosion rates can exceed 1 mm/year 
and can rapidly reduce the section thickness of 
ship plate in between scheduled refits. Work car-
ried out at QinetiQ has shown that the SRB envi-
ronment does not cause embrittlement and has no 
observed effect on crack propagation rate. How-
ever, the reduction in plate section thickness due 
to SRB pitting, can have a significant effect on the 
ultimate strength of  a ship.

Minor variations in the composition of mild 
steel have nearly negligible effect on pitting cor-
rosion development, (Kowaka, 1990 and Schu-
macher, 1979). However, a minor addition of 
alloying elements may change pitting behaviour 
and maximum pit depth. Micro-pits are initiated 
in areas immediately adjacent to sulphide inclu-
sions. Sulphide and other inclusions that facilitate 
development of MIC also facilitate development 
of macro-pitting. Steel heat treatment, increased 
surface roughness and availability of mill scale 
increases pitting corrosion. Higher water velocity 
increases the possibility for pitting development 
and deepening. Maximum pith depth is function 
of seawater temperature and period of exposure.

4.3 Marine environmental factors governing 
atmospheric corrosion of steel structural 
elements

Ship constructional steel corrodes easily in marine 
atmosphere and generally two types of environ-
mental conditions may be distinguished—open 
and enclosed air. Upper part of ship hull, deck 
and equipment on deck are subjected to open air 
corrosion. Ballast and oil tanks, as well as bulk 
carriers are deteriorated by enclosed atmospheric 
corrosion.

4.3.1 Open air corrosion
4.3.1.1 Empirical and semi-empirical findings on 

the influence of environmental variables
1. Air temperature
Air temperature is highlighted as one of the most 
important factors. Temperature effect is more 
pronounced at sharp temperature changes. It has 
been pointed out by Veleva & Alpuche-Aviles 
(2002) that in addition to air temperature, the 
real temperature on the metal surface (TM) can 
provide information about the kinetics of the cor-
rosion process and has to be considered in order 
to explain the corrosion rates and morphology of 
corrosion products determined experimentally.

2. Time Of Wetness (TOW)
Time of  wetness (TOW) is the time during which 
the metal surface is covered with thin film of 
electrolyte. TOW determines the duration of  the 
electrochemical corrosion process and is pointed 
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as very important environmental factor effecting 
the atmospheric corrosion. Increased corrosion 
rate of  carbon steel, found at night and rainy 
day, compared to the daytime and sunny day, 
Katayama, et al., 2001, actually represents the 
influence of  TOW.

3. Air Relative Humidity (RH)
Air relative humidity (RH) is another very impor-
tant factor. The combination of temperature and 
RH is described as temperature–relative humid-
ity complex (T-RH complex). According to ISO 
9223-92, the T-RH complex can be used to calcu-
late the TOW.

Alteration of wet-dry cycles on the metal surface. 
Alteration of wet-dry cycles on the metal surface 
accelerates the cathodic reaction of oxygen reduc-
tion and correspondingly the total corrosion proc-
ess (Stratmann & Streckel, 1990). The influence 
of solar radiation could be explained in terms of 
electrolyte evaporation, i.e. wet/dry cycles.

4. Sea-salt deposition
Sea-salt deposition is found as very important 
environmental factor. Deposited salts decrease the 
eventual protective properties of corrosion prod-
ucts formed on the metal surface and act as centres 
of water vapour condensation that facilitate elec-
trochemical corrosion reactions. Chloride ions eas-
ily destroy the oxide film formed on carbon steel 
surface.
5. Frequency of precipitation
Frequency of precipitation is highlighted by some 
authors and pointed as factor that controls the 
pollutants dilution and flushing from the steel 
surface.
6. Air pollution
Air pollution with gaseous (SO2, H2S, NOx) and 
solid (industrial smoke, sand particles) pollutants 
is also a factor that increases the corrosion rate of 
constructional steel.
7. Prevailing wind direction
Prevailing wind direction was also shown as fac-
tor, which affects the corrosion rate (Phull & Pikul, 
2002).
8. Exposure angle
Exposure angle influences morphology of  the 
rust formed on steel surface and hence the cor-
rosion rate.
9. Properties of corrosion products
Composition, morphology, mechanical (adhe-
sion, strength and fracture toughness) and chemi-
cal properties of corrosion products influence 
significantly the corrosion rate of steel in marine 
atmosphere. Increased concentration of Cl− ions in 
the corrosive environment facilitates formation of 
β-FeOOH and transformation of initially formed 

Green rust I into β-FeOOH. Noda, et al. (2003) 
found that the rust layer formed on the surface 
of carbon steel in marine environment possessed 
anion-selective permeability. It allows Cl− ions to 
reach the metal surface. Katayama, et al. (2001) 
proved that Cl− ions easily destroy the oxide film 
formed on carbon steel surface. Rust formed on 
the surface of constructional steel in chloride 
media possesses corrosion catalyzing property. It 
was also found that the ratio α/γ* (where α—the 
mass of α-FeOOH, and γ* is the total mass of γ- 
FeOOH, β-FeOOH and Fe3O4 in the rust formed) 
could be used as an index for evaluating the cor-
rosion resistance of weathering steels in atmos-
phere with high salt content (with deposition rate 
of sea-salt air-born particles higher than 0.2 mg.
dm-2 day-1). Reduction of Fe3+ ions from β-FeOOH 
or γ-FeOOH contributes to cathodic depolari-
zation, in this way increasing the corrosion rate 
 (Stratmann & Streckel, 1990).

10. Initial exposure period
Conditions prevailing during the first month of 
exposure influence protective properties of the 
corrosion products and corrosion rate. Environ-
mental factors control the corrosion rate in the 
initial exposure period (during the first year) and 
the adsorption of anions on the corrosion prod-
uct films controls the corrosion in the latter period 
(Agarwala & Ahmad, 2000).

Usually authors grouped several factors acting 
together (as independent) and affecting the cor-
rosion rate. Series of regression analyses on the 
multi-year corrosion loses of steel panels, consid-
ering TOW and chlorides deposition as main fac-
tors influencing the corrosion were made (Dean & 
Rhea, 1982) and the best environmental regressions 
found were able to predict the measured corrosion 
loses to within a factor of 2. Conclusion was drawn 
that additional influential environmental variables 
need to be determined and considered. Many 
authors consider together TOW, chlorides deposi-
tion (or Cl− concentration in the air), air RH and 
temperature (Noda, et al., 2003). Liu, et al. (2000) 
proposed a linear regression equation of one-year 
corrosion of carbon steel in marine coastal area. 
Air RH, TOW, chlorides concentration in the air 
and decreasing air temperature were included as 
parameters effecting (increasing) the corrosion 
rate.

Phull, et al. (1997), based on 38-years atmos-
pheric corrosion monitoring, added prevailing 
wind direction and rainfall to TOW, Cl− deposi-
tion, air temperature and RH as factors jointly 
effecting the corrosion rate.

It has to be pointed out that the factors high-
lighted in the literature as affecting the rate of 
atmospheric corrosion of constructional steel not 
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only act together, but they are interrelated and 
interdependent.

Air temperature and relative humidity deter-
mine the TOW. Air temperature influences diffu-
sion and solubility of oxygen in electrolyte layer on 
the metal surface and directly affects the corrosion 
rate in the very initial (kinetic stage).

The frequency of precipitation and exposure 
angle directly influences TOW and the thickness 
of electrolyte layer. Solar radiation and wind direc-
tion affect the TOW and the thickness of electrolyte 
layer. The exposure angle affects the temperature 
of the metal surface, metal absorbance, emissivity 
and thermal conductivity, and morphology of cor-
rosion products. In this way it influences the pos-
sibility for thin electrolyte layer formation on the 
metal surface.

So, it may be stated that TOW and thickness of 
electrolyte layer on the metal surface are integral 
parameters, which count for climatic factors (tem-
perature, RH, frequency of precipitation, wind 
direction, duration and intensity of solar radia-
tion), salts deposition and exposure angle. That 
is why one should agree with the idea raised by 
Veleva & Alpuche-Aviles (2002) that it is better to 
measure the TOW directly on the corroding metal 
surface, than to calculate it (by using the T-RH 
complex). In addition, local TOW values can be 
extended, due to porous cavity structure of corro-
sion products on the metal surface.

The time of initial exposure could be assumed as 
an integral environmental parameter, accounting for 
the climatic factors (temperature, RH, frequency of 
precipitation, wind direction, duration and intensity 
of solar radiation). It has to be taken in considera-
tion at expert evaluation of atmospheric corrosion 
of constructional steel in marine environment.

Concentration of chloride salts on the metal sur-
face affects TOW, mainly determines the corrosion 
controlling reaction and is decisive for the nature 
and properties of corrosion products formed on 
the metal surface.

4.3.1.2  Corrosion development in marine 
atmosphere

General corrosion is mainly observed in the case of 
marine atmospheric corrosion of bare structural 
steel. The real corrosion effect (mass or thickness 
loss) due to atmospheric corrosion represents a 
result of  corrosion cells, which is possible only 
when electrolyte is available on the corroding 
metal surface.

Factors influencing the formation and thickness 
of electrolyte layer on the metal surface would effect 
the corrosion rate. The electrolyte can present as very 
thin moisture layer invisible by naked eye, layer vis-
ible by naked eye, and layer of hygroscopic and wet 
corrosion products. The “invisible” solution layer is 

formed due to adsorption condensation (caused by 
the adhesion between water molecules and metal 
surface), capillary condensation, and so called 
chemical condensation (due to physical adsorption 
of water molecules on the deposited substances 
or corrosion products on the metal surface). Pres-
ence of deposited solid particles (for example salts) 
facilitates capillary condensation. The “invisible” 
solution layer is formed at air RH < 100%. Visible 
electrolyte layer is formed due to the further physi-
cal adsorption of water molecules, droplet conden-
sation, atmospheric precipitation and spraying the 
metal surface with water. That layer is formed at 
air RH ≅ 100%.

Kinetics of anodic and cathodic reactions is 
determined by the thickness of electrolyte layer 
and not by the time when the surface is kept vis-
ibly wet (Stratmann & Streckel, 1990). A sharp 
raise in corrosion rate is observed at transition vis-
ibly wet → invisibly thin electrolyte layer, i.e. dur-
ing surface drying.

Oxygen diffusion to the metal surface is facili-
tated in thin surface layer of electrolyte, com-
pared to bulk electrolyte. This effect increases 
with decreasing the electrolyte layer thickness. 
Facilitated O2 transport principally results in two 
main effects acceleration of the cathodic reaction 
of oxygen reduction and facilitation of the anodic 
passivation. In the case of marine atmosphere, 
availability of Cl− and hygroscopic marine-born 
salts (NaCl, Na2SO4, MgCl2, MgSO4, KCl, CaCl2) 
prevents passivation and anodic concentration 
polarization. In addition, chloride ions are the 
best known anodic depolarizer. Marine salts are 
dissolved in electrolyte layer on the metal surface 
ensuring its enough high conductivity and elimi-
nating the possibility for ohmic control.

Consequently, it could be assumed that the 
atmospheric corrosion in marine environment pro-
ceeds mainly under cathodic control. The major 
material loss would occur under enough thick 
electrolyte layers on the metal surface (Katayama, 
et al., 2001). Factors influencing the cathodic reac-
tion would be the main factors affecting the total 
corrosion rate of steel in marine atmosphere. Oxy-
gen reduction is the main cathodic depolarizing 
reaction, even if  the solution layer on the metal 
surface is slightly acidic.

It has been established that the corrosion with 
oxygen depolarization proceeds mainly under 
kinetic control only when very thin electrolyte 
layer is available on the metal surface. For very thin 
electrolyte layers (less than 10 μm or 20 μm ) the 
current of O2 reduction (it could be expected also 
the corrosion rate) does not depend on the electro-
lyte layer thickness.

When relatively thick electrolyte layer, or layer 
of wet corrosion products present on the metal 
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surface, the reaction rate depends on the O2 
transportation to the metal surface through elec-
trolyte layer and layer of corrosion products. It has 
been found experimentally that the maximum rate 
of O2 reduction reaction is observed under electro-
lyte layers where the O2 reaches the surface mainly 
by diffusion through the electrolyte.

According to some authors the oxygen reduction 
rate is the highest at layer thickness of 20–70 μm, 
and then decreases sharply up to layer thickness of 
150–200 μm, followed by a very slow linear decrease 
up to electrolyte layer thickness in the range of 
500–700 μm. Corrosion rate remains nearly con-
stant at electrolyte thickness over 600–700 μm.

Concentration of  dissolved oxygen in elec-
trolyte layer depends on electrolyte temperature 
and dissolved salt concentration. Usually O2 
concentration is presented as linear function of 
temperature and concentration of  dissolved salts. 
For the range of  temperatures and salinity char-
acteristic for the marine environment, the con-
centration of  dissolved oxygen slightly decreases 
with temperature and concentration of  dissolved 
salts. This effect is offset by increased O2 diffusion 
rate (Charrah, et al., 1990 and as a result—an 
increased corrosion rate of  unalloyed steel is usu-
ally observed with increasing the temperature up 
to 30–35°C.

When corrosion products are already available 
on the metal surface, their adhesion and density 
affects the diffusion of O2 and water to the metal 
surface. In presence of  high air-born salinity, 
corrosion product layer possesses higher poros-
ity and reduced resistance to O2 diffusion. The 
porosity increases and resistance to O2 diffusion 
decreases with increasing the share of  β-FeOOH 
in corrosion products. Additional (to the O2 
reduction) cathodic depolarization reaction of 
reduction of Fe3+ ions from β-FeOOH contrib-
utes to the increased atmospheric corrosion rate in 
marine environment, compared to clean air. The 
amount of  β-FeOOH in the rust layer increases 
with increasing the Cl− concentration and time. 
In addition, chloride ions destroy the oxide film 
formed on carbon steel surface (Katayama, et al., 
2001) in this way facilitating the cathodic depo-
larization reaction of O2 reduction, and hence— 
increasing the atmospheric corrosion rate in 
marine environment.

Consequently, the chlorides precipitation and 
concentration in the atmosphere increases the 
corrosion rate through the influence on TOW, O2 
transportation to the surface, corrosion products 
and by direct effect on electrode reactions.

Presence in the atmosphere of pollutants, which 
are able to act as cathodic depolarizers in addition 
to O2, facilitates the cathodic reaction and increases 
the corrosion. A synergic effect of combined 

influence of SO2 and NaCl at RH ≥ 90% was 
obtained for atmospheric corrosion of mild steel.

Based on the above literature survey and 
discussion, it could be summarized that TOW 
(measured on the metal surface), thickness of 
electrolyte layer on the metal surface, temperature 
and chlorides deposition on the metal surface 
are the factors which influence significantly the 
atmospheric corrosion of bare constructional steel 
in marine environment.

Season of initial exposure and concentration of 
air pollutants (different from sea-born salts) are to 
be considered in expert estimation of atmospheric 
corrosion in marine environment. This estima-
tion could use the ratio α-FeOOH/(γ- FeOOH + 
β-FeOOH + Fe3O4) in corrosion products as index 
of steel corrosion resistance.

Deposition of solid particles (sand, salts) on the 
surface of coated structural steel would facilitate 
coating breakdown. Alteration of wet/dry cycles 
on the metal surface is more influential factor—
compared to the case of marine atmospheric corro-
sion of bare steel. For painted steel with damaged 
coating corrosion would depend on the chemical 
composition of the coating (in addition to the 
above-mentioned factors influencing the open-air 
marine corrosion of bare steel).

4.3.2 Enclosed spaces corrosion
Constructional steel corrosion in enclosed ship 
areas (ballast tanks, cargo holds, and void spaces) 
has attracted recently the attention of many 
research works.

4.3.2.1 Empirical and semi-empirical findings on 
the influence of environmental variables

1. TOW, salt deposition and temperature
Gardiner & Melchers (2002) found TOW, salt 
deposition and temperature as the main factors 
effecting the atmospheric corrosion of empty bal-
last and cargo tanks. An equation that considers 
these three variables was presented and tested for 
predicting the corrosion rates within ship spaces 
exposed to an enclosed atmosphere. The influence 
of corrosion products on the corrosion rate was 
not considered.

2. Sulphur dioxide
Sulphur dioxide, in concentration of 250 ppm in 
the inert gas environment of crude oil tankers, 
increases severely the corrosion of steel because it 
acts as additional cathodic depolarizer. The corro-
sion rate increases with increasing the temperature 
and O2 and SO2 content in the inert gas.

3. Oil concentration
Increased oil concentration in water layer left 
on steel surface inside washed and unloaded oil 
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tank facilitates the cathodic reaction of  oxygen 
reduction due to the enhanced solubility of  O2 
in oil compared to water, while inhibiting the 
anodic reaction of  metal dissolution, Becerra, 
et al. (2000).

4.3.2.2 Corrosion development in enclosed spaces
It can be stated that the atmospheric corrosion 
in enclosed ship spaces proceeds under cathodic 
control and O2 reduction is the main cathodic 
depolarization reaction. General corrosion is 
mainly observed. Main factors, which effect the 
enclosed atmosphere corrosion in sea-ships, are 
TOW, thickness of electrolyte layer on the metal 
surface, temperature and chloride deposition. As 
in the case with open-air corrosion, the chloride 
deposition would influence the corrosion rate not 
only trough the O2 solubility in the thin electrolyte 
layer on the metal surface, but also trough influence 
on the wettability and nature of corrosion products. 
Increased Cl− concentration would facilitate 
indirectly the cathodic depolarization reaction 
(trough increased formation of β-FeOOH and 
reduction of Fe3+ ions).

Increased concentration of residual oil and deter-
gents in surface electrolyte layer and small amounts 
of SO2 in atmosphere would increase the rate of 
enclosed atmosphere corrosion in sea-ships.

Ballast tanks are subjected to enclosed atmos-
pheric corrosion in loaded condition and to 
corrosion in contact with seawater in ballasted 
condition.

Corrosion of ballast tanks full with seawater is 
influenced by the factors effecting the corrosion 
of constructional steel immersed in seawater in 
its kinetic and oxygen diffusion controlled stages. 
A significant influence of MIC on the total corro-
sion rate is not expected due to the relatively short 
time when the ballast tank is full with water.

Water temperature (that inside ballast tanks is 
normally warmer than “at-sea” condition) is very 
important factor influencing the corrosion. Con-
centration of dissolved O2 in ballasting seawater 
and properties of corrosion products (their adhe-
sion, density, porosity and ability to participate in 
Fe3+ reduction reactions) formed on the inner sur-
face of the tank, are recommended for considera-
tion in an expert assessment of total corrosion of 
ballast tanks.

When the inner surface of the ballast tank 
is coated, the corrosion development will also 
depend on the coating composition and proper-
ties and water composition and salinity. Coating 
degradation would lead to increased corrosion in 
deballasted condition when the inner tank surface 
is painted and cathodically protected. Increased 
coating degradation and anodes consumption is 
expected in ballasted condition. The increase will 

depend on the time in ballast, water composition, 
salinity and temperature.

Oil tanks are subjected to enclosed atmospheric 
corrosion when are empty and to corrosion caused 
by the contact with crude oil when are full.

Corrosiveness of crude oil and oil products is 
due to their impurities (sulphur, hydrogen sul-
phide, thiols). In this case the metal destruction is 
caused by heterogeneous chemical reactions. The 
corrosion rate is influenced mainly by the pollut-
ant (actually oxidant) concentration near the metal 
surface. However, this corrosion effect is much 
lower, compared to the effect of electrochemi-
cal corrosion observed when water (even in trace 
concentration) is available in the oil. The corrosion 
rate is further increased when salts present in the 
liquid, Raichev (2001).

In our opinion, the corrosiveness of crude oil 
polluted with water and salts has to be considered 
in an expert assessment of the total corrosion of 
oil tanks, nevertheless that it is considerably lower 
compared to enclosed atmospheric corrosion.

Cargo holds are subjected to enclosed atmos-
pheric corrosion when are empty and to corrosion 
caused by steel contact with the cargo or cargo 
leachate (Gardiner and Melchers, 2002). Concen-
tration of Cl−, SO4

2-, H+ and HCO3
− ions in leach-

ate represents a factor influencing the corrosion 
of cargo holders, besides the temperature and dis-
solved O2 content. Composition, moisture content 
and particle size of the cargo, as well as thickness 
of the cargo layer on steel surface are important 
factors effecting the corrosion of cargo holder in 
loaded condition.

4.4 Marine environmental factors governing 
corrosion fatigue

4.4.1 Empirical and semi-empirical findings on 
the influence of environmental variables

Environmental factors strongly influence the cor-
rosion fatigue behaviour. The environment may 
affect the probability of fatigue crack initiation, 
the fatigue crack growth rate, or both. Influence of 
environment on fatigue crack initiation of a mate-
rial is illustrated in S-N curves (Stress vs. Log of 
number of stress cycles to failure), which compare 
the smooth-specimen stress life obtained from inert 
and aggressive environments. Because as much as 
95% of the structure life is spent in crack initiation, 
S-N curve comparison provides a good indication 
of the effect of environment on crack initiation.

Increasing the chemical activity of the environ-
ment decreases the resistance of the material to 
corrosion fatigue. Other important environmental 
factors are water pH value, temperature, dissolved 
oxygen content. The level of cyclic stress that 
can be withstood without failure may be reduced 
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 drastically as compared with the stress level for 
the same number of cycles in air, when metals are 
subjected to cyclic stresses, while in contact with a 
corrosive environment, such as seawater.

Corrosion fatigue tests in 3% NaCl solution 
with austenitic stainless steel type AISI304 and 
duplex (∼50% austenite, 50% ferrite) stainless steel 
SAF2304 found that corrosion fatigue strength 
was reduced by approximately 30–40% compared 
to fatigue strength in air. Pre-exposure of unloaded 
specimens prior to fatigue testing was shown not 
to reduce fatigue strength further.

An investigation into the fatigue and corrosion 
fatigue behaviour of a high-tensile steel (UNS 
G92600) showed the effect of stress amplitude on the 
fatigue endurance of specimens exposed to air and 
immersed in 0.6M NaCl solution (Wang & Akid, 
1996). A fatigue limit in air was observed at stress 
amplitude around 650 MPa. The liquid corrosive 
environment markedly reduced the stress amplitude 
required to produce a given fatigue lifetime. The 
influence of the environment was relatively small 
for high-stress, low-cycle tests but became more sig-
nificant for lower stress-longer life tests. No fatigue 
limit was apparent for corrosion fatigue testing even 
when the applied stress amplitude was reduced to 
less than one-third of the in-air fatigue limit.

The influence of pH, temperature and applied 
cathodic potential on the susceptibility to corro-
sion fatigue of type 4145steel in drilling muds was 
studied, Gonzalez-Rodriguez & Procter (1995). 
The results showed that hydrogen permeation cur-
rent density iH increased with decreasing potential 
and pH and with increasing temperature.

The concentration of diffusible hydrogen in a 
high tensile strength steel plate (NK-KA32) was 
investigated. Steel block specimens were immersed 
in synthetic seawater at 60ºC with applied poten-
tial of −1.0V and −0.8V for 96 hours. The weight 
ratio of hydrogen to specimen was calculated and 
defined as the concentration of diffusible hydro-
gen. The diffusible hydrogen concentration tends 
to be higher at less noble applied potentials.

4.4.2 Crack tip chemistry
Under free corrosion, the corrosion process pro-
motes the crack initiation. The liquid in the crack 
is renewed periodically by the pumping effect. 
Under these conditions pH, oxygen concentration 
and corrosion potential are nearly the same inside 
and outside the crack, with only a small tendency 
to accelerated corrosion at the crack tip and a min-
imal tendency to hydrogen evolution. Hydrogen 
embrittlement is, however, possible in long cracks 
with low pH or at high stress intensities with hydro-
gen sensitivity.

By cathodic protection of a steel surface, there 
will be a pH increase at the surface which promotes 

the precipitation of CaCO3 and Mg(OH)2. Due 
to the precipitation of calcareous deposits inside 
the mouth of the crack, there is a wedging effect 
with consequent reduction in the effective stress 
intensity range. This is found to result in slower 
crack growth rates at low stress levels. In general, 
the calcareous deposit precipitation increases with 
increasing temperature. The cathodic potential 
promotes hydrogen evolution and hydrogen uptake 
in the steel. The hydrogen uptake by steel in marine 
environment is strongly influenced by the com-
bined effects of cathodic protection and sulphate 
reduction bacteria.

4.5 Operational factors influencing corrosion 
of steel structural elements

4.5.1 General factors
Some operational factors can influence corrosion 
of all types of offshore marine structures, while 
others are specific for the vessel type or struc-
ture member. Several operational factors may be 
pointed as affecting all types of offshore marine 
structures.

Ship routes—geographical location of the ship 
determines the most important environmental 
parameters such as air, seawater, and surface tem-
perature (TM); dissolved oxygen concentration, 
TOW, surface salts concentration, possibility for 
fouling and MIC development.

Availability or lack of coating on the corre-
sponding structural component; coating type, 
thickness and condition.

Availability or lack of cathodic protection; type 
of cathodic protection—with sacrificial anodes or 
by impressed current (the latter could be a source of 
stray current); over protection (at potentials negative 
than −770 ÷ −790 mV (SCE)) could cause hydrogen 
embrittlement for high strength structural steel.

Structural members’ location and orientation—
determine different possibilities for contact with 
seawater and for formation of thin electrolyte 
layer on the metal surface; different level of solar 
radiation; different possibilities for wear, mechani-
cal damage, and protective corrosion products 
formation.

Corrosion condition—corrosion has not started; 
corrosion at intermittent contact with aerated sea-
water; immersion corrosion (corrosion stage—ini-
tial, diffusion controlled, influenced anaerobic by 
micro-organisms); atmospheric corrosion loss (open 
marine atmosphere or enclosed atmosphere).

Vessel age—influences the state of coating, sac-
rificial anodes protection system and corrosion 
condition.

Factors affecting corrosion fatigue crack 
growth—stress intensity range, cyclic load fre-
quency, stress ratio, applied external potential.
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4.5.2 Factors specific to ballast tanks
In addition to the above-mentioned general factors, 
some additional factors may be pointed as specific 
to ballast tanks corrosion (Gardiner & Melchers, 
2001). Tank status, ballasted/de-ballasted condi-
tion; immersion corrosion occurs in ballasted 
condition and corrosion rate may be decreased 
if  cathodic protection with sacrificial anodes is 
installed; atmospheric corrosion in enclosed atmos-
phere occurs in de-ballasted condition and the 
process is not impeded by the cathodic protection.

Frequency of alteration of ballasting/de-ballasting 
conditions—higher frequency is expected to lead to 
faster coating degradation. Accelerated corrosion is 
expected at higher frequency, due to alternation of 
dry and wet conditions and formation of corrosion 
products able to act as cathodic depolarizers.

4.5.3 Factors specific to bulk carriers
In addition to the above-mentioned general fac-
tors, the several operational parameters may be 
pointed as specific to bulk carriers’ corrosion.

Cargo ratio =
  time with (cargo type)i

age of vessel

Different cargoes (coal and ore are the main cargo) 
possess different corrosiveness. Hence, the time of 
their contact with the bulk carrier will influence the 
vessel corrosion. Coal is more aggressive, compared 
to ore, due to possibility to generate acidic leachate 
by oxidation of pyrite born by the coal. Coal corro-
siveness is increased by impurities of chlorides and 
sulphates and by the possibility for formation of 
local differential aeration cells at each contact point 
of coal particles with steel. Coal is more hydroscopic 
and an increase in the moisture of coal from 60 to 
80% of maximum water holding capacity leads to 
pronounced increase in the corrosion rate. Highly 
active corrosion galvanic couples could be formed 
between coal and mild steel. Temperature difference 
between the coal inside the carrier and outside sea-
water causes side-shell sweating.

Ballast ratio = time with ballast/age of vessel

The ballast ratio defines the time when the lower 
part of a cargo hold is exposed to enclosed atmos-
pheric corrosion.

4.5.3.1 Frequency of cargo changes
Frequency of cargo loading and ballasting influ-
ences both corrosion development and longetivity 
of an eventual steel coating, which is more often 
subjected to mechanical abrasion at frequent cargo 
handling operations.

4.5.3.2 Thickness of cargo layer on the deck
Load particle density, radius, particle size distribu-
tion, porosity, thickness of the diffusion layer of 
water on the surface of cargo particles.

Cargo residues, deposition of salts from carriers’ 
washing and means for washing.

Rate of coating wearing—depends on the type 
of cargo, position of the structural member; pos-
sibility for differential aeration corrosion (where 
coating is breakdown) which causes coating 
de-bonding.

4.5.4 Factors specific to oil tankers
In addition to the above-mentioned general fac-
tors, some operational parameters may be pointed 
as specific to oil tankers.

Crude oil composition—impurities like sulphur, 
hydrogen sulphide, alkyl-hydro-sulphides, chlo-
rides (NaCl, MgCl2, CaCl2) increase oil corrosive-
ness. Their nature and concentration depends on 
the oil origin.

Frequency of tank washing and means for wash-
ing—washing with seawater and detergents leaves 
small amount of their residues which significantly 
increases corrosiveness of the crude oil.

In modern double hull tankers, with fully seg-
regated ballast tanks, the empty tanks act as insu-
lation from the sea so cargoes retain their heat 
longer. That is why the cargo side of the ballast 
tank corrodes more quickly than was the case with 
single hull tankers.

Design of tanks—some of the first double hull 
tankers showed excessive corrosion in the bottoms 
of the cargo tanks due to the activity of Sulphate 
Reducing Bacteria whose threshold of activity is 
above ∼35C. In single hull tankers the sea water 
generally cooled the steel to below this tempera-
ture, so it was not a problem.

5 CORROSION MODELING

The conventional models for general corrosion 
wastage adopted for example by Guedes Soares 
(1988), Hart, et al. (1986) and Shi (1993) assumed 
a constant corrosion rate, leading to a linear rela-
tionship between the corrosion thickness and time. 
Experimental evidence of corrosion, reported by 
various authors, shows that a non-linear model is 
more appropriate.

Southwell, et al. (1979) has observed that the 
wastage thickness increases non-linearly in a 
period of 2–5 years of exposure, but afterwards 
it becomes relatively constant. This means that 
after a period of initial non-linear corrosion, the 
oxidized material that is produced remains on the 
surface of the plate and does not allow the contin-
ued contact of the plate surface with the corrosive 
environment stopping corrosion. They proposed a 
linear and a bilinear model, which was considered 
appropriate for design purposes. Both models are 
conservative in the early stages, overestimating the 
corrosion wastage.
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Yamamoto (1997) proposed a corrosion model 
based on a pitting corrosion mechanism and 
plate thickness measurements data. In this model 
corrosion and wear seen in structural members are 
assumed to be the consequence of an extremely 
large number of generated progressive pitting 
points growing individually.

Melchers (1998) suggested a steady state 
model for corrosion wastage thickness and he 
proposed a power approximation for the corro-
sion wastage.

Yamamoto & Ikagaki (1998) have presented 
results of the analysis of corrosion wastage in dif-
ferent locations of many ships, exhibiting the non-
linear dependence of time with the tendency of 
levelling off.

Paik, et al. (1998) and Paik, et al. (2003) sugg ested 
that the corrosion behaviour could be categorized 
into three phases. The coating life is assumed to 
follow the log-normal distribution. The transition 
time is considered an exponentially distributed 
random variable.

Guedes Soares & Garbatov (1998, 1999) 
proposed a model for the non-linear time- 
dependent function of  general corrosion wastage. 
This time-dependent model separates corrosion 
degradation into three phases. In the first one 
there is in fact no corrosion because the protec-
tion of  the metal surface works properly. The 
second phase is initiated when the corrosion pro-
tection is damaged and corresponds really to the 
start of  corrosion, which decreases the thickness 
of  the plate. The third phase corresponds to a 
stop in the corrosion process and the corrosion 
rate becomes zero.

Corroded material stays on the plate surface, 
protecting it from contacting the corrosive environ-
ment and the corrosion process stops. Cleaning the 
surface or any involuntary action that removes that 
surface material originates the new start of the non-
linear corrosion growth process. An investigation 
of the effect of the different parameters describing 
above model has been presented by Garbatov, et al. 
(2004, 2007).

A probabilistic model developed by Gardiner & 
Melchers (2003d, e) divides the corrosion process 
into four stages: as initial corrosion; oxygen diffusion 
controlled by corrosion products and micro-organic 
growth; limitation on food supply for aerobic 
activity and anaerobic activity. The proposed model 
consists of a number of phases; each represents a 
different corrosion controlling process.

Qin & Cui (2002) proposed a model in which 
the Coating Protection System (CPS) such as coat-
ing was assumed to deteriorate gradually and the 
corrosion may start as pitting corrosion before the 
CPS loses its complete effectiveness. The corrosion 
rate was defined by equating the volume of pitting 
corrosion to uniform corrosion.

The models of corrosion wastage, referred up 
to now, assumed time as a unique parameter, and 
defined various corrosion phases. However, none 
of them accounts for the influences of contributing 
environmental factors. To improve the corrosion 
models, it is necessary to not only account for 
time but also include contributing variables. Some 
of environmental factors have been identified 
as important for the corrosion wastage of steel 
structures by Melchers (2003d).

It has been recognized that corrosion is a very 
complex phenomenon and influenced by many 
factors. Identifying key issues that can lead to 
corrosion can not be achieved through only 
statistical investigations of corroded aging ships. 
There is a need to develop models based on the 
corrosion mechanisms and to combine them with 
the corrosion wastage databases to achieve a better 
understanding and also more proper prediction of 
corrosion in marine structures.

However, a new corrosion wastage model was 
proposed, based on a non-linear time-dependent 
corrosion model accounting for various immersion 
environmental factors, including the effects of 
salinity, temperature, dissolved oxygen, pH and 
flow velocity including the effect of ships service life 
in different routes by Guedes Soares, et al. (2008).

5.1 Nonlinear corrosion wastage model fit to data 
base of ship hull structures of bulk carriers

Garbatov, et al. (2004) presented the result of 
a survey of corrosion data on deck and hatch 
cover plates of three 38,000DW bulk carriers. The 
corrosion data consists of 2700 measurements of 
corrosion thickness collected from four inspections 
at 16th, 19th, 20th and 24th years of service life of 
ships. The design thickness of measured deck and 
hatch cover plates varies between 10 and 30 mm.

The corrosion wastage distribution for deck 
plates (main deck limited by the transverse fore-
peak bulkhead and transverse engine room fore 
bulkhead and side sheer strakes) of the studied 
ship hulls at 16th year is given in Figure 1. As can 
be seen, more aggressive corrosion deterioration is 
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Figure 1. Corrosion depth distribution on deck.
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observed in the central area of the deck. It is noted 
that in the same case the maximum corrosion wast-
age is found on deck between hold deck openings 
and it is also observed that the fore part of deck 
is more corroded. The data is fit to the non-linear 
time domain model proposed by Guedes Soares & 
Garbatov (1999) by estimating the model param-
eters. The model is based on the solution of a dif-
ferential equation of the corrosion wastage:
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where d∞ is the long-term corrosion wastage, d(t) 
is the corrosion wastage at time t, τc is the time 
without corrosion which corresponds to the start 
of failure of the corrosion protection coating 
(when there is one), and τt is the transition time 
duration.

The long-term wastage is defined as an extreme 
value in the service time interval for deck and hatch 
cover plates. The coating life τc, and transition time 
τt, are defined based on the least squares approach 
and quasi-Newton algorithm to determine the 
direction to search used at each iteration.

The descriptors of  the regression of  the cor-
rosion depth as a function of  time for the long-
term corrosion wastage for hatch cover plates is 
d∞ = 0.99 mm, for deck plate is d∞ = 2.21 mm and 
for plates between hatch covers is d∞ = 1.98 mm 
respectively. The coating life of  hatch cover plates 
is τc = 15.05 years, for deck plates is τc = 13.35 
years and for plates between hatch covers is 
τc = 13.56 years. The transition period of  deck 
plates is τt = 5.51 years, for plates between hatch 
covers is τt = 4.3 years and for hatch cover plates 
τt = 3.27 years.

There is some variability of the data around the 
regressed line, which is expected due to the large 
variability of factors. However the regression lines 
show a clear non-linear trend of the type that is 
reproduced by the non-linear model.

The comparison between the corrosion wastage 
of deck plates and hatch cover plates and plates 
between hatch covers as a function of time are 
shown in Figure 2. It can be seen that the different 
starting points of corrosion are related to the dif-
ferent coating duration and different final points 
are related to the different long-term corrosion 
wastage already observed during the analysis.

Considering that the corrosion wastage depth 
can be described by a log-normal distribution 
function with a mean value and standard deviation 
changing yearly, the probability density function 
as a function of time of corrosion wastage for deck 
plates, hatch covers and plates between hatch cov-
ers are given in Figure 3.

5.2 Nonlinear corrosion wastage model fit to data 
base of ship hull structures of tankers

Two sets of corrosion data, deck plates of bal-
last and cargo tanks of tankers, described in ABS 
(2002), Wang, et al. (2003a, b) were analyzed by 
Garbatov, et al. (2007) and are summarized here.

The first set includes 1168 measurements of deck 
plates from ballast tanks with original nominal 
thicknesses varying from 13.5 to 35 mm on ships 
with lengths between perpendiculars in the range 
of 163.5 to 401 m. The second set of data includes 
4665 measurements of deck plates from cargo tank 
with original nominal thicknesses varying from 
12.7 to 35 mm on ships with lengths between per-
pendiculars in the range of 163.5 to 401 m.

The long-term wastage d∞ is defined as the maxi-
mum value in the observed time interval for bal-
last tanks and cargo tanks respectively. The period 
without corrosion, or the time of initiation of cor-
rosion τc, and the transition time, τt are defined 
based on performing a least squares fit to the data 
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using a quasi-Newton algorithm, which determines 
the direction to search used at each iteration con-
sidering the mean value of corrosion depth.

The parameters of the regressed line of corro-
sion depth as a function of time were determined 
under the assumption that it is approximated by 
the exponential function given in Eqn 4. It can be 
noted that the long-term corrosion wastage for 
deck plates of ballast tanks is d∞,ballast = 1.85 mm 
and d∞,cargo = 1.91 mm for cargo tanks respectively. 
The time without corrosion is τc,ballast = 10.54 years 
in deck plates of ballast tanks and τc,cargo = 11.494 
years for cargo tanks, respectively. Finally, the 
transition period for deck plates of ballast tanks is 
τc,ballast = 11.14 years and the one for deck plates of 
cargo tanks is τc,cargo = 11.23 years (see Figure 4).

The corrosion rate defined as the first deriva-
tive of the corrosion wastage is also analyzed (see 
Figure 5). The initial values of corrosion rate are 
determined when the corrosion process start, which 
is earlier for the plates of cargo tanks in this data 
set. It can also be observed that the corrosion rate 
is higher for cargo than for ballast tanks. The cor-
rosion rate is less aggressive in ballast tanks than 

in cargo tanks for the first 28 years, but after that 
point the contrary is true.

The comparison between the corrosion rate of 
deck plates of ballast and cargo tanks as a func-
tion of time is given in Figure 5. It can be seen that 
there is a different starting point of corrosion as a 
result of the different time duration without corro-
sion. There is also a different final point related to 
the long-term corrosion wastage already observed 
during the analysis.

To define the probability density function of the 
corrosion wastage depth, the observed distribution 
is fit by a theoretical distribution by comparing the 
frequencies observed in the data to the expected 
frequencies of the theoretical distribution and for 
that purpose the Kolmogorov-Smirnov of fit test 
was applied. Several distributions were evaluated 
and it was concluded that corrosion wastage depth 
is the best fit by the Log-normal distribution.

The mean value and the variance of the log-
 normal distribution for the corrosion wastage of 
deck plates of ballast tanks are −0.544 and 0.919 
and for the corrosion wastage of deck plates of 
cargo tanks are −0.369 and 1.046 respectively.

Considering that the corrosion wastage depth can 
be described by a log-normal distribution function 
with a mean value and standard deviation changing 
yearly as indicated in Figure 6 (left), the probability 
density function as a function of time of corrosion 
wastage for ballast tank is given in Figure 6.

The applied model is based on providing the 
trend that is derived from for the dominating 
mechanism and then it should be fit to the field 
data and does not represent the details of all cor-
rosion mechanisms that may develop in time. It 
represents the main trend and by being fit the field 
data it makes it realistic, avoiding any danger of 
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using models that are outside the range of full-scale 
data. The model of corrosion wastage applied here 
to analyze the corrosion wastage is flexible enough 
to represent realistic situations, as it was able to 
identify different rates of corrosion for different 
ship types and locations in the hull.

6 CORROSION MONITORING MEASURES

Corrosion inspection and monitoring are key 
activities in ensuring systems integrity and control 
of corrosion. Corrosion monitoring represents 
series of surveys, planned and organized to obtain 
more comprehensive information on conditions 
over time, while inspection means a “snapshot” 
of corrosion conditions at a specific point in time. 
Corrosion monitoring can help in several ways:

•  By providing an early warning that damag-
ing environment conditions are available 
(developing);

•  By revealing the correlation between changes in 
environment parameters and their effect on sys-
tem corrosiveness;

•  By diagnosing a particular corrosion problem, 
identifying its cause and the rate controlling 
parameters;

•  By evaluating the effectiveness of a corrosion 
control/prevention program;

•  By providing management the information nec-
essary to relate maintenance requirements to 
ongoing conditions.

Corrosion monitoring is a complex task because 
of different types of corrosion appear simultane-
ously; general corrosion rates may vary substan-
tially, even over relatively short distances; there is 
no single measurement technique that will detect 
all of these various conditions.

Besides assessment of different types of cor-
rosion deterioration, corrosion inspection and 
monitoring includes assessment of operating envi-
ronment (corrosiveness and changes in produced 
fluids compositions) and development of biologi-
cal activity.

The selection of inspection and corrosion 
monitoring points is of paramount importance 
as corrosion factors to be considered in a corro-
sion maintenance program are often related to the 
geometry of systems and components. The selection 
should be based on a thorough knowledge of usage 
conditions, materials of construction, geometry of 
the system, designs factors such as welds, crevices, 
turbulence at elbows, galvanic incompatibility, etc.; 
external factors (water chemistry; surface condi-
tion, flow rate) and historical records. To decrease 
the monitoring costs, it is usually desirable to 

monitor the “worst-case” conditions, at points 
where corrosion damage is expected to be most 
severe. In practice, the choice of monitoring points 
is often dictated by the existence of suitable access. 
If  it is difficult to install a suitable sensor in a given 
location, additional by-pass lines with customized 
sensors and access fittings may represent a practi-
cal alternative.

Each monitoring system consists of data 
acquisition, data transmission, data processing 
and displaying, and data recording equipment.

Information from corrosion management and 
inspection activities should be collated and gath-
ered together to enable data assessment. Typically 
the data gathered will include environment con-
ditions and their changes, visual observations, 
corrosion monitoring data, inspection data, and 
known corrosion damage reports.

Key features of the analysis of corrosion moni-
toring data include the trends with period of 
operation, the correlation of trends from different 
monitoring/inspection techniques, the correlation 
of trends with operational parameters, the predic-
tion of remnant life, and application of relevant 
statistical analysis to allow correct extrapolation of 
data to the whole structure. There are many uncer-
tainties associated with corrosion monitoring and 
inspection data, resulting from natural limitations 
of techniques, variability of corrosion, human 
performance variables, etc. Statistical analysis of 
data can allow such variability of the data to be 
accommodated.

The Corrosion Monitoring System (CMS) soft-
ware should combine data from continuous corro-
sion sensors and environment variable sensors to 
perform a non-intrusive, on-line inspection. This 
data should then be interpreted using an “expert” 
diagnostic and predictive corrosion tool. An ideal 
on-line CMS should automatically provide infor-
mation such as warning messages, the specific type 
of corrosion, predicted time frame for corrosion 
failure, and the specific reason for the corrosion 
problem. The process of developing a CMS for 
specific application should include selecting candi-
date sensors for testing, defining a data collection 
strategy and required algorithms.

Different monitoring strategies may be used.
In-line monitoring covers installation of devices 

directly into the structure, but which need to be 
extracted for analysis, e.g. corrosion coupons, bio-
studs, etc.

On-line monitoring techniques include devices, 
fixed permanently to the equipment or constantly 
exposed to the corrosive environment, such as 
Electrical Resistance Probes, Linear Polarization 
Resistance Probes, Inductive Resistance Probes, 
Fixed Ultrasonic Probes and Acoustic Emission 
Monitoring.
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Off-line monitoring is mainly achieved through 
the use of inspection and Non Destructive Tech-
niques (NDT) and laboratory analysis. NDT 
are used throughout the life of components/
structures for integrity assessment purposes. The 
following main NDT methods are used for cor-
rosion monitoring purposes: Visual inspection, 
Liquid penetrant inspection, Magnetic particle 
inspection, Radiographic inspection (X-ray and 
gamma ray), Eddy current inspection, Ultrasonic 
(UT) inspection, and Thremographic Inspection.

Corrosion sensors can be intrusive (invasive), 
which are introduced in a structure to access to the 
corrosive environment directly or non-intrusive 
(non-invasive) categories.

Corrosion monitoring techniques can be classified 
as direct and indirect—former give a direct measure 
of metal loss or corrosion rate, and latter are used to 
infer that a corrosive environment may exist.

The following direct techniques are used by the 
corrosion specialists: Use of Corrosion Coupons, 
Electrical Resistance (ER), Inductive Resistance 
(IR), Linear Polarization Resistance (LPR), 
Electrochemical Impedance Spectroscopy (EIS), 
Electrochemical Frequency Modulation, Harmonic 
Analysis, Electrochemical Noise (EN), Zero 
Resistance Ammetry (ZRA), Potentiodynamic 
Polarization (all of them intrusive), Thin Layer 
Activation (TLA) and Gamma Radiography 
(intrusive or non-intrusive), Electrical Field 
Signature Method (EFSM) (non-intrusive), and 
Acoustic Emission (AE) (non-intrusive).

The following indirect techniques can be used 
in corrosion monitoring: Potential measurement 
(non-intrusive), Hydrogen flux monitoring (non-
intrusive), and Chemical analyses (destructive).

6.1 Existing techniques relevant to corrosion 
monitoring of offshore marine structures

6.1.1 Direct techniques
6.1.1.1 Mass Loss Of Corrosion 

Coupons (MLCC)
A weighed sample (coupon) of the metal or alloy 
under consideration is introduced into the corre-
sponding corrosive environment and later removed 
after a reasonable time interval. The coupon is then 
cleaned of all corrosion products and is reweighed. 
The weight loss is converted to a total thickness 
loss. Using appropriate geometric designs, cor-
rosion coupons can be applied to study a wide 
variety of corrosion phenomena, such as general 
corrosion, stress-assisted corrosion, bimetallic 
(galvanic) attack, differential aeration.

The following advantages of mass loss coupons can 
be pointed: the technique is applicable to all environ-
ments—gases, liquids, solids/particulate flow; mass 
loss can be readily determined and corrosion rate 

easily calculated; visual inspection can be undertaken; 
localized corrosion can be identified and measured; 
corrosion deposits can be observed and analyzed.

The method assumes that the corrosion loss is 
uniform and not localized. Therefore, the corro-
sion rates obtained from weight loss measurements 
usually represent the lower limit of the corrosion 
rate. The method is not suited for instantaneous 
corrosion monitoring.

In a typical monitoring program, coupons are 
exposed for 90-day duration before being removed 
for a laboratory analysis. The mass loss resulting 
from any single coupon exposure yields the “aver-
age” value of corrosion occurring during that 
exposure. Significant disadvantage of the coupon 
technique is that, if  a corrosion upset occurs dur-
ing the period of exposure, the coupon alone will 
not be able to identify the time of occurrence of 
the upset, and depending upon the peak value of 
the upset and its duration, may not even register a 
statistically significant increased weight loss. There-
fore, coupon monitoring is most useful in environ-
ments where corrosion rates do not significantly 
change over long time periods. However, they can 
provide a useful correlation with other techniques 
such as ER and LPR measurements.

6.1.1.2 Electrical Resistance (ER) measur ement 
The electrical resistance technique operates by 
measuring the change (an increase) in electrical 
resistance of a metallic element immersed in a media 
relative to a reference element sealed within the 
probe body. Since temperature changes influence 
the resistance of both the exposed and protected 
element equally, measuring the resistance ratio 
minimizes the influence of changes in the ambient 
temperature and the net change in the resistance 
ratio is solely attributable to metal loss from the 
exposed element at temperature equilibrium.

An ER monitoring system consists of an instru-
ment connected to a probe. The instrument may be 
permanently installed to provide continuous infor-
mation, or may be portable to gather periodic data 
from a number of locations. The probe is equipped 
with a sensing element having a composition simi-
lar to that of the structure of interest.

Like coupons, ER probes provide a basic meas-
urement of metal loss, but unlike coupons, the 
value of metal loss can be measured at any time, 
as frequently as required, while the probe is in-
situ and permanently exposed to the corrosive 
conditions.

In addition to corrosion coupons, the ER probes 
exhibit the following advantages:

• Direct corrosion rates can be obtained;
•  Probes respond to corrosion upsets and can be 

used to trigger an alarm;
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•  ER probes are available in a variety of element 
geometries, metallurgies and sensitivities and 
can be configured for flush mounting such that 
data can be gathered without the necessity to 
remove probes;

•  The ER method is uniquely suited to corrosive 
environments having either poor or non-contin-
uous electrolytes such as vapours, gases, and non 
aqueous liquids;

•  The flowing disadvantages of ER monitoring 
can be pointed out;

•  The method gives the average of the corrosion rate 
experience over the past few hours or days gener-
ally depending on the sensitivity of the probe and 
stability of the temperature at the probes surface;

•  The sensors generally do not respond rapidly 
to a change in corrosive conditions/change in 
corrosion rate. Sensitivity can be improved by 
decreasing the element thickness but only by 
compromising the overall sensor life;

•  Conductive deposits on the sensor elements will 
distort the readings;

•  ER sensors do not distinguish between general 
and localized corrosion forms;

•  Errors can result in probe data if  the tempera-
ture varies significantly during the measurement 
time.

6.1.1.3 Inductive Resistance (IR) measure ment
Inductive resistance probes have many similarities 
to ER probes but offer significantly improved 
sensitivity (at least two orders of magnitude 
more sensitive than the corresponding ER type) 
and faster response. Mass changes in the sensor 
element are detected by measuring changes in 
the inductive resistance of a coil, located inside 
the element. Their temperature compensation is 
similar to that of ER probes. These sensors can 
be used in a broad range of environments. They 
can be considered for low conductivity and non 
aqueous environments.

6.1.1.4 Linear Polarization Resistance (LPR)
The LPR technique is based on complex electro-
chemical theory. The polarization resistance Rp of 
a material is defined as the slope of the potential/
current density curve at the free corrosion 
potential.

Generally, a small voltage (polarization poten-
tial) is applied to an electrode in solution. The 
current needed to maintain a specific voltage shift 
(typically 10 mV) from the open circuit potential 
is directly related to the corrosion on the surface 
of the electrode in the solution. The corrosion rate 
can be derived by measuring this current.

The advantage of the LPR technique is that the 
measurement of corrosion rate is made instantane-
ously. Corrosion upsets can be identified rapidly. 

The disadvantages of the LPR technique are that it 
can only be successfully applied in relatively clean 
aqueous electrolytic environments and the deter-
mined corrosion rate represents a uniform corro-
sion value, localized corrosion is not measured. If  
the conductivity between the electrodes or the rate 
of fluid flow passing past the electrodes changes 
significantly and at a rate which is typically faster 
than the time taken to perform the LRP test, then 
this interferes with the measurement process and 
leads to erratic unreliable results.

6.1.1.5 Electrical Field Signature Method (EFSM)
An induced current is fed into the monitored 
section of the structure and the resulting voltage 
distribution is measured to detect corrosion 
damage. The voltage pattern is determined by the 
geometry of the structure and the conductivity of 
the metal. This pattern is represented by current 
flow lines and equipotential lines which are 
normal to the current flow. The first measurement 
(signature) is unique to the geometry of the object. 
When general or local corrosion occurs, the pattern 
of the electric field will change and can be compared 
with the signature. By proper interpretation of the 
changes in the potential differences, conclusions 
can be drawn, e.g. regarding general wall thickness 
reduction or localized corrosion. The method is 
used mainly to monitor corrosion of pipelines. 
Typical applications involve pin attachment to the 
external surface of a pipeline, to monitor corrosion 
damage to the inside of the pipe walls. An array 
of permanently installed pick-up pins is positioned 
around the outside of a pipe to produce an electric 
potential map of the structure. Smaller pin spacing 
is associated with increased resolution in measuring 
wall thickness loss.

The method combines the advantages of NDT 
inspection, covering fairly large surface areas of an 
actual structure, with those of corrosion probes, 
offering high sensitivity and a quick response to 
changes in the corrosiveness. An EFSM system 
requires virtually no maintenance nor replacement 
of consumables, which makes it particularly attrac-
tive for remote monitoring at inaccessible locations.

6.1.1.6  Electrochemical Impedance 
Spectroscopy (EIS)

EIS is a powerful and accurate method for measuring 
corrosion rates. Its important advantage over other 
monitoring techniques is the possibility of using 
very small amplitude signals without significantly 
disturbing the properties being measured.

To make an EIS measurement, a small ampli-
tude signal, usually a voltage between 5 to 50 mV, 
is applied to a specimen over a range of frequen-
cies of 0.001 Hz to 100,000 Hz. The EIS instru-
ment records the real (resistance) and imaginary 
(capacitance) components of the impedance 
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response of the system. In order to access the charge 
transfer resistance or polarization resistance that is 
proportional to the corrosion rate at the monitored 
interface, EIS results are interpreted with the help of 
a model of the interface. The circuit model and ini-
tial circuit parameters are assumed and input by the 
operator, based on the shape of the EIS spectrum. 
The program then fits the best frequency response of 
the given EIS spectrum, to obtain the fitting param-
eters. By fitting the EIS data, it is possible to obtain 
a set of parameters which can be correlated with the 
coating condition and the corrosion of the steel sub-
strate. Recently, the EIS has been used at laboratory 
scale to detect stress corrosion cracking in a stainless 
steel sample exposed to an aqueous environment at 
ambient and high temperature (Bosch, 2005).

6.1.1.7  Free corrosion signals—Electrochemical 
Noise (EN)

Electrochemical noise (EN) analysis is based on 
the natural fluctuation of corrosion processes, 
in combination with their electrical nature. EN 
measurements allow the polarization resistance 
to be measured passively, i.e. without external 
polarization. For analysis, it is of great value to 
measure both current and potential noise. The 
measurement of current noise essentially requires 
a short circuit condition, whereas potential 
noise must be measured with a high impedance 
load. The problem is solved by measuring two 
identical systems, one under open circuit, and the 
other under short circuit condition. Fluctuations 
of potential or current of a corroding metallic 
specimen are measured and correlated with the 
corrosion damage. The most traditional way to 
analyze electrochemical noise data is to transform 
time records in the frequency domain in order to 
obtain power spectra. Spectral or power density 
plots are utilizing Fast Fourier transforms (FFT) 
or other algorithms such as the Maximum Entropy 
Method (MEM). This way the results of EN 
analysis are related to corrosion rates.

EN measurements can provide insights, both 
quantitative and qualitative, on the nature of 
localized corrosion events. The study of corrosion 
potential fluctuations was applied to monitor the 
onset of events characterizing localized corrosion 
such as pitting, stress corrosion cracking, erosion-
corrosion in either laboratory or diverse and com-
plex natural environments. EN is the most sensitive 
technique to system changes and upsets.

The problem with this technique appears in non 
conducting phase such as oil or gas—it is possible 
to get large perturbations in the potential noise sig-
nal without any significant current perturbation. 
This in turn will lead to a higher standard deviation 
for the potential noise and corresponding increase 
in the resistance noise and a lower corrosion rate.

6.1.1.8 Linear Polarization Noise (LPN)
This technique allows both the average monitored 
corrosion rate and the corrosiveness of the 
conductive fluid to be calculated. A polarization 
around the couple potential of a two electrode 
system is used which is significantly larger than 
the potential perturbations that are typically found 
in the monitored system. The polarization current 
response is measured at a set rate typically from 
approximately one reading per second to several 
thousand readings per second. Each point is stored 
for further analysis. The average of the current 
measurements taking both sides of the polarization 
is then used to calculate the polarization resistance 
and hence the average corrosion rate. The inverse 
of the percentage of time the current exceeds 
half  the average level of the current for both 
sides of the polarization is calculated. This number 
is then multiplied with the average corrosion rate 
to give the corrosiveness of the solution with good 
conductivity. The technique is suitable for corrosion 
monitoring in multiple phase environments with 
different conductivity and corrosiveness.

6.1.1.9 Galvanic/potential monitoring
The galvanic monitoring technique (known as 
Zero Resistance Ammetry—ZRA) is based on the 
electrochemical nature of corrosion processes. Two 
electrodes of dissimilar metals are exposed to the 
corrosive environment and short-circuited through 
zero resistance ammeter. A natural voltage (potential) 
difference appears between the electrodes immersed 
in solution. The current generated due to this 
potential difference relates to the rate of corrosion 
which is occurring on the more active material of 
the electrode couple. The current magnitude is 
directly proportional to the corrosiveness of the 
environment and to the thickness of electrolyte layer 
formed on the metal surface (in case of atmospheric 
corrosion). Gold-nickel sensor was found as the best 
suited for long-term testing in marine environment 
(Agarwala & Ahmad, 2000).

Galvanic/Potential monitoring is applicable to 
the following types of corrosion: bimetallic corro-
sion, crevice and pitting attack, corrosion assisted 
cracking, corrosion by highly oxidizing species, 
and weld decay.

6.1.1.10 Potentiodynamic polarization meth ods
Polarization methods involve changing the potential 
(anodic, cathodic or cyclic polarization) of the 
working (made of the studied material) electrode 
and monitoring the current which is produced as a 
function of time or potential.

Several methods may be used in polarization of 
specimens for corrosion testing in addition to LPR. 
Potentiodynamic polarization is a technique where 
the potential of the electrode is varied at a selected rate 
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by application of a current through the electrolyte. 
The study of uniform corrosion or studies assuming 
corrosion uniformity are probably the most wide-
spread application of electrochemical polarization 
measurements both in the laboratory and in the 
field. The main complications in performing polari-
zation measurements are the following categories: 
effect of scan rate, effect of solution resistance and 
changing surface conditions.

Electrochemical Potentiodynamic Reactivation 
(EPR) technique allows measuring the degree of 
sensitization of stainless steels. This method uses a 
potentiodynamic sweep over a range of potentials 
from passive to reactivation state.

Potentiostaircase method is a technique which 
polarizes an electrode in series of potential steps 
where the time spent at each potential is constant, 
while the current is often allowed to stabilize prior 
to changing the potential to the next step. Data on 
corrosion mechanism can be gathered in this way.

6.1.1.11 Acoustic Emission (AE)
Acoustic emission monitoring involves listening 
to the sounds (usually inaudible to the human 
ear) made by a material, structure or machine in 
use or under load. Acoustic Emission is named 
a transient elastic wave generated by the rapid 
release of energy accumulated in stressed materials. 
The monitoring technique involves attaching one 
or more piezoelectric transducers to the object 
and analyzing the sounds using computer-based 
instruments. The noises may arise from friction, 
crack growth, turbulence, and material changes 
such as corrosion. Background noise effects have to 
be taken into consideration and can be particularly 
troublesome in on-line measurements.

The advantages of AE are that a whole structure 
can be monitored from a few locations. The structure 
can be tested in service and continuous monitoring 
with alarms is possible. Microscopic changes can be 
detected by a single test if sufficient energy is released. 
Source can be localized by using multiple sensors.

6.1.2 Indirect techniques
6.1.2.1 Potential Monitoring (PM)
The potential is measured relative to a reference 
electrode which is introduced in the corrosive 
medium or an electrical connection has to be 
established to monitored structure in conjunction 
with an external reference electrode. When viewed 
in the context of Pourbaix diagrams, the potential 
gives the thermodynamic possibility for a corro-
sion risk. Relatively big shifts in the potential are 
indicative for corrosion onset or for changes in the 
corrosion intensity. The technique is widely used 
in industry for monitoring reinforcing steel corro-
sion in concrete, structures such as buried pipelines 
under cathodic protection and anodic protection 
systems. Changes in the measured potential can 

also give an indication of active/passive behaviour 
in stainless steel.

6.1.2.2  Chemical analyses for 
corrosion monitoring

Different types of chemical analyses of the 
exposed metal can provide valuable information 
in corrosion monitoring programs. Monitoring/
measurement of media pH value, conductivity, 
dissolved oxygen, metallic and other ion (chlorides, 
sulphates, nutrients) concentrations, water 
alkalinity, concentration of suspended solids, 
inhibitor concentrations and scaling indices all fall 
within this domain. Several of these measurements 
can be made on-line using appropriate sensors.

6.1.3 Non-destructive inspection techniques 
applicable for monitoring

6.1.3.1 Visual monitoring methods
Visual inspection is used as an additional method 
to identify where a failure is most likely to occur 
and when a failure has commenced. Surface 
corrosion, pitting and inter-granular corrosion can 
be detected visually. The visual inspection reliability 
depends upon the ability and experience of the 
inspector. Visual inspection can be done directly 
or remotely, by using boroscopes, fiberscopes or 
video cameras. These devices can also be used with 
television camera systems. If  necessary, permanent 
records can be obtained by photography or digital 
imaging and storage. The main disadvantage of 
visual inspection is that the surface to be inspected 
must be relatively clean and accessible to either the 
naked eye or to an optical aid. Corrosion wastage 
and corrosion rate can not be determined.

6.1.3.2 Magnetic Particle Inspection (MPI)
The method is based on the following simple 
concept: When a bar magnet is broken in the 
centre of its length, two complete bar magnets with 
magnetic poles on each end of each magnet will 
result. If  the magnet were cracked but not broken 
completely in two, a north and south pole will form 
at each edge of the crack, just as though the break 
had been completed. If  iron particles were then 
sprinkled on this cracked magnet, these particles 
will be attracted not only to the ends of the magnets 
poles but also to the edges of the crack.

Magnetic particle inspection method uses mag-
netic fields and small magnetic particles, such as 
iron filings to detect flaws in components. The iron 
particles can be applied dry or wet, suspended 
in a liquid, coloured or fluorescent. The method 
is primarily used to find surface breaking flaws, 
but it can also be used to locate sub-surface flaws. 
The technique’s effectiveness quickly diminishes 
depending on the flaw depth and type.

Magnetic particle inspection may be used to test 
offshore structures and underwater pipelines.

SAFERELNET.indb   400SAFERELNET.indb   400 10/30/2010   4:31:51 PM10/30/2010   4:31:51 PM



401

Surface irregularities and scratches can give 
misleading indications. Therefore it is necessary 
to ensure careful preparation of the surface before 
magnetic particle testing is undertaken.

6.1.3.3 Radiography
Radiographic inspection is primarily used to find 
sub-surface flaws in materials. X-rays are produced 
by high voltage x-ray machines whereas gamma 
rays are produced from radioactive isotopes such as 
Iridium 192. Rays pass through tested material and 
then are captured on film. Therefore, the method 
requires access to both sides of studied structure. 
The choice of type of radiation used depends on 
the thickness of the material to be tested. Gamma 
sources have the advantage of portability. X-rays 
and gamma rays are hazardous. Special precautions 
must be taken. when performing radiography.

6.1.3.4 Eddy Current Inspection (ECI)
Eddy-current testing is an electromagnetic 
technique and can only be used on conductive 
materials. When an energized coil is brought near 
to the surface of a metal component, eddy currents 
are induced into the specimen. These currents 
set up a magnetic field that tends to oppose the 
original magnetic field. The impedance of the coil 
in close proximity to the specimen is influenced 
by the presence of the induced eddy-currents 
in the specimen. When the eddy-currents in the 
specimen are distorted by the presence of the flaws 
or material variations, the impedance in the coil is 
altered. This change is measured and displayed in 
a manner that indicates the type of flaw or material 
condition.

The pulsed eddy current technique uses a stepped 
or pulsed input signal, whereas conventional eddy 
currents use a continuous signal. The advantages 
of the pulsed eddy current technique are its larger 
penetration depth, relative insensibility to lift-off  
and the possibility to obtain a quantitative meas-
urement result for wall thickness.

6.1.3.5 Ultrasonic Inspection (UT)
Ultrasonic inspection uses sound waves of short 
wavelength and high frequency to detect flaws or 
measure material thickness. A pulse of ultrasound 
is generated in a piezoelectric crystal, passes into 
the steel surface and reflects from the back wall. 
From the time delay the wall thickness is estimated. 
Flaws anywhere through the specimen thickness 
reflect the sound back to the transducer. Flaw size, 
distance and reflectivity can be interpreted. Using 
‘scanner’ ultrasonic equipment the inspector can 
make a map of laminations or corrosion.

Usage of fixed ultrasonic probes represents on-
line monitoring technique.

For large area inspection, ultrasonic guided 
waves have been used. The ultrasonic guided wave 

technique is able to provide a quick response, 
especially in difficult areas. Guided waves can 
travel along the curvature and geometric bounda-
ries of the medium, such as pipes and plates. By 
using the reflection of guided waves in combina-
tion with Locus Mapping, the discontinuity of a 
surface can be located.

6.1.3.6 Thermographic inspection
Infrared imag ing (thermography) is a non-contact 
optical method where an accurate two- dimensional 
mapping of steady or transient thermal effects 
is constructed from the measurement of 
infrared energy emitted by the target. Active or 
transient thermography is applied for the coating 
inspection.

6.1.4 Monitoring with special sensors 
and instruments

Sensors are an essential element of all corrosion 
monitoring systems. For successful corrosion 
monitoring programs attention to sensor details is 
very important—many failures can be retraced to 
shortcomings in this area. If  the corrosion sensor 
is fundamentally flawed, investments in sophisti-
cated monitoring hardware, computing systems, 
data transfer and software can be largely wasted. 
In the use of sensors for direct corrosion measure-
ments, it is important that the sensors are actu-
ally representative of the structure or component 
that is being monitored. The nature of the sensors 
depends on the various individual techniques used 
for monitoring but often a corrosion sensor can be 
viewed as an instrumented coupon.

6.1.4.1 Magnetic flux sensors
Magnetic flux, generated by the corrosion current 
(that is directly proportional to the metal loss), 
is measured by immersing magnetic flux sensors 
in the liquid corrosive environment, near to the 
corroding surface. By using computer control 
and sensing, a map of corrosion damage and of 
corrosion penetration can be produced.

6.1.4.2 Eddy current sensor arrays
Eddy current sensor arrays (Meandering Winding 
Magnetometer Arrays—MWM-Arrays), can be used 
to detect and characterize quantitatively corrosion 
in structural components, including detection 
and imaging of corrosion through an insulating 
layer, such as paint or coating. The MWM-Array 
possesses a single drive winding to impose a shaped 
magnetic field and a linear array of inductive sensing 
elements to provide high-resolution imaging. MWM 
“sensor tips” provide registered linear arrays of 
sensing elements that can be scanned manually to 
obtain two-dimensional C-scan type images without 
requiring expensive scanners and with minimal setup 
time. The MWM-Array drive winding is driven with 
an electric current at a prescribed frequency. The 
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ratio of the voltage measured at the terminals of 
each sensing element to the drive current provides 
the transfer impedance value. A field-portable 
parallel architecture instrument with parallel 
architecture probe electronics is used to measure 
the transfer impedance (both magnitude and phase) 
at each sensing element. This high-speed, low noise 
instrumentation, combined with C-scan (2-D) 
imaging software and simple position measurement 
encoders, provides rapid manual or automated 
scanning of flat or curved, open or hidden surfaces.

6.1.4.3 Pulsed eddy current tool
The pulsed eddy current tool RTD-INCOTEST 
was developed for the detection of corrosion under 
insulation. It allows the detection of wall thinning 
areas without removing the insulation. A pulsed 
magnetic field is sent by the probe coil and penetrates 
through any non-magnetic material (e.g. insulation 
material) between the probe and the object under 
inspection. The varying magnetic field will induce 
eddy currents on the surface of the object. The 
diffusive behaviour of these eddy currents is related 
to the material properties and the wall thickness 
of the object. The detected eddy current signal is 
processed and compared to a reference signal. The 
material properties are eliminated and a reading 
for the average wall thickness within magnetic field 
area results. One reading takes a couple of seconds. 
The signal is logged and can be retrieved for later 
comparison in a monitoring approach.

The pulsed eddy current technique has the 
advantage of reducing the studied surface prepara-
tions. No cleaning, grinding or removal of coating 
and insulation is required. The inspection can be 
carried out both above and below water level, in 
field situations where the object surface is rough or 
inaccessible, such as port structures and ship hulls.

6.1.4.4 EIS sensors
In-situ sensors, based on EIS, have been developed 
to detect corrosion and the absorption of mois-
ture in polymeric systems. In the case of a coated 
metal, moisture intrusion into the coating foretells 
corrosion of the substrate. Consequently, the sen-
sor is sensitive to the very early stages of corrosion. 
Two versions of the sensor have been developed: a 
painted electrode that is permanently attached to the 
structure of interest and a hand-held probe that is 
pressed against the surface only while measurements 
are being acquired. Both versions have given iden-
tical results to each other and to conventional EIS 
measurements during comparison immersion stud-
ies. Consequently, the procedures and analyses devel-
oped for conventional EIS can be applied directly.

6.1.4.5  South west Research Institute (SwRI) 
embedded sensor

SwRI has developed an embedded sensor to 
monitor and quantitatively assess coating integrity 

and protectiveness. The sensor is also able to detect 
defects in the form of surface contamination, 
pinholes, and scribes. The embedded sensor was 
not observed to lead to coating failure nor did it 
enhance corrosion of the substrate. This sensor 
can be emplaced in areas not easily inspected for 
coating integrity and can detect the onset of coating 
degradation prior to significant substrate corrosion. 
It is currently being employed in support efforts to 
evaluate corrosion preventive compounds and paint 
systems for the U.S. Marine Corps.

6.1.4.6  Multi-electrode Array Sensor (MAS) 
system for localized corrosion 
monitoring in real-time

Electron flow, relevant to corrosion intensity, 
is measured by a bundle of metal electrodes, all 
insulated from each other, but connected through 
a network of resistors. The electrode array can 
be made of the same metal as the component of 
interest or a mixture of different electrodes as the 
specific need dictates. Signals from MAS are the 
large number of current values measured at a given 
time interval from all the electrodes. The MAS 
system is useful in localized corrosion monitoring, 
especially corrosion under thin electrolyte films, 
such as atmospheric corrosion.

6.1.4.7  MEMS sensor system for monitoring the 
stress corrosion cracking

A sensor system has been developed, using MEMS 
(Micro-electromechanical Systems) fabrication 
methods utilizing structural engineering materials 
or analogues. The sensor system consists of small 
MEMS devices containing both manual and 
self-actuated stressed members in which crack 
propagation rate is monitored using the potential 
drop method.

6.1.4.8  NAWC corrosion sensor 
for atmospheric corrosion

The sensor was developed using well-known 
principles of galvanic corrosion. When two 
dissimilar metals are electrically connected and 
exposed to a corrosive environment, a current is 
generated. The magnitude of the current is directly 
proportional to the corrosiveness of the local 
environment. The cumulative current, in coulombs, 
is proportional to the cumulative corrosion damage. 
Wired versions have been field tested on several 
USN H-60 and H-65 helicopters and P-3’s. A 
wireless version is currently in field-test programs.

6.1.4.9  Sensor for localized corrosion 
monitoring—L.C.M.TM system

ACM istruments have patented ‘Localised 
Corrosion Monitoring’ technique, suitable for 
corrosion monitoring of various types of localised 
corrosion in a number of applications such as oil/
gas production, refineries, water treatment, as well 
as general corrosion. When spots of rust form 
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during localised corrosion they are accompanied 
by cascades of current, rather than the continuous 
presence of corrosion current that is the signature 
of more uniform corrosion. These cascades can 
be seen as spikes in current vs. time plots. LCM 
technique analyses these spikes. The amplitude, 
frequency, duration and time distribution of the 
localized events are determined from potential and 
current measurements.
6.1.4.10  Sensor for fluids 

corrosiveness assessment
CorrOcean developed high sensitivity, long life 
sub-sea corrosion probe, based on the Electrical 
resistance principle (SenCorSubsea).

6.1.4.11 Portable instruments
Hand-held PG580 potentiostat/galvanostat is an 
electrochemical analyzer, equipped with necessary 
software for most widely applied standard 
electrochemical monitoring techniques and able 
to perform corrosion data analysis, to determine 
Tafel slopes, corrosion potential (Ecorr), corrosion 
current (Icorr), Rp, and corrosion rate, even during 
data acquisition.

Portable ezeCORR is a general purpose 
computer controlled corrosion analysis system. 
Its software programme supports traditional cor-
rosion techniques: OCP, LPR, Potentiostatic and 
Galvanostatic measurements, Pitting scans.

Portable Field Machine of ACM Instruments 
can perform AC and DC electrochemical tests 
(including LCM), ZRA plus ER measurements. 
A Field Machine with four additional working 
electrodes can be used for testing multi-metal 
systems such as welds. It can be used to monitor 
corrosion in Multiple Phase Solutions.

MultiCorr is flexible and sophisticated handheld 
corrosion meter. It is designed for direct interroga-
tion of all types of corrosion probes of CorrOcean, 
but can also be supplied as an autonomous data 
acquisition unit for continuous monitoring. The 
best usage is to complete with Multi-Trend PC 
software which includes equipment management, 
data retrieval and analysis, presentation of results 
and trends.

6.2 Techniques applicability for monitoring 
the corrosion under different conditions 
encountered by offshore structures

6.2.1 Monitoring techniques for different 
types of corrosion

Corrosion of bare steel contacting with seawater 
or with leachate formed by different cargoes can be 
monitored with different methods: MLCC, usage 
of ER or IR probes, LPR, EIS, LPN, PM, ZRA, 
potentiodynamic measurements and UT. Moni-
toring coupons (for MLCC) and sensing elements 
(for ER and IR) have to be made of the studied 

steel or steel with similar composition. LRP, EIS, 
LPN, PM and potentiodynamic measurements 
practically can be applied on specimen, made of 
the steel under interest. ZRA is applicable as direct 
technique when one of electrodes is made of the 
studied steel. All techniques, except of UT, require 
immersion of coupons, probes or specimen into 
the corrosive media (in natural environment or 
bypass pool).

Corrosion of coated steel (with intact or 
deteriorated coating) continuously or intermittently 
contacting with seawater may be monitored with 
ER measurement of probes made of steel with 
composition similar to that of studied steel, 
combined with precise preliminary calibration (not 
developed at present) of the data on coating ER 
changes. EIS and PM of specimen made of the 
investigated steel could be applied. Probes or speci-
men have to be in contact with the corrosive media 
(in natural environment or bypass pool). PM seems 
to be the cheapest and the most easily realizable 
method. Difficulties in developing interface mod-
els for different stages of coating degradation have 
to be mentioned in relation to EIS technique appli-
cation. SwRI embedded sensor can be used.

Potential monitoring is the method applicable 
for measuring the effectiveness of cathodic protec-
tion systems.

The detection and monitoring of SCC and data 
interpretation is highly challenging. Even in closely 
controlled laboratory experiments, it is very diffi-
cult to obtain reproducible results. Some stress 
corrosion cracks are so fine, that metallographic 
examination is required for their identification. 
Stressed coupons have to be used for monitoring 
purposes. Electrochemical noise may be employed 
as an on-line monitoring technique in selected 
applications but it provides no direct information 
on the rate of crack growth.

Atmospheric corrosion of bare steel can be 
monitored with MLCC, ER and IR probes, ZRA, 
LPR, EIS and UT. Requirements to coupons and 
probes are as described for corrosion monitoring 
of bare steel contacting with seawater. Practically, 
LPR and EIS measurements have to be conducted 
on specimen exposed at the same conditions as 
studied steel or on structure parts that are isolated 
from the whole structure. MAS and NAWC sen-
sors are applicable.

Visual inspection should always be used both 
above waterline and under water (with correspond-
ing TV cameras, operated by divers) to comple-
ment other monitoring techniques.

Monitoring with coupons/small specimen allows 
evaluation of many variables relevant to corrosion 
at minimal cost. However, corrosion rate deter-
mined with small specimen is usually not consist-
ent with the rate of large-scale structure, because it 
is difficult to duplicate all metallurgical conditions 
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of the large equipment on the small specimen. 
In addition—flow, turbulence and erosion condi-
tions are different.

It is difficult to apply MPI and Radiogra-
phy to monitor the corrosion of big areas of 
offshore structures. Magnetic particle inspec-
tion requires careful preparation of the studied 
surface—corrosion products removal and surface 
levelling. Radiography requires access to both 
sides of the studied structure.

Thermographic inspection could be used to 
monitor both atmospheric corrosion and corrosion 
in contact with liquids. However, the method is still 
not cost effective and it is difficult to be applied for 
offshore structures.

6.2.2 Multi-technique approach
Corrosion problems are typically complex phe-
nomena, affected by many variables and not neces-
sarily restricted to one form of corrosion.

Each individual corrosion monitoring technique 
invariably has some limitations. It is therefore 
advantageous to monitor corrosion processes 
with a multi-technique approach. Possible benefits 
of multi-technique monitoring include: ability 
to monitor different forms of corrosion, greater 
confidence in data, more data and data correla-
tion to provide “complete picture” of corroding 
system, and early warning from highly sensitive 
techniques.

EFSM, Eddy current, especially Pulsed Eddy 
current and guided ultrasonic techniques seem to 
be the most promising for assessing the corrosion of 
offshore structures in the future. More conventional 
and cheaper PM could be applied for monitoring 
the corrosion of cathodically protected and of 
welded steel (in contact with seawater or leachate). 
Usage of less complicated and well developed ER 
and IR techniques for monitoring the corrosion of 
bare steel contacting with corrosion environment 
is advisable. ZRA could be a good choice to moni-
tor the corrosion in marine atmosphere.

7 CORROSION CONTROL MEASURES

In order to promote increasing service life of 
marine structures and to avoid, delay, or minimize 
the occurrence of several forms of corrosion it 
is necessary to select proper materials and apply 
appropriate design and protective measures. The 
proper choices require a complete understanding 
of materials, design factors, the type of marine 
environment, and the relevant corrosion control 
methodologies (Shifler, 2005). Current regulations 
require the application of protective coatings 
to outer hull plating, ballast tank surfaces and 
some cargo hold surfaces. Cathodic protection is 

commonly used to protect outer hull plating and 
sometimes—in ballast tanks.

7.1 Methods applicable to corrosion mechanism 
met in marine environment

Different corrosion failure mechanisms occurring 
in marine environment require different prevention 
and control measures:

As uniform corrosion occurs evenly over the 
entire surface of the metal component, it can be 
practically controlled by cathodic protection (with 
sacrificial anodes or impressed current), use of 
proper materials—more corrosion resistant metal, 
suitable coatings, or simply by specifying the cor-
rosion allowance.

Methods that can be used to control pitting cor-
rosion include application of a protective coating, 
or cathodic protection for immersion service, 
maintaining surfaces clean and use of inhibitors 
(where applicable). Control can be ensured also 
by selecting a resistant material, maintaining the 
material’s own protective film.

Cleanliness, the proper use of sealants, and pro-
tective coatings are effective means of controlling 
crevice corrosion. The potential for crevice corro-
sion can be reduced also by avoiding sharp corners 
and designing out stagnant areas, and selection of 
resistant materials.

Prevention of galvanic corrosion is based on 
breaking the electrical contact between different 
metals by using plastic insulators or coatings, selec-
tion of metals close together in the galvanic series, 
or ensuring environment is dry and liquids cannot 
be trapped. A sacrificial coating having a potential 
similar to or near that of the anodic member could 
be applied to the cathodic member. The sacrificial 
element should be on the anodic side and smaller.

Proper design is particularly important in cor-
rosion erosion preventing. It is generally desirable 
to reduce the fluid velocity and promote laminar 
flow. Rough surfaces and designs creating turbu-
lence, flow restrictions and obstructions are unde-
sirable. Welded and flanged sections should always 
be carefully aligned. Impingement plates of baffles 
designed to bear the brunt of the damage should 
be easily replaceable.

Measures against cavitation corrosion include 
reducing hydrodynamic pressure gradients and 
avoidance of air ingress and pressure drops below 
the vapour pressure of the liquid. The use of resil-
ient coatings and cathodic protection can also be 
considered as supplementary control methods. 
Thickness of vulnerable areas should be increased.

Fretting corrosion is greatly retarded when 
the contacting surfaces can be well lubricated as 
in machinery-bearing surfaces and direct contact 
with corrosive environment is excluded.
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Inter-granular corrosion can be avoided by 
selection of stabilized materials and control of 
heat treatments and processing to avoid susceptible 
temperature range.

Selective leaching is best avoided by selection of 
a resistant material but other means can be effec-
tive such as coating the material or use of cathodic 
protection.

Prevention of SCC can be achieved by proper 
design:

•  Choice of right materials—low alloy steels are 
less susceptible than high alloy steels to SCC, but 
they are also subjected to SCC in seawater;

•  Reduction of the overall stress level and design-
ing out stress concentrations;

•  Design to minimize thermal and residual stresses, 
developing compressive stresses in the material 
surface;

•  Residual stresses can be relieved by stress-relief  
annealing, and this is widely used for carbon 
steels. For large structures, for which full stress-
relief  annealing is difficult or impossible, partial 
stress relief  around welds and other critical areas 
may be of value;

•  Avoidance of stagnant areas where chloride and 
hydroxide might be concentrated.

Other measures include use of  a suitable protec-
tive coating and removal of  critical environmental 
species such as hydroxides, chlorides, and oxygen 
(where applicable). Inhibitors may be effective at 
controlling SCC, although the requirements are 
rather different from those for the inhibition of 
general corrosion. Metallic coatings isolate the 
metal from the environment, and can, thereby, pre-
vent SCC. However, the possibility of  the coating 
being penetrated by imperfect application or by 
mechanical damage in service must be taken into 
account. For this reason zinc is a popular coating 
for carbon steel—if  any of  the underlying steel is 
exposed, this will be cathodically protected.

However, the low electrode potential will also 
encourage hydrogen evolution, and this may lead 
to hydrogen embrittlement. Consequently, zinc 
plating must be used with care on high-strength 
steels. Paints may be effective at restricting SCC, 
particularly where they incorporate inhibitors. 
However, as with metallic coatings, it is important 
to think about what will happen if  the coating is 
removed by mechanical damage.

Hydrogen embrittlement can be prevented by 
using a resistant or hydrogen free material, avoid-
ing sources of hydrogen such as cathodic protec-
tion, and certain welding processes.

Corrosion fatigue can be controlled by minimi-
zation or elimination/isolation of  cyclic stresses, 
avoidance of  internal stress, reduction of  stress 
concentration, stress redistribution, selection of 

correct shape of  critical sections, avoidance of 
fluttering and vibration-producing or vibration-
transmitting design. This can be accomplished by 
altering the design, by stress-relieving heat treat-
ments, or by shot-peening the surface to induce 
compressive stresses. Corrosion inhibitors (where 
applicable) are also effective in reducing or elimi-
nating the effects of  corrosion fatigue. Corro-
sion fatigue can be also reduced or prevented 
by avoidance of  sudden changes of  section and 
by using coatings such as electrodeposited zinc, 
chromium, nickel, copper and nitride coatings. 
When electrodeposited coatings are applied it is 
important to use plating techniques that do not 
produce tensile stresses in the coating or charge 
hydrogen into the metal. Corrosion studies of 
conventionally nitrided and Plasma Nitrided 
(PN) steels show that nitriding increases the cor-
rosion resistance of  low alloy steels but it usually 
deteriorates the corrosion resistance of  stain-
less steels. Plasma nitriding improves the corro-
sion fatigue resistance of  quench and tempered 
(Q and T) specimens made of  a B-Mn SS2131 
(AISI 15B21H) steel and exposed to constant 
amplitude plane reversed bending corrosion 
fatigue tests (R = −1) at 47 Hz in seawater 
 (Shiozawa, et al., 1996). The corrosion fatigue 
improvement is much higher for smooth than for 
notched specimens and for long lives.

The fatigue life of Titanium nitride coated car-
bon steel is greater in air and in 3% saline solution 
as compared with that of an uncoated specimen.

An improvement in corrosion fatigue strength 
in 3% NaCl solution is observed for CrN Chro-
mium nitride coated specimens, made of  0.37 wt% 
carbon steel, compared with the uncoated ones. 
Protection with metallic coatings like TiN and 
CrN improve the fatigue strength of  metals in 
various environments, but this improvement is 
dependent on the flaws or defects in the coating 
film. Laser hardened specimens show a general 
corrosion attack by seawater with a corrosion rate 
much higher than PN specimens. At long fatigue 
lives, laser hardening produces a significant 
improvement of  the corrosion fatigue resistance 
of  smooth Q and T specimens, but no improve-
ment is observed for the notched specimens. The 
improvement of  corrosion fatigue by laser hard-
ening is lower than the improvement by plasma 
nitriding (Cruz & Ericsson, 1998).

Prevention of MIC can be achieved by selection 
of resistant materials, frequent cleaning, use of 
suitable coating with biocides, cathodic protection.

The most effective measures against stray 
currents involve controlling the current by: 
insulating the structure to be protected or the 
source of current, applying cathodic protection, 
and using sacrificial targets.
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7.2 Corrosion control on ships

There are three main methods applicable for corro-
sion control on ships:

•  Proper design, including choice of proper mate-
rial for the main part of structures, for joints, for 
insulation and sealing;

• Coatings application and
• Cathodic protection

7.2.1 Coatings application
Paints are mixtures of many raw materials. The 
major components are binder, pigment and 
extender, and solvent. The first two form the final 
dry paint film. The solvent facilitates application 
and initial film formation and it leaves the film by 
evaporation.

Binders are the film forming components of 
paint. They determine the physical and chemical 
characteristics of the coating and provide 
uniformity and coherence to the coating system. 
Paints are generally named after their binder 
component (e.g. epoxy paints, chlorinated rubber 
paints, alkyd paints, etc).

Pigments and extenders are used in the form of 
fine powders which are dispersed into the binder 
to various particle sizes. These materials can be 
divided into the following types:

•  Anticorrosive pigments (red lead, zinc, zinc 
phosphate, zinc chromate)—they prevent corro-
sion of metals by chemical and electrochemical 
means (chemical inhibition);

•  Barrier pigments (aluminium, micaceous iron 
oxide)—they decrease permeability of the 
paint film by making the diffusion path more 
tortuous;

•  Colouring pigments (titanium dioxide—white, 
iron oxide—yellow, red, black)—they give per-
manent colour;

•  Extenders (crystalline silica, bauxite)—they give 
the film additional properties (e.g. toughness, 
increased coverage, adhesion).

Solvents dissolve the binder and reduce the 
viscosity of the paint to a level which is suitable 
for the various methods of application. Most coat-
ings are made with multiple solvents. There is no 
universal solvent for protective coatings.

Protective coatings primer is a universal com-
ponent of all anticorrosive coatings and is con-
sidered to be one of the most important elements 
of a protective system. A good primer generally 
provides the ability to stifle or retard the spread 
of corrosion discontinuities such as pinholes, holi-
days or breaks in the film. To perform satisfacto-
rily primers must adhere well to the base metal 
or any surface conversion coating that might be 
present. They should also contain an adequate 

concentration of a leachable inhibitor. The most 
important functions of a primer are adhesion or 
strong bond to the substrate, cohesion or internal 
strength, inertness to the environment, high bond 
to intermediate coat, and appropriate flexibility.

Different coating systems are suitable for appli-
cation at different ship areas. Anticorrosive and 
anti-abrasion products are used for outer hull. The 
outside of a ships hull (which is underwater) is 
generally coated with an anticorrosive paint system 
and an antifouling paint. The better the anticorro-
sive system the longer the vessel will be protected 
against corrosion, and the less will be the reliance 
on cathodic protection. Keel to rail area has to be 
coated with an anticorrosive coating, such as chlo-
rinated rubber; vinyl tar; pure, modified or coal tar 
epoxy paint. Heavy duty solvent-free epoxies are to 
be used for the anode shield. Anticorrosive prod-
ucts (vinyl tar; pure, modified or coal tar epoxy 
paint; pitch urethane) are to be applied for ballast 
tanks. High performance multi-cargo resistant 
coats have to be used for cargo and hold tanks. 
Coatings resistant to wearing and chemicals are to 
be used for decks. Superstructure and topsides are 
to be covered with high performance cosmetics.

There are essentially four mechanisms by which 
underwater anti-corrosion coatings can provide 
protection:

• Physical barrier properties;
• Ionic resistance;
• Adhesion;
• Chemical inhibition;
• Cathodic protection properties.

Corrosion cannot proceed more rapidly than 
the slowest mechanistic step. Therefore limit-
ing the arrival of one of the reactants to the 
corroding metal surface will slow the overall cor-
rosion process. It has been shown that the rate of 
water transport through all paint films was at least 
an order of magnitude greater than that required 
to support corrosion on unpainted steel i.e. 
permeation of water through paint films was not 
rate controlling. In some cases (chlorinated rubber, 
epoxy-polyamide, VC-VA copolymer), oxygen dif-
fusion may be rate controlling step. Barrier action 
of coatings can be significantly increased by the 
presence of inert pigments and fillers with a flake 
or plate-like shape. Polymer structure, cross-link 
density etc. can also have a profound effect.

In many cases, it is found that the corrosion rate 
of painted steel is much slower than that allowed 
by the supply of water and oxygen through the 
coating. Ions transport through the coating may 
be rate controlling. Movement of ions is criti-
cal in the charge balance required for the corro-
sion reactions. Transport of Na+ and Cl− ions to 
the cathodic and anodic sites is also important. 
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Where the  electrical resistance of paint is high, 
good corrosion protection is more likely because 
the ionic transport is impeded. As with physical 
barrier properties, choice of pigmentation will 
greatly influence the resistance of the paint.

The majority of organic coatings have very high 
rates of water permeation and as such, water can-
not be excluded from the interface. The subsequent 
resistance of a coating to disbondment due to the 
action of this interfacial water is referred to as “wet 
adhesion strength”. If  corrosion processes under 
the coating have initiated, then the main benefit of 
a high wet adhesion value would be in preventing 
the formation of an interfacial layer of electrolyte 
connecting the anodic and cathodic sites. Poor wet 
adhesion strength enhances corrosion.

Chemical inhibition is related to the presence of 
active anti-corrosive pigments in the binder e.g. red 
lead, zinc chromates, zinc phosphates, zinc dust. 
Inhibitive pigments act in the presence of water 
by leaching out a small fraction from the binder, 
so making them available at the coating/metal 
interface. Corrosion is prevented by passivation 
of the steel or by hindering formation of ferrous 
hydroxide.

Zinc dust initial protection is galvanic. Subse-
quent protection is due to the formation of insolu-
ble zinc compounds which block pores in the film 
and render it compact, adherent and impervious.

The most reliable protection (especially for the 
highly affected by corrosion zones—splash, ballast 
tanks) is achieved by using the coating together 
with a Cathodic Protection (CP) system.

Impressed-Current Cathodic Protection (ICCP) 
systems can cause paints to blister and lose adhe-
sion if  too great a protection current is. Blister-
ing of the coating close to anodes (impressed or 
sacrificial) can occur, particularly at the stern of 
ships, where additional CP is required to counter-
act the galvanic effects of the propeller. The build 
up of calcareous deposits (cathodic chalk) at sites 
of coating damage can lever the paint from the 
substrate. Although the anodic oxidation of iron 
at the coating defect is prevented by CP, genera-
tion of OH− is accelerated, leading to formation of 
under film alkali with the Na+ ions in sea-water. 
The alkali causes chemical damage to the coating, 
breakdown of barrier properties/ionic resistance 
and detachment from the substrate.

7.2.2 Cathodic protection
Cathodic protection (most often in combination 
with appropriate coating system) is to be installed 
for all underwater surfaces. Cathodic protection 
basically reduces the corrosion rate of a metal-
lic structure by decreasing its corrosion potential, 
bringing the metal to its immune state. The principle 
of cathodic protection is in connecting an external 

anode to the metal to be protected and passing of 
an electrical dc current so that all areas of the metal 
surface become cathodic. The corroding (anodic) 
reactions are stifled and only cathodic reactions can 
take place. The external anode may be a galvanic 
anode, where the current is a result of the poten-
tial difference between the two metals, or it may be 
an impressed current anode, where the current is 
impressed from an external dc power source.

Cathodic protection is commonly applied to a 
coated structure (with the coating providing the 
primary form of corrosion protection) to ensure 
corrosion control to areas where the coating may 
be damaged. The CP current requirements tend to 
be excessive for uncoated systems. Structures that 
are commonly protected by cathodic protection are 
the exterior surfaces of ships’ hulls, storage tank 
bases, internal surfaces of ship’s tanks (product 
and ballast).

Cathodic protection can be achieved in two 
ways:

• By the use of galvanic (sacrificial) anodes;
• By “impressed” current.

Galvanic anode systems employ reactive 
metals as auxiliary anodes that are directly elec-
trically connected to the steel to be protected. 
The difference in natural potentials between the 
anode and the steel, as indicated by their relative 
positions in the electro-chemical series, causes 
electrons to flow to the steel and a corresponding 
amount of anode material goes into solution as 
metal ions, according to the laws of electrolysis. 
Thus, the whole surface of the steel becomes more 
negatively charged and becomes the cathode. The 
metals commonly used, as sacrificial anodes in sea-
water are zinc and aluminium. These metals are 
alloyed to improve the long-term performance and 
dissolution characteristics. Magnesium anodes 
are generally not recommended because of risk of 
overprotection and high consumption rate.

An important feature of a sacrificial anode 
system is that it is inherently a safer system than 
impressed current cathodic protection systems 
because the normal potentials generated are insuf-
ficient to damage coatings present on the surface 
to be protected.

Galvanic systems have the advantage of being:

• Simple to install;
• Independent of a source of external electric 

power;
• Suitable for localized protection;
• Less liable to cause interaction on neighbouring 

structures;
• Self-regulating, however, they must be inspected 

at periodic intervals to ensure they are capable 
of supplying continued protection.
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It is difficult to over-protect the structure and 
moderately easy to obtain a uniform electrode 
potential across the structure. The most severe 
limitation of the sacrificial anode is the small 
driving force which restricts its use to conductive 
environments or well-coated systems. To protect 
a large structure with sacrificial anodes, a large 
number of them would need to be distributed along 
it, involving a multiplicity of electrical connections 
and considerable installation work. This makes the 
system cumbersome on large ships. The current 
from the anodes is not normally controllable; thus 
changes in the structure, such as the deterioration 
of a coating, that causes an increase in protection 
current demand, may necessitate the installation of 
further sacrificial anodes to maintain protection. 
The system is more expensive to maintain than a 
DC supply.

Impressed-current cathodic protection systems 
employ anodes and use an external source of dc 
power (rectified ac) to impress a current from 
an external anode onto the cathode surface. The 
main advantage of ICCP over other forms of anti-
corrosion treatment is that it is applied simply by 
maintaining a dc circuit and its effectiveness may 
be monitored continuously. Comparatively few 
anodes are needed. Impressed-current installations 
have the advantage of being able to:

• Supply a relatively large current and protect a 
large, even uncoated structure;

• Provide a flexible output that may be adjusted to 
allow for environmental and coating changes.

Generally, however, care must be taken in the 
design to minimize interaction on other struc-
tures and, if  no ac supply is available, an alterna-
tive power source (solar, diesel, etc.) is required. 
Impressed current systems require regular main-
tenance and monitoring. Considerable varia-
tion of  potential over the structure is difficult to 
avoid.

In seawater ICCP system uses non consumable 
and semi-consumable anodes. Non consumable 
anodes support other anodic reactions on their 
surfaces. In seawater chlorine evolution and oxida-
tion of water are possible. Platinized Titanium is 
often used in marine environments in the voltage 
range up to 8 V. For cathodic protection systems 
where operating voltages are relatively high, nio-
bium and tantalum based anodes are generally 
selected. Magnetite anodes can be also successfully 
used.

Among semi-consumable anodes Mixed Metal 
Oxide (MMO) anodes are becoming increasingly 
popular for all environments because of their 
good mechanical and electrical characteristics 
and compact size. For seawater applications and 
areas where chlorides are present, MMO anodes 

work well as do high-silicon cast iron alloyed with 
chromium. Owing to the low over potential of 
chlorine evolution on the surface, anodes of lead 
alloys alloyed with Ag and Sb are mostly used 
in seawater applications. It should be added that 
lead alloy anodes are sometimes used with plati-
num pins. It is also worthwhile noting that the per-
formance of lead alloy anodes (with and without 
Pt pins) is adversely affected at operation depths 
greater than 30 m in seawater.

There are certain limitations to the use of 
cathodic protection. The alkaline conditions 
formed as a result of  work of  the cathodic 
protection system may be detrimental to certain 
coating systems, and may cause loss of  adhesion 
of  the coating. Hydrogen evolution at the cath-
ode surface may, on high-strength steels, result 
in hydrogen embrittlement of  the steel, with sub-
sequent loss of  strength. On some high strength 
steels, this may lead to catastrophic failures. It 
may also cause disbondment of  coatings; the 
coating would then act as an insulating shield 
to the cathodic-protection currents. Any second-
ary structure residing in the same electrolyte may 
receive and discharge the cathodic protection 
direct current by acting as an alternative low-
resistance path. Corrosion will be accelerated on 
the secondary structure at any point where current 
is discharged to the electrolyte, i.e. “stray current 
corrosion” would occur. Interaction may be mini-
mized by design of  a scheme to operate at the low-
est possible current density and by maintaining 
good separation between the protected structure 
and the secondary structure.

The provision of an insulating coating to the 
structure will greatly reduce the current demand 
for cathodic protection. The use of a well-applied 
and suitable coating increases the effective spread 
of cathodic protection current. Ideal coatings are 
those that have a high electrical resistance, are con-
tinuous and will adhere strongly to the surface to 
be protected. Other desirable coating characteris-
tics include stability in the environment, abrasion 
resistance, and compatibility with the alkaline 
environment created or enhanced by cathodic 
protection.

When first applied, coatings will often contain 
flaws, and in service, further defects will develop 
over a period of  time. The conjoint use of  coat-
ings and cathodic protection ensures that the bulk 
of  the protection is provided by the coating and 
cathodic protection provides protection to flaws in 
the coating. As the coating degrades with time, the 
activity of  the cathodic protection system devel-
ops to protect the deficiencies in the coating. A 
combination of  coating and cathodic protection 
normally results in the most economic protection 
system.
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8 STANDARDS RELEVANT TO 
CORROSION TESTING, 
MONITORING AND PREVENTION

Various standards are present nowadays as:

• ISO 1462:1973—Metallic coatings—Coatings 
other than those anodic to the basis metal— 
Accelerated corrosion tests Method for the eval-
uation of the results;

• ISO 4536:1985—Metallic and non-organic 
coatings on metallic substrates—Saline Droplets 
corrosion test (SD test);

• ISO 4541:1978—Metallic and other non-organic 
coatings—Corrodkote corrosion test (CORR 
test)

• ISO 4618–3:1999—Paints and varnishes—
Terms and definitions for coating materials—
Part 3: Surface preparation and methods of 
application

• ISO/DIS 5256—Steel pipes and fittings for 
onshore and offshore pipelines—External 
coating by bitumen or coal-tar derived material

• ISO 7441:1984—Corrosion of metals and 
alloys—Determination of bimetallic corrosion 
in outdoor exposure corrosion tests

• ISO 7539–1:1987—Corrosion of metals and 
alloys—Stress corrosion testing—Part 1: Gen-
eral guidance on testing procedures

• ISO 7539–2:1989—Corrosion of metals and 
alloys—Stress corrosion testing—Part 2: Prepa-
ration and use of bent-beam specimens

• ISO 7539–3:1989—Corrosion of metals and 
alloys—Stress corrosion testing—Part 3: Prepa-
ration and use of U-bend specimens

• ISO 7539–4:1989—Corrosion of metals and 
alloys—Stress corrosion testing—Part 4: Prep-
aration and use of uniaxially loaded tension 
specimens

• ISO 7539–5:1989—Corrosion of metals and 
alloys—Stress corrosion testing—Part 5: Prepa-
ration and use of C-ring specimens

• ISO 7539–6:2003—Corrosion of  metals and 
alloys—Stress corrosion testing—Part 6: 
Preparation and use of  pre-cracked speci-
mens for tests under constant load or constant 
displacement

• ISO 7539–7:2005—Corrosion of metals and 
alloys—Stress corrosion testing—Part 7: Method 
for slow strain rate testing

• ISO 7539–8:2000—Corrosion of metals and 
alloys—Stress corrosion testing—Part 8: 
Preparation and use of specimens to evaluate 
weldments

• ISO 7539–9:2003—Corrosion of metals and 
alloys—Stress corrosion testing—Part 9: Prepa-
ration and use of pre-cracked specimens for tests 
under rising load or rising displacement

• ISO 8407:1991—Corrosion of metals and 
alloys—Removal of corrosion products from 
corrosion test specimens

• ISO 8565:1992—Metals and alloys—Atmos-
pheric corrosion testing—General requirements 
for field tests

• ISO 9223:1992—Corrosion of metals and alloys—
Corrosivity of atmospheres—Classification

• ISO 9224:1992—Corrosion of metals and 
alloys—Corrosivity of atmospheres—Guiding 
values for the corrosivity categories

• ISO 9225:1992—Corrosion of metals and 
alloys—Corrosivity of atmospheres—Measure-
ment of pollution

• ISO 9226:1992—Corrosion of metals and 
alloys—Corrosivity of atmospheres—Determi-
nation of corrosion rate of standard specimens 
for the evaluation of corrosivity

• ISO 9227:1990—Corrosion tests in artificial 
atmospheres—Salt spray tests

• ISO 9587:1999—Metallic and other inorganic 
coatings—Pre-treatment of iron or steel to 
reduce the risk of hydrogen embrittlement

• ISO 9588:1999—Metallic and other inorganic 
coatings—Post-coating treatments of iron or steel 
to reduce the risk of hydrogen embrittlement

• ISO 10308:1995—Metallic coatings—Review of 
porosity tests

• ISO 11130:1999—Corrosion of metals and 
alloys—Alternate immersion test in salt solution

• ISO 11303:2002—Corrosion of metals and 
alloys—Guidelines for selection of protection 
methods against atmospheric corrosion

• ISO 11306:1998—Corrosion of metals and 
alloys—Guidelines for exposing and evaluating 
metals and alloys in surface sea water

• ISO 11463:1995—Corrosion of metals and 
alloys—Evaluation of pitting corrosion

• ISO 11474:1998—Corrosion of metals and 
alloys—Corrosion tests in artificial atmos-
phere—Accelerated outdoor test by intermittent 
spraying of a salt solution (Scab test)

• ISO 11782–1:1998—Corrosion of metals and 
alloys—Corrosion fatigue testing—Part 1: 
Cycles to failure testing

• ISO 11782–2:1998—Corrosion of metals and 
alloys—Corrosion fatigue testing—Part 2: 
Crack propagation testing using pre-cracked 
specimens

• ISO 11845:1995—Corrosion of metals and 
alloys—General principles for corrosion testing

• ISO 11997–1:1998—Paints and varnishes—
Determination of resistance to cyclic corrosion 
conditions—Part 1: Wet (salt fog)/dry/humidity

• ISO/DIS 11997–2—Paints and varnishes—
Determination of resistance to cyclic corrosion 
conditions—Part 2: Wet (salt fog)/dry/humidity/
light (UV)
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• ISO 12944–1:1998—Paints and varnishes— 
Corrosion protection of steel structures by protec-
tive paint systems—Part 1: General introduction

• ISO 12944–2:1998—Paints and vernishes—
Corrosion protection of steel structures by pro-
tective paint systems—Part 2: Classification of 
environments

• ISO 12944–3:1998—Paints and varnishes— 
Corrosion protection of steel structures by 
protective paint systems—Part 3: Design 
considerations

• ISO 12944–4:1998—Paints and varnishes— 
Corrosion protection of steel structures by pro-
tective paint systems—Part 4: Types of surface 
and surface preparation

• ISO 12944–5:1998—Paints and varnishes—
Corrosion protection of steel structures by pro-
tective paint systems—Part 5: Protective paint 
systems

• ISO 12944–6:1998—Paints and varnishes—
Corrosion protection of steel structures by pro-
tective paint systems—Part 6: Laboratory per-
formance test methods

• ISO/DIS 14802—Corrosion of metals and 
alloys—Guidelines for applying statistics to 
analysis of corrosion data

• ISO 14993:2001—Corrosion of metals and 
alloys—Accelerated testing involving cyclic expo-
sure to salt mist, “dry” and “wet” conditions

• ISO/DIS 15710—Paints and varnishes—
Corrosion testing—Determination of resistance 
to alternate immersion in and removal from 
sodium chloride solution

• ISO 16151:2005—Corrosion of metals and 
alloys—Accelerated cyclic tests with exposure to 
acidified salt spray, “dry” and “wet” conditions

• ISO 16701:2003—Corrosion of metals and 
alloys—Corrosion in artificial atmosphere— 
Accelerated corrosion test involving exposure 
under controlled conditions of humidity cycling 
and intermittent spraying of a salt solution

• ISO 17475:2005—Corrosion of metals and 
alloys—Electrochemical test methods—Guide-
lines for conducting potentiostatic and poten-
tiodynamic polarization measurements

• ISO 17864:2005—Corrosion of metals and 
alloys—Determination of the critical pitting 
temperature under potientiostatic control

• ISO 20340:2003—Paints and varnishes—
Performance requirements for protective paint 
systems for offshore and related structures

• ISO 21207:2004—Corrosion tests in artificial 
atmospheres—Accelerated corrosion tests involv-
ing alternate exposure to corrosion-promoting 
gases, neutral salt-spray and drying

• GM 9540P—Accelerated Corrosion Tests

• ASTM G1—Standard Practice for Preparing, 
Cleaning, and Evaluating Corrosion Test 
Specimens

• ASTM G3—Conventions Applicable to 
Electrochemical Measurements in Corrosion 
Testing

• ASTM G4—Standard Guide for Conducting 
Corrosion Coupon Tests in Field Applications

• ASTM G5—Standard Reference Test Method 
for Making Potentiostatic and Potentiodynamic 
Anodic Polarization Measurements

• ASTM G16—Standard Guide for Applying Sta-
tistics to Analysis of Corrosion Data

• ASTM G30—Standard Practice for Making and 
Using U-Bend Stress-Corrosion Test Specimens

• ASTM G31—Standard Practice for Laboratory 
Immersed Corrosion Testing of Metals

• ASTM G32—Test Method for Cavitation Ero-
sion Using of Vibratory Apparatus

• ASTM G33—Standard Practice for Record-
ing Data from Atmospheric Corrosion Tests of 
Metallic-Coated Steel Specimens

• ASTM G38—Standard Practice for Making and 
Using C-Ring Stress-Corrosion Test Specimens

• ASTM G39—Practice for Preparation and 
Use of  Bent-Beam Stress Corrosion Test 
Specimens

• ASTM G44—Practice for Evaluating Stress 
Corrosion Cracking Resistance of Metals and 
Alloys by Alternate Immersion in 3,5% Sodium 
Chloride Solution

• ASTM G46—Standard Guide for Examination 
and Evaluation of Pitting Corrosion

• ASTM G49—Practice for Preparation and Use 
of Direct Stress Corrosion Test Specimens

• ASTM G50—Standard Practice for Conducting 
Atmospheric Corrosion Tests on Metals

• ASTM G50—Practice for Exposing and Evalu-
ating Metals and Alloys in Surface Seawater

• ASTM G52—Standard Practice for Exposing 
and Evaluating Metals and Alloys in Surface 
Seawater

• ASTM G58—Practice for the Preparation of 
Stress-Corrosion Test Specimens for Weldments

• ASTM G59—Standard Test Method for Con-
ducting Potentiodynamic Polarization Resist-
ance Measurements

• ASTM G60—Standard Test Method for Con-
ducting Cyclic Humidity Tests

• ANSI/ASTM G61—Conducting Cyclic Poten-
tiodynamic Polarization Measurements for 
Localized Corrosion

• ASTM G71—Guide for Conducting and Evalu-
ating Galvanic Corrosion Tests in Electrolytes

• ASTM G73—Practice for Liquid Impingement 
Erosion Testing

SAFERELNET.indb   410SAFERELNET.indb   410 10/30/2010   4:31:51 PM10/30/2010   4:31:51 PM



411

• ASTM G78—Guide for Crevice Corrosion 
Testing of Iron-Base and Nickel-Base Stainless 
Alloys in Seawater and Other Chloride-Contain-
ing Aqueous Environments

• ASTM G82—Guide for Development of a Gal-
vanic Series for Predicting Galvanic Corrosion 
performance

• ASTM G84—Standard Practice for Measure-
ment of Time-of-Wetness on Surfaces Exposed 
to Wetting Condition

• ASTM G85—Standard Practice for Modified 
Salt Spray (Fog) Testing

• ASTM G96—Standard Practice for Electric 
Resistance Measurements

• ASTM G102—Standard Practice for Calcula-
tion of Corrosion Rates and Related Informa-
tion from Electrochemical Measurements

• ASTM G106—Standard Practice for Verifica-
tion of Algorithm and Equipment for Electro-
chemical Impedance Measurements

• ASTM G107—Standard Guide for Formats for 
Collection and Compilation of Corrosion Data 
for Metals for Computerized Database Input

• ASTM B117—Standard Practice for Operating 
Salt Spray (Fog) Apparatus

• ASTM G135—Standard Guide for Computer-
ized Exchange of Corrosion Data for Metals

• ASTM G140—Standard Test Method for Deter-
mining Atmospheric Chloride Deposition Rate 
by Wet Candle Method

• ASTM G148—Standard Practice for Hydrogen 
Permeation Monitoring

• ASTM E 606—Recommended Practice for Con-
stant Amplitude Low-Cycle Fatigue Testing

• ASTM E 647—Test Methods for Measurement 
of Fatigue Crack Growth Rates

• ASTM D1141—Specification for Substitute 
Ocean Water

• ASTM E1681–99e1—Standard Test Method for 
Determining a Threshold Stress Intensity Factor 
for Environment Assisted Cracking of Metallic 
Materials

• NACE RP0173–73—Collection and Identifica-
tion of Corrosion Products

• BS EN 12473—General principles of cathodic 
protection in sea water.

• BS EN 13173—Cathodic protection for steel off-
shore floating structures.

• BS EN 13174—Cathodic protection for harbour 
installations.
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ABSTRACT: This chapter summarizes the state-of-the-art and state-of-practice on the applications 
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identified.

power installations are identified and possible ways 
of overcoming these barriers are suggested.

Key issues and priorities for research are identi-
fied, so are the opportunities for transfer of tech-
nology between industrial sectors.

2 NATURE AND COMPOSITION 
OF THE SECTOR

2.1 Characteristics of the sector

2.1.1 Nuclear power generation
Large facilities with a potential for creating acci-
dents with severe consequences outside the facil-
ity. Potential for occupational accidents involving 
irradiation of staff, in addition to other, general, 
occupational hazards. There is an economic incen-
tive to keep the power plants on-line as much as 
possible.

2.1.2 Fossil fuelled power generation
Large or medium size facilities with an emission 
of gases, which are potentially harmful to the 
environment and atmosphere. Potential for local 
environmental damage. Slight potential for acci-
dents affecting people outside the plant. Potential 
for general occupational hazards like other indus-
trial facilities. For some power plants there is an 

1 INTRODUCTION

The power sector is rather diverse with respect to 
both the size and technology of the installations 
and the risks they pose to the surroundings. In this 
overview all types of present and foreseen large-
scale power production, conversion and storage 
facilities are considered: (1) nuclear power genera-
tion (fission), (2) fossil fuelled power generation, 
(3) hydro power generation, (4) wind power gen-
eration, (5) wave power generation, and (6) fuel 
cells.

Large-scale power production does not neces-
sarily imply that the individual facility is large, but 
may also refer to types where the individual facility 
is not so large but the number of facilities is large, 
e.g. wind power and fuel cells.

In addition to the production facilities, trans-
mission and distribution lines for electricity are 
briefly touched upon.

The nature and composition of this industrial 
sector including the characteristics of major haz-
ards are summarised in this chapter. The present 
situation with regard to a number of key technical 
aspects involved in the use of safety and reliability 
approaches in the power sector is discussed. Based 
on this review a Technology Maturity Matrix is 
synthesised. Barriers to the wider use of risk and 
reliability methods in the design and operation of 
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 economic incentive to keep them on-line as much 
as possible, while other plants will be used only for 
peak-load situations.

Large-scale power plants that burn fossil fuels 
will most probably remain the “backbone” of glo-
bal electricity production over the next decades. 
Some reasons for this are:

• the major importance that fossil fuels have 
already in power production. (Although the 
reserves of oil and natural gas will not last longer 
than 40–80 years, coal will keep its position much 
longer as its reserves are much greater.)

• today's somewhat resistant attitude of the public 
and the decision makers towards nuclear energy

• the rate of change of the global energy system is 
“slow”

2.1.3 Hydro power generation
Generally large facilities with a potential for flood-
ing large areas subsequent to a dam failure. Few 
environmental effects after construction.

2.1.4 Wind power generation
Large number of small units. To some extent stand-
ardized, in the sense that large manufacturers tend 
to dominate the market. No environmental impact 
during operation but may pose visual-, noise- and 
aesthetic problems in populated areas. Wind tur-
bines are subject to changing weather conditions, 
which will affect the reliability of components.

2.1.5 Wave power generation
Relatively small units. Possible local impact on 
fauna. Subject to seawater and changing weather 
conditions, which will affect the reliability of 
components.

2.1.6 Fuel cells
Small and medium size units. Potential for local 
and domestic use and for use for load levelling in 
the transmission- and distribution systems. Poten-
tial for use as automotive power source and port-
able power source. Reliability of Fuel Cells (FC) is 
not affected by changing weather or other outside 
conditions. Fuel cells are classified as highly reli-
able power sources, with low probability for inter-
ruption of production and low impact (hazardous 
emissions and noise) on the environment and sur-
roundings. Risk aspects still to be investigated. 
Expected risks are connected with purity of used 
gases (especially Proton Exchange Membrane Fuel 
Cells, PEMFC), activity of used catalysts, high 
operating temperatures (Molten Carbonate Fuel 
Fells, MCFC, and Solid Oxide Fuel Cells, SOFC), 
stability of electrodes (MCFC and SOFC), stabil-
ity of membrane (PEMFC), explosiveness of used 
gases and flammability of used liquids.

2.1.7 Transmission and distribution systems 
for electrical energy

In all countries large networks exist for the 
 transmission and distribution of  electricity from 
central power plants to consumers. Voltages in the 
systems range from several hundred kV in trans-
mission systems to 220 V in distribution systems 
to private consumers. Failure of, in particular, 
transmission lines can have major consequences 
to society. Therefore, securing the reliability of 
such systems is an important issue. In general, 
however, failure of  transmission- and distribution 
lines is not a major contributor to risk from the 
power sector.

2.1.8 Coal power supply—Pit mine engineering 
machines

In Poland, for example, 35–45% of  electric 
energy is produced by lignite fired power plant. 
The working life of  engineering machines has 
exceeded 30–40 years. The machines are most 
exposed to degradation because of  the dynamic 
character of  their operation. The machines deg-
radation (today) is caused also by errors which 
are committed during the long time use, by 
negligence which takes place during the main-
tenance process and by simplifications made in 
the design process many years ago. Thus, the 
issue of  further exploitation of  old machines and 
equipment is prominent, especially in Eastern 
European countries.

2.2 Major hazards and their characteristics

The hazards presented by the different power 
sources are rather different. They are presented 
below by means of key words for each individual 
power source.

2.2.1 Operational and environmental loads
Nuclear power generation

• Interruption of production due to equipment 
failure (loss of income)

• Potential for release of radioactive material to 
the environment

• Some exposure of personnel to ionizing 
radiation

• “Conventional” occupational hazards

Fossil fuelled power generation
• Interruption of production due to equipment 

failure (loss of income)
• Release of radioactive and toxic material to the 

environment (in smoke and fly ash from coal 
fired stations)

• Release of CO2 to the atmosphere
• “Conventional” occupational hazards
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Hydro power generation

• Interruption of production due to equipment 
failure (loss of income)

• “Conventional” occupational hazards
• Flooding of land (establishing the reservoir)
Wind power generation
• Interruption of production due to equipment 

failure (loss of income)
• “Conventional” occupational hazards
• Noise and optical disturbances to neighbors, 

leading to a negative opinion of people living 
near to wind mills

• Ecological risk related to deviation of birds' 
migration routes

Wave power generation

• “Conventional” occupational hazards (mainly 
to maintenance crew and during installation)

Fuel cells

• Malfunctions leading to release of gas (all types 
of FC), heat (MCFC, SOFC, PAFC1) and flam-
mable liquid (DMFC2)

Transmission and distribution systems for electrical 
energy

• Interruption of delivery of electricity due to 
equipment failure (power line or auxiliary 
equipment, such as breakers, transformers and 
control systems)

• Secondary failures in power plants, e.g. nuclear, 
as a result of a transient from the transmission 
system.

Coal power supply—Pit mine engineering machines

• Interruption of coal supply to a power plant due 
to the equipment failure,

• “Conventional” occupational hazards,
• Ecological hazards related mainly to the noise 

that leads to a negative opinion of people living 
near the mine.

2.2.2 Degradation mechanisms
Nuclear power generation

• Thermal fatigue
• Embrittlement of materials exposed to neutron 

irradiation
• Corrosion
• Wear of rotating machinery

Fossil fuelled power generation

• Corrosion
• Wear of rotating machinery

Hydro power generation

• Corrosion
• Wear of rotating machinery

Wind power generation

• Corrosion
• Wear of rotating machinery

Wave power generation

• Corrosion
• Wear of rotating machinery

Fuel cells

• Thermal damage of materials (MCFC and espe-
cially SOFC—sealant, different thermal expan-
sion coefficients of the cell components)

• Catalyst deactivation/poisoning
• Solid-phase reactions leading to electrodes and 

electrolyte matrix instability in MCFC, SOFS 
and PEMFC.

• Fouling (precipitation of K2CO3 in electrode 
pores) in AFC3 at operation with air unsatisfac-
tory purified from CO2 and CO

• Corrosion and liquid migration—in PAFC.
• Corrosion of steel components—additional 

structural material in MCFC and SOFC; Corro-
sion of steel holders in electrical vehicles

• Corrosion of tanks for electrolytes, fittings, 
pipes and pumps for electrolyte supply (RFC4).

Transmission and distribution systems for electrical 
energy

• Corrosion (in particular overhead lines)
• Mechanical impact

Coal power supply—Pit mine engineering machines

• Corrosion,
• Fatigue ware out of machines structure,
• Friction ware out of rotary elements.

2.2.3 Accidental events
Nuclear power generation

• Loss of cooling of the reactor leading to release 
of radioactive material to the environment

• Equipment failure leading to irradiation of staff  
and/or release of radioactive material to the 
environment

The International Atomic Energy Agency 
(IAEA) has established nuclear event scale consist-
ing of seven levels.

1PAFC = Phosphoric Acid Fuel Cell
2DMFC = Direct Methanol Fuel Cell

3AFC = Alkaline Fuel Cells
4RFC = Regenerative Fuel Cells
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Fossil fuelled power generation

• Fires or explosions due to leakage of fuel (mainly 
gas- or oil fired stations)

• Dust explosions in coal
• Water and steam leaks (from for example feed 

water tank, steam drum, pipes etc.) leading to 
“explosion type” phenomena, possibly affecting 
staff.

• Lubrication oil release with subsequent  explosion 
and fire

• Low pressure turbine blade rupture caused by 
material fatigue

• Massive electric transformer fault
• Fires and explosions as a consequence of burn-

ers flameout
• Self  ignition of coal deposits on the conveyor belt 

structures or on other coal handling systems

Hydro power generation

• Dam failure leading to massive flooding 
downstream

• Fires (in unattended power plant) as a conse-
quence of malfunction of electrical and mechan-
ical equipment.

• Powerhouse flooding as a consequence of 
hydraulic circuit, waste pumping station and 
mechanical and safety systems failure

Wind power generation

• Loss of blade
• Run-away in high winds, leading to destruction 

of the wind turbine

Wave power generation

• Destruction of facility due to abnormal sea 
conditions

Fuel cells

• Release of gas, leading to explosion (all types of 
FC)

• DMFC—release of flammable CH3OH leading 
to explosion (mixture with air 6–36,5 vol.%); 
poisoning of mammals at breathing the CH3OH 
vapors at spill.

• Hydrazine fuel cell (used for military purposes)—
release of highly poisonous hydrazine

• Events connected with accidents at a) water 
electrolysis used for hydrogen preparation, 
b) reformation of  hydrocarbons used for 
hydrogen preparation, c) use of  petrol as fuel 
for FC.

Coal power supply—Pit mine engineering machines

• Fire caused by belt conveyors failures,
• Machine crash caused by the structure fracture.

2.2.4 Errors due to human and organizational 
factors

Nuclear power generation

• Maintenance introduced failures
• Wrong interpretation of signals from control 

system
• Wrong reaction upon signals from control 

system
• Violations of procedures
• Terrorist attacks and sabotages

Fossil fuelled power generation

• Maintenance introduced failures
• Violations of procedures
• Terrorist attacks and sabotages

Hydro power generation

• Maintenance introduced failures
• Violations of procedures
• Terrorist attacks and sabotages

Wind power generation

• Maintenance introduced failures
• Violations of procedures

Wave power generation

• Maintenance introduced failures

Fuel cells

• Maintenance introduced failures:
a. Insufficient purification of air that enters the 

AFC, PEMFC and PAFC
b. Work with (partially) deactivated catalysts
c. Insufficient humidification of anode 

gas—PEMFC
d. Improper work of the CO2 separation and re-

circulation unit in the MCFC.

Coal power supply—Pit mine engineering machines

• Maintenance introduced failures.

3 PRESENT POSITION

3.1 Risk Analysis and risk management

Nuclear power generation
Safety and risk analysis have been a vital part of 
the licensing process of nuclear facilities since the 
very start of the use of nuclear energy for peace-
ful power production. The emphasis has been on 
achieving a safe operation of the plant and on 
preventing the excessive radioactive exposure to 
the staff, population and environment. The plant 
owners have aimed at achieving reliable operation 
and high availability of the facilities, since out-
ages are costly. In this sense, reliability techniques 
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 connected with testing and maintenance are widely 
applied: e.g. optimisation of testing and mainte-
nance and maintenance planning.

Fossil fuelled power generation
In general, fossil-fuelled power plants represent only 
a limited risk of a major accident to their surround-
ings, affecting the life or health of people. Such 
risks may exist elsewhere in the fuel cycle for these 
facilities. The environmental risks posed by fossil-
fuelled power plants are not, to the knowledge of 
the authors, studied by means of “traditional” reli-
ability- and safety analysis methods. However, such 
methods have been used extensively for the analysis 
of the reliability and availability of plants, and are 
also being used for maintenance planning.

Wind power generation
In several countries wind turbines are being built in 
increasing numbers and sizes. Units with a power 
of 1–4 MW are now state of the art. Large-scale 
production of wind power takes place in “wind 
turbine farms” situated in areas with advanta-
geous wind conditions. In particular, in countries 
with a small area and a dense population, such as 
Denmark, offshore wind farms are considered the 
future development. As they do not represent any 
tangible risk to people and environment, safety 
and risk analysis are not conducted. An exception 
is the risk of ice debris hitting people in the vicinity 
of a wind turbine which sometimes is assessed.

Wave power generation
In many respects wave power is a world apart 
from nuclear or fossil-fuelled power generation. 
The scale is much smaller, the hazards in respect 
of human life are less, and the technology is much 
less mature. Nevertheless the renewable industries 
deserve the support of society at large in its quest 
for sustainability. Wave power is relatively new 
although for several decades researchers have been 
struggling to prepare the hardware technologies for 
market exploitation. Wave power is coming closer 
to a reality, and it is appropriate to examine how 
the wider principles of risk assessment can help 
ensure the safety and reliability of wave power.

Fuel cells
The fuel cell is a very promising way to produce, 
in a near future, electrical energy at an acceptable 
cost and with very low impact on the environment. 
It is foreseen that fuel cell systems can be produced 
that can supply single-family houses with electric-
ity and heating at the same time. Such applications, 
of course, will place particularly high requirements 
to the reliability and safety of the installations.

At the moment, because of their high price 
(AFC, PEMFC, SPFC, MCFC) or high mainte-
nance cost (PAFC), fuel cells are mainly:

• Used in particular applications for producing 
electrical energy where other production means 
are not usable (for instance in space applications) 
or where high energy and power densities (along 
with silence of operation) are required—mainly 
for military uses, especially submarine operations

• Used as a highly reliable power source in systems 
where the electricity interruption could be very 
dangerous (telecommunication, centres for data 
processing, high technology enterprises, etc.)

• Used at prototype level in research laboratories.

However, prototype production facilities are 
emerging, with a view to actual production of fuel 
cells in larger numbers, see for example [0]. Fur-
thermore, small commercial units and small resi-
dential power supplies have already been installed 
in the USA, Japan, and Germany.

For the reasons mentioned above, the fuel cells 
have until now not been the subject of safety, reli-
ability and availability analyses. In fact, fuel cell 
systems can be hazardous and adapted analysis 
methods have to be developed for them before they 
can be accepted for large public utilisation.

Coal power supply—Pit mine engineering machines
There are no methods of risk analysis and 
risk assessment involved in the power supply 
management.

3.2 Risk acceptance criteria

Nuclear power generation
Both risk and dose are considered to be acceptable 
indicators of safety. The controversial issue lies in the 
numerical value to be assigned to either risk or dose 
to represent an appropriate upper limit. The recom-
mendations of the International Commission on 
Radiological Protection (ICRP) suggest using risk as 
indicator of safety, with an upper limit of 10−5 for the 
annual individual risk of severe health effects.

Several countries, namely Canada, Spain, the 
Nordic countries and the U.K., explicitly follow 
the ICRP recommendations with an upper limit 
for radioactive waste disposal of  10−6 for the 
annual individual risk of  severe health effects, so 
that the combination of  all risk sources shall not 
lead to values higher than the ICRP upper bound 
of 10−5. Switzerland and Germany, on the other 
hand, have chosen to use a dose-based regulatory 
criterion.

The U.S. has a regulatory criterion which uses 
neither risk nor dose and is intended to limit the 
probability of cumulative releases of radioactivity 
over 10,000 years at a specified boundary that shall 
not be further than 5 km from the location of the 
repository.

SAFERELNET.indb   421SAFERELNET.indb   421 10/30/2010   4:31:52 PM10/30/2010   4:31:52 PM



422

With respect to the disposal of radioactive 
wastes in underground or near-surface engineered 
facilities the regulatory requirements need to 
establish the thresholds above which a radioac-
tive release from a given disposal facility would 
pose unacceptably high risks. Regulations have 
been developed internationally, which appear to 
differ both in nature and stringency from country 
to country. In most countries, the regulations are 
based on either risk or dose to an individual as the 
fundamental measure of safety performance.

Fossil fuelled power generation
Fossil fuelled power plants will be subject to legis-
lation concerning emissions to the environment of 
toxic gases and dust (for coal fired plants). Some 
will also be subject to legislation such as e.g. the 
European Seveso directive concerning chemical 
dangers. Whether a plant is subject to this legisla-
tion depends on the amounts stored of dangerous 
chemicals.

Wind power generation
In order for a wind turbine to be installed in Den-
mark the turbine has to fulfil certain safety and 
quality requirements, which are described in the 
current set of rules for technical approval made by 
The Danish Energy Agency. The Danish approval 
scheme is managed by Risø National Laboratory 
for the Danish Energy Agency. The set of rules has 
been drawn up and described in “Technical Crite-
ria for the Danish Approval Scheme for Wind Tur-
bines” including recommendations, and in rules 
for household turbines “Godkendelsesregler for 
husstandsmøller”. Along with the laws, announce-
ments and standards which are referred to in 
“Technical Criteria” constitute the documented 
basis for approval. The whole process, from con-
struction, production and operation of the wind 
turbines, is included in the approval scheme, which 
applies to all wind turbines with a rotor diameter 
greater than 2 meters.

Wave power generation
No criteria exist.

Fuel cells
Criteria do not exist. General criteria for the fol-
lowing activities could be applied:

• Work of water electrolysis and hydrocarbons 
reforming plants

• Domestic use of gaseous fuels
• Work with flammable liquids—for DMFC
• Use of hazardous and toxic substances—for 

hydrazine fuel cell
• Work with hazardous chemicals—for AFC, 

SOFC and especially for PAFC
• Storage and handling of steel cylinders with 

hydrogen, gasoline or methanol; supply with 

oxygen (air); performing the fuel (H2, CH3OH) 
oxidation and oxygen reduction, or perform-
ing the hydrocarbons conversion—for fuel cells 
developed to serve as power sources in electro-
traction.

3.3 Treatment of human and organizational 
factors

The human factor gained particular interest 
within the nuclear power area after the accident 
at Three Mile Island in 1979, where operator error 
and maintenance-induced errors played a sig-
nificant role. Much research since then has been 
carried out in the fields of  human reliability and 
man-machine interaction. Following the Cherno-
byl accident in 1986 it was realised that the safety 
problems do not belong exclusively to either the 
structural or operational factors but they emerge 
from the interactions between the social and the 
technical aspects. It became increasingly clear that 
the root causes of  industrial accidents might lie 
deeply in the management aspects and the safety 
culture.

The risk of terrorist attacks and sabotages has to 
be estimated for all big power plants (nuclear, fos-
sil fueled and hydro power plants) and to be taken 
into account at design and construction stage for 
new plants of this type or at reconstruction of old 
plants. Experience already existing in this direc-
tion for nuclear power plants has to be utilized and 
transferred to other types of plants.

3.4 Reliability analysis for design 
and assessment

Nuclear power generation
There are two main categories of concern in reli-
ability assessment:

• problems related to taking reliability into account 
from the design phase: assigned reliability, meth-
odology for calculation of predicted reliability, 
comparison of design options

• problems related to reliability in operation: 
anticipation, calculation of ageing laws, residual 
service life of a component, problems of avail-
able data, impact of operation and maintenance 
on component performance.

Wind power generation
In Denmark a number of projects have been car-
ried out in order to establish tools and data for reli-
ability calculations. In particular for offshore wind 
farms methods for predicting the availability are of 
particular interest; for these installations the pos-
sibilities for carrying out maintenance depend on 
weather conditions, and this factor has to be taken 
into consideration when calculating the  availability. 
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Methods for the prediction of the mean availability 
for an offshore wind farm have been developed. 
Factors taken into consideration are the reliability 
of the single turbine, the strategy for preventive 
maintenance, the climate, the number of repair 
teams, and the type of boats available for trans-
port. The mean availability is defined as the sum of 
the fractions of time, where each turbine is avail-
able for production.

The elicitation of good data can pose a problem, 
because there has not been an established tradition 
for systematic feedback of repair- and maintenance 
information. Database tools have been developed 
that can ease the systematic collection of such 
information and, furthermore, supply predictions 
of wind turbine availability and the reliability of all 
the components and systems, especially the safety 
system.

Fuel cells
The reliability assessment concerns:

• Taking reliability into account at the design and 
construction phase

• Reliable operation and maintenance

Transmission and distribution systems for electrical 
energy

• Numerous methods for the reliability assessment 
exist that are practiced on a regular basis.

Coal power supply—Pit mine engineering machines

• Methods of reliability analysis (i.e. reliability 
structure of belt conveyers system) were used 
while designing the coal transportation system 
for new mines.

3.5 Reliability based inspection and maintenance 
planning

Nuclear power generation
In France, EdF applies Reliability Centred Main-
tenance (RCM) largely to active and passive com-
ponents, on around 60 different systems important 
for safety, availability, maintenance costs or dosim-
etry. The RCM method includes 3 phases. Phase 1 
enables ranking components in terms of their con-
tribution to safety, availability and maintenance 
cost objectives. In particular, the criticality of 
a failure mode is evaluated by coupling the seri-
ousness of its effects with its observed or poten-
tial occurrence rate. PSAs will enable ranking the 
importance of the failure modes according to their 
contribution to accident situations. Feedback and 
feedback analysis is central for phase 2. This is the 
phase in which one learns the degradation mecha-
nism at work, builds a record of past failures and 
maintenance, and calculates reliability parameters 

and their evolution. For each critical failure, the 
most appropriate and efficient task will be deter-
mined in phase 3. Progress must still be made in 
this methodology: calculation of representative 
reliability indicators based on a limited amount of 
data and detection of trends, reliability and cost 
performance and maintenance monitoring based 
optimisation of maintenance; optimisation of 
related logistic support; development of a simpli-
fied methodology based on expert assessments.

Fossil fuelled power generation
An example of a maintenance philosophy is given 
below, showing the approach of EDP-CPPE, 
Portugal:

“To guarantee the best availability and reliabil-
ity of power units/systems/equipments (Genera-
tors, Turbines, Boilers, Transformers and Auxiliary 
Equipments, etc), EDP implemented an accurate 
overhaul planning based on the

• Experience gained during a long time on oper-
ating and on maintaining hydro and thermal 
units;

• Analysis and studies of system/equipment 
breakdown statistics.

Special attention is given to all types of 
 maintenance—programmed, predictive and unex-
pected -, with a particular focus in respect of:

• Number and type of hours of inspections;
• Number and types of urgency maintenance 

extents;
• Type and number of In-sourcing and Out-sourc-

ing interventions;
• Main works carried out during maintenance 

programme:
• Work details involving the turbines, generators, 

boilers, transformers and auxiliary equipments 
intervention.

The philosophy behind the maintenance proce-
dures and interventions, also takes into considera-
tion the number of interruptions due to component 
and system failures, which gives the possibility of 
detecting degradation before a global and serious 
unit/system/equipment failure occurs.”

Fuel cells
Relatively low maintenance expenditure is expected 
due to the limited number of moving parts in the 
fuel cells.

3.6 Technology maturity matrix

Due to the diversity of the power sector, it does 
not make sense to set up one single column 
for the sector in a technology maturity matrix. 
Instead, 14 experts have given their assessment 
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of the maturity issues for the individual sectors 
within the power sector. Table 1 shows the result, 
which is based on discussions at the kick-off  meet-
ing and contributions submitted afterwards. The 
ratings are presented as ranges where there have 
been differences between the partners’ individual 
assessments. Such differences may reflect either 
national differences or a general uncertainty about 
how the state of the art is. Empty fields reflect lack 
of knowledge about the state of the art among the 
participants in task 10.6; further investigations 
may need to be made on these points.

4 BARRIERS TO PROGRESS

General/Organisational
Bad safety culture. Insufficient measures taken by 
authorities in charge (Universities, Colleges, Voca-
tional Training Centres) for developing proper 
educational courses.

Regulatory framework
Defining criteria for acceptance of risks, which can 
be understood and accepted by safety authorities 
as well as the public. Large efforts must be taken 

in the process to ensure dialogue, transparency and 
traceability, particularly in the eyes of the public; it 
could also be a problem of training and culture.

Availability of codes, standards and guidance 
documents
No obvious barriers seen here.

Availability of software tools
Software tools are available, e.g. in the nuclear sec-
tor, but there is always room for improvements and 
adaptation to special applications. In particular, 
there is seen to be a lack of methods and tools con-
cerning: reliability and efficiency of maintenance 
in the long term.

Availability of data
Uncertainties arise due to the lack of data, missing 
or incomplete data. There is a need for aggregation 
of data from different origins, such as operating 
feedback, expertise, physical data, tests, operating 
experience for similar components, anticipation of 
future failures and degradations.

Training and education
Insufficient training.

Table 1. Technology maturity matrix.

Technology Nuclear Fossil Hydro Wind Wave
Fuel
cells

Pit
mine

Regulatory
framework for safety

5

Reliability basis of
structural codes

3–5 2

Standards for
reliability analysis

2–5 1 1 1 1 1 1

Standards for
risk analysis

3–5 1 1 1 1 1–3 1

QRA methodology 4–5 3 3 1 1–3 1
Data for QRA 3–4 4 2 1 1–2 3
HRA

methodology & data
3–4 1 1 1 1 1 1

Integration of
QRA+HRA+SRA

2–3 1 1 1 1 1–2 1

Reliability
based design

2–4 2 3 3

Assessment
of existing structures

2–5 3 1 1–2 3

Risk-based
inspection/maintenance

2–4 3 2 1 1 2

Training & 
education

3–5 2 2

1. Non-existent/Early stages/Basic Research.
2. Emerging/Promising/Applied Research.
3. Early Practical Applications.
4. Growing trend/Used only by Specialists.
5. Well established in practice.
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Economic/Logistical constraints
The performance of  risk- and reliability analy-
ses tends to be rather expensive. Therefore, there 
must be a comparatively large potential economic 
gain in order for plant owners to be interested. 
This in general is the case for large-scale electric-
ity production, but may be less apparent to own-
ers of  small individual facilities. Development of 
technical-economical optimisation methods and 
tools and development of  risk informed asset 
management methods and tools might improve 
the situation.

5 KEY ISSUES AND INDUSTRIAL 
PROBLEMS

5.1 Regulatory framework, codes and standards

Nuclear power generation
The activities of risk-informed regulation and 
management stand on appropriate definitions of 
importance indexes and on techniques for their 
evaluation. Many of the classically defined impor-
tance indexes show some limitations that pose a 
challenge to the researchers in the field towards the 
definition of new, more realistic indexes and the 
implementation of efficient algorithms for their 
estimation.

Regulations for the long-term disposal of 
nuclear wastes require that the repository system 
performs its containment and isolation functions 
for very long periods of time and for quite exten-
sive spatial scales. The length of the regulatory 
period may vary from country to country in the 
range of the few tens of thousands to some mil-
lions years. It is obvious that, given the length of 
the regulatory period, the analysis of the perform-
ance of disposal facilities will rely on the applica-
tion of predictive models and associated computer 
codes. These analyses are commonly referred to as 
“performance assessments”.

Performance assessments need not provide 
complete assurance that the regulatory require-
ments will be met. Because of the long time period 
involved and the nature of the events and proc-
esses of interest, there will inevitably be substan-
tial uncertainties in projecting disposal system 
performance. Proof of the future performance of 
a disposal system is not to be given in the ordinary 
sense of the word, i.e. with reference to situations 
that deal with much shorter time frames. Instead, 
what is required is a reasonable expectation that 
compliance with regulations will be achieved.

The uncertainties come from a variety of sources 
and concern the future state of the disposal sys-
tem, the models and codes used to simulate the 
relevant physicochemical processes and the numer-
ical values of the parameters required as input for 

the models. Stochastic modelling by Monte Carlo 
simulation seems to be the most viable approach 
to properly describe, within a flexible structure, the 
various phenomena occurring during the system 
evolution.

There are substantial computing-time prob-
lems related to uncertainty and sensitivity analysis. 
Developments to obtain a robust response surface 
methodology are currently underway, including 
work on the problem of discontinuous and/or 
strongly non-linear models. For sensitivity analy-
sis, the usefulness of a global sensitivity index like 
the Sobol or FAST index is being studied.

No integrated or unique regulatory framework 
exists in the European Union. Efforts to establish 
common views are needed.

Fossil fuelled power generation
The possible increase in the number of the Seveso 
directive—type requirements concerning conven-
tional power plants will affect the use of safety and 
reliability approaches on the sector. For example, 
in Finland the so-called boiler plant hazard assess-
ment was added to the legislation in 1999. Accord-
ing to this requirement the owner and the holder 
of the boiler plant are responsible for carrying out 
the plant’s hazard assessment. This includes: 1) the 
identification of potential hazards and their causes 
and consequences, 2) an assessment of the signifi-
cance of the hazards, and 3) an assessment of the 
appropriateness of the risk reduction measures and 
safety precautions. The hazard assessment process 
and its results must be presented in the form of a 
written report, and the adequacy of this report will 
be checked as part of the plant’s periodic inspec-
tions by an approved inspection company. The 
requirement applies to plants with a steam boiler 
above 6 MW or a hot water boiler above 15 MW.

Wind power generation
A key issue for regulators will be to assure that the 
regulation continues to be sufficient as the size of 
wind turbines increases and the number of tur-
bines installed in one place grows.

Fuel cells
Regulatory framework, codes and standards to be 
created.

5.2 Risk analysis and risk management

Nuclear power generation
In an open electricity market safety, availability 
and costs will be key issues for the nuclear industry. 
This is particularly true for lifetime management 
and asset management. The nuclear industry has 
to demonstrate its profitability while safety is not 
compromised. These are key aspects for utilities 
when they attempt to find the optimum operating 
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life of their nuclear power plants. Indeed, life 
extension of existing NPP and construction of 
new ones may become major objectives, due to the 
low cost of nuclear power, the CO2 problem, an 
increasing consumption of electricity, the need of 
electricity for the developing countries, high costs 
of gas and oil in the future, and a requirement for 
energy independence for Europe. Life extension 
compared to new plants has to be evaluated in 
terms of costs and risk. It seems that life extension 
compared to new plants may produce electricity at 
lower costs, while comparison of risks is more dif-
ficult. Development of approaches for comparison 
of risks of new plants and risks of plants with life 
extension is needed.

Consequently, present key issues for industry 
are:

• maintaining the high safety level of existing 
nuclear power plants

• the life cycle management, with the renewal 
process and the asset management

• the future reactors with the integration of avail-
ability, logistic support and feedback and the 
improvement of the safety goals

An important issue is the improvement of data, 
e.g. NDE data, failure and maintenance data, deg-
radation kinetics and material properties, data on 
loads and operating conditions. Improvements are 
needed both on collection, data quality, validation 
and analysis.

The use of Risk Monitors to enable ‘real time’ 
decisions on outages to be made, taking due regard 
to the impact on safety, is increasingly being 
considered/developed.5

Furthermore, risk-based evaluations are used 
more and more in support to the life-extension of 
existing plants. For active components the meth-
odology seems to be suitable. For passive systems 
additional work is judged necessary.

In a not so distant future decommissioning will 
become a key issue for several nuclear power utili-
ties as well as for other parts of the nuclear indus-
try having contaminated plants that have to be 
shut down. A number of new safety issues will then 
become relevant to consider—mainly with a view 
to occupational safety and inadvertent releases of 
radioactive materials to the environment (however 
not as large potential releases as during operation 
of nuclear power plants).

A major aspect having increasing influence on 
the future of the nuclear power sector is that of the 

management of the radioactive wastes produced. 
Currently the foreseen feasible approach to a solu-
tion of this problem for High-Level Waste (HLW) 
entails the confinement of the properly trans-
formed and contained wastes in stable geologic 
barriers. For Low- and Intermediate Level Wastes 
(LLW, ILW) repositories at or close to the surface 
are also being considered in some countries. Still, 
non disputable and non controversial solutions of 
confinement are yet to be publicly accepted.

For waste disposal the development of suitable 
probabilistic methods is a very important element 
of R&D. The R&D in this field includes the prob-
lem of communication with the public and the 
manner to present results.

Fossil fuelled power generation
The development of new, more efficient technol-
ogies—like pressurised processes, IGCC etc.—
utilising fossil fuels, will increase the use of more 
sophisticated safety and reliability approaches in 
the area. This is partly due to the new technolo-
gies themselves, and the new risks/hazard pos-
sibilities they bring (pressurised processes etc.), 
but also because of the massive investments the 
development of the new technologies require. Also 
authorities may have effect on the increased use 
of safety and reliability approaches as they may 
wish evidence of such systems in cases where sub-
sidies were given to the owners or developers of 
the systems.

One possible development trend when consider-
ing smaller-scale conventional power/boiler plants is 
the increasing change towards unmanned or peri-
odic operation mode of the plant. The trend can be 
seen as a consequence of the feature that the devel-
opment of power generation system is bifurcated: 
On the one hand the development will go towards 
bigger and more efficient plants and on the other 
hand towards smaller, simplified plants for distrib-
uted generation. At least in Finland the new pres-
sure equipment legislation, which was renewed in 
1999 allows now bigger plants to be operated in 
an unmanned/periodic operation mode, where the 
operator does not have to be at the plant all the time. 
Power limits for this kind of operation mode were 
raised e.g. for oil and (natural) gas fuelled steam 
boilers from 15 MW to 40 MW. This trend is one 
factor contributing to a more widespread use of 
safety and reliability approaches in the planning and 
operation/maintenance phase of the power plants.

Wave power generation
Key issues faced by the industry are to ensure that the 
devices will survive the marine environment (avail-
ability and reliability), that production contracts 
can be fulfilled and, importantly, that inspection 
and maintenance can be conducted economically. 
It can be said that to date the focus has been on 

5In France, Risk Monitoring like in the USA is not under 
consideration by the DSIN (French Safety Authority). How-
ever works to develop methodologies and applying these to 
optimise maintenance and inspection are in progress.
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making the technology work and a more holistic risk 
management approach has yet to be brought to bear. 
The industry is therefore highly vulnerable.

Fundamental research work is required to model 
a life cycle risk profile, in the absence of hard data. 
There is the potential to identify key risks and 
ensure they are fed back to be dealt with in the 
design process. Importantly, there is an opportunity 
to include risk management as part of the technol-
ogy development package but to do this requires 
a clear demonstration of the practical advantages 
that this can bring. Integration of relevant learn-
ings from other power areas is therefore crucial.

Fuel cells
For each type of fuel cells research work is required 
to (a) identify the specific key risks connected with 
different design, materials and working conditions 
used, and (b) model the life-cycle risk profile.

5.3 Risk acceptance criteria

Nuclear power generation
Overview of risk acceptance criteria in countries with 
nuclear power plants shows that work in definition 
of risk acceptance criteria is needed. Some methods 
exist and some quantitative goals exist. But more 
work is needed, which will enable risk informed deci-
sion-making based on generally accepted criteria.

Traditionally, regulatory requirements for the 
most part have been deterministic. However, the 
deterministic approach does not permit safety 
improvements by introducing new technology and 
design—simply because, in this situation, the new 
technology and design are not analysable by the 
deterministic rules, which have been developed for 
analysing already existing technology and design. 
Therefore, in order to improve the safety perform-
ances for future nuclear power plants, probabilistic 
safety approaches have to be introduced. It will thus 
be a challenge for regulatory bodies now to develop 
regulations based on risk, i.e. probabilistic and 
deterministic regulation rules, not only conserva-
tive deterministic ones. In this field the formulation 
of acceptance criteria will be a central issue.

In the early years of application, risk and reli-
ability studies focused on obtaining and managing 
dominant risk contributors whereas the non-dom-
inant contributors were given low priority and did 
not attract much attention. Yet, it is these latter 
which could be instrumental in identifying unnec-
essary regulatory burdens and consequent ineffec-
tive resource allocations. In this respect, the use 
of risk and reliability studies has been recently 
propounded with the new, additional aim of show-
ing how unnecessary burdens could be reduced 
and how requirements could be made more 
 resource-effective. Effective resource allocations 

while effectively controlling risk can be achieved by 
focusing not only on the dominant risk contribu-
tors but also on identifying less-significant risk 
contributors and redirecting unnecessary burdens 
away from them. The basis for this activity is thus 
the proper evaluation of risk importance indices 
for the various potential contributors.

The risk-informed approach plays also an 
important role in the definition of the criteria for 
the acceptance of, and in the evaluation of, the 
requests for life extensions of existing plants.

With a view to the decommissioning of nuclear 
facilities regulatory bodies will have to establish 
clearance levels for non-active or only slightly 
active material that arises from the demolition of 
these facilities. Otherwise large amounts of mate-
rial will unnecessarily have to be disposed of in 
repositories for radioactive waste.

Wind power generation
With respect to safety and reliability the issues of 
primary interest to the regulatory bodies is the 
safety of the structural components in order to 
ascertain that the turbine does not present undue 
danger to people. In addition, in countries where 
subsidies are given to owners of wind turbines the 
authorities may wish to be presented with evidence 
of the reliability of the turbine.

Wave power generation
For the regulators, key issues are to understand 
where the principal risks lie and to ensure focus 
and resource are aimed accordingly.

Fuel cells
Regulatory bodies with respect to safety in this 
context will be bodies supervising the use of nat-
ural gas and other gases that will act as fuel for 
the fuel cells and bodies supervising occupational 
health. In both cases the primary interest will be to 
assess the safety against malfunctions of the sys-
tems leading to accidents affecting persons in the 
vicinity of the fuel cell system.

In addition to these regulatory bodies there may 
be authorities concerned more with economical 
matters, as might also be the case for wind energy. 
Such authorities may wish to be presented with 
evidence of the reliability of the fuel cell systems in 
cases where subsidies are given to owners of such 
systems. This might be the case in order to pro-
mote the technology, which is supposed to become 
more environmentally friendly than conventional 
fossil fuelled power production.

5.4 Treatment of human and organizational 
factors

Nuclear power generation
The question of  human factors gained interest 
within the nuclear community after the Three 
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Mile Island accident in 1979. This led to a large 
number of  studies to identify and classify possible 
failures in the interaction between the operators 
and the systems. Some analysts have attempted 
to treat the operator as a component in the sys-
tem, assigning a probability of  failure in various 
operations, whereas other researchers prefer to 
treat the man-machine problems in a more quali-
tative manner. The issue of  human factors still is 
an important research subject together with the 
area of  organisational factors and safety culture, 
which gained particular interest in the wake of 
the Chernobyl accident in 1986. One challenge 
is to define a balanced design between human, 
active and passive systems. A particular aspect in 
this respect is the improvement of  control room 
designs in order to ascertain optimal interaction 
between the operator and the system.6 Another 
aspect that could be relevant in particular for 
research reactors is the management of  conflicts 
between different aims.

Recent papers show that the regulatory bod-
ies seem to be interested in “safety culture” in 
general and the development of  indicators to 
“quantify” some characteristics of  the safety 
culture (including organisational factor, human 
factor, etc).

The importance of considering the human fac-
tor is underlined by the following facts:

• The probabilities of undesired events are 
decreasing together with the progress of man-
kind; however, consequences of those events are 
increasing,

• The contribution of human (and organisational) 
factors to undesired events is large (between 40% 
and 80% depending on sources of information) 
and their contribution is increasing.

Wave power generation
There is a particularly interesting element to human 
factors to tackle the inventor’s approach to wave 
power development in a commercial environment. 
This needs to be coupled with full recognition of 
the demands on humans that will be introduced 
in the future, again with the opportunity to design 
out human critical systems.

Fuel cells
In order to ensure safe, reliable and environmen-
tally friendly exploitation of fuel cells, conventional 
“safety culture “requirements have to be obeyed. 
Protocols describing the corresponding equipment 
usage have to be followed strictly.

5.5 Reliability analysis for design and assessment

Nuclear power generation
Concepts employed in the design of innovative and 
advanced power reactors entail the development of 
new approaches to reliability estimation for passive 
and inherently safe systems. This has an immediate 
fall back into the regulatory activities as well, with 
respect to the definition of acceptable levels of reli-
ability and tools for their estimation.

Fossil fuelled power generation
Cf. the remark in chapter 5.2.

Wind power generation
As wind turbines are being produced in large series 
the reliability of components and structures are 
major issues for the manufacturers. Examples have 
been seen where generic problems with key compo-
nents, such as gearboxes, have had large economic 
consequences for the manufacturer.

The research activities dealing with loads and 
safety for wind turbines have the main goal of reach-
ing a thorough understanding of the external (sto-
chastic) loading processes as well as the actions and 
responses of the turbine itself (control system and 
materials). Especially, the structural safety of the tur-
bine is a main subject and research is carried out on 
deterministic and advanced probabilistic methods.

Not only theoretical approaches are used in the 
field of loads and safety; quite often the analytical 
models are based on experimental data and verifica-
tion. The analytical models and the experimental test 
on full-scale turbines are used to support the con-
tinuous work on the development of more accurate 
design rules and later for implementation in struc-
tural codes. In the later years the focus has not only 
been on the traditional turbines, but has included the 
problems related to offshore turbines too.

Fuel cells
Apart from developing the technology for fuel cells 
to function on the desired scale, the issues with 
respect to reliability and safety will be:
• achieving and documenting high reliability and 

availability of a fuel cell system
• achieving and documenting a high degree of 

safety against accidents, e.g. in private house-
holds where such systems may become installed
Research groups mainly are foreseen to be faced 

with the adaptation of existing methods to this new 
type of system. As the technique has new aspects 
the elicitation of data for reliability and availability 
calculations may present a challenge.

5.6 Assessment of existing structures

Key issues with respect to structures are related to 
physical aging: aging management programmes, 

6 Works in progress in CEA are trying to evaluate what is 
the gain when we are considering human factors in plant 
operation from the first steps of the design.
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calculation of the remaining lifetime of structures, 
and monitoring of aging. At present available 
structural reliability models and tools exist. They 
have to be applied to particular problems, such 
as: long term reliability, in service inspection, life 
extension, replacement, and refurbishment.

Another important aspect in this field is the 
improvement of data necessary to structural reli-
ability modelling:

• prediction of future failures
• analysis of operating experience and use of 

experience with similar components
• degradation laws and kinetics of degradation

The development of a degradation database or 
of a maintenance database in this field could be 
interesting.

5.7 Reliability based inspection and maintenance 
planning

Nuclear power generation
Degradation and maintenance models need to be 
refined in order to achieve a realistic prediction of 
the ageing process of nuclear systems, structures 
and components, in view of plants life extension. 
In this respect, maintenance and inspection play 
key roles, and new methods for optimisation are 
in order.

Fossil fuelled power generation
There is a possible need to find (more) effective 
methods for plant life management i.e. to find best 
alternatives for plant maintenance, right inspection 
programme etc. in order to continue the economic 
and technical life of the present-day plants. This 
means an increase in the use of different risk-based 
approaches in the plants’ life management: RBI—
Risk Based Inspection, RBLM—Risk Based Life 
Management etc. No special standards or codes 
exist on this topic for the fossil fuel sector or for 
the power generation sector in general, but the 
approaches developed in the petroleum industries 
(like API 580/581) are most probably the most 
widely used at the moment in the (fossil fuel) power 
sector.

Wind power generation
When offshore wind farms are being taken into 
operation, the demand to the reliability of the tur-
bines increases even more than for the land based 
wind turbines. Furthermore, reliability and avail-
ability calculations will be important tools for 
maintenance planning, since maintenance can only 
be carried out when weather conditions allow per-
sonnel to enter the turbines. The introduction of 
reliability based maintenance planning for, in par-
ticular, offshore wind turbines is, however, an issue 

that requires some research effort. One important 
element here is the establishment of databases with 
relevant failure data, derived from e.g. service- and 
repair reports.

Fuel cells
Existing models for chemical, physicochemi-
cal and thermal degradation of  materials have 
to be adapted to materials used in fuel cells. 
Attention has to be paid to models for catalysts’ 
deactivation.

Coal power supply—Pit mine engineering machines
Some research is carried out on the reliability cen-
tred maintenance of the machines with the use of 
knowledge concerning the effects of components 
degradation and the extension of the machines life 
time.

5.8 Training and education

In particular, in safety-related aspects there is an 
ongoing need for training and education of staff. 
This is relevant for occupational safety as well 
as for safety of people in the surroundings and 
the environment in accident situations. Another 
important related aspect is the maintenance of a 
good safety culture.

The main difficulty connected with the edu-
cation of future staff  is common to all technical 
fields: decrease of interest of new generations in 
technical fields. A good response to this difficulty 
has been seen in a couple of example environ-
ments, where special grants were distributed to 
students of a particular field and better starting 
salaries were assured. The result of this response 
was an increase in the number of students in the 
respective field.

In the nuclear field the ongoing need for con-
tinuous training of personnel involved is resulting 
in a wide range of training activities. However, 
there is a need to initiate more training activities in 
the field of risk informed decision-making as the 
importance of the issue is increasing. The devel-
opment of a European training programme with 
elaborated examples of risk informed decision-
making would be supportive to harmonisation of 
national approaches. Such a training programme 
is relevant not only to the nuclear field but to all 
branches of the power sector.

6 PRIORITIES FOR RESEARCH

Below, a list is set up with points that need further 
research. The list has its main inspiration from the 
nuclear sector. An attempt has been made in order 
to prioritise the points, but for several points mak-
ing an absolute ranking has not been possible.
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1. Improvements on data, concerning mainly:
− gathering, structuring and analysis of feed-

back data
− degradation modeling, and development 

of a degradation database: links with the 
mechanical properties, and the function of 
the components (failure mode, failure cause) 
and of systems’ efficiency.

− identification of possible failures, use of 
expertise, use of “analogous” operating 
experience

2. Long-term reliability prediction, concerning 
both active and passive components. Calcu-
lation of failure probability, failure rate and 
uncertainties in the long term, for instance up 
to 60 years, when data are available only up to 
30 years. Impact on performance and mainte-
nance/replacement/redesign options.

3. Development of methods for monitoring the 
physical ageing of components. Condition 
monitoring techniques and their reliability, 
risk-based methodologies, the integration of 
ageing management into the maintenance pro-
grammes and the regulation.

4. Management of knowledge. Transfer of 
knowledge and operational experience to new 
generations of staff; this gains a particular 
importance due to the long lifetime of nuclear 
power plants, 40 years design life and now 
extended to 60 years for some NPP.

5. Research in methods for the assessment of 
safety culture in organizations and develop-
ment of ways to maintain a good safety culture 
or improve a not so good one.

6. Research concerning perception of risk and 
development of risk acceptance criteria that can 
be communicated to a broad audience in society.

7. Efficiency of the maintenance task or impact 
of maintenance (preventive) on the reliability 
and availability of SSC and plants.

8. Development of risk informed technical-
 economical models and tools, permitting lifetime 
optimization—or how to roll up from the SSC 
level to the plant level, reducing costs, optimiz-
ing resource allocation and risk management.

9. Development of methods for the integration 
at the early design phase of availability, main-
tenance costs, logistic support, dosimetry and 
other non-destructive monitoring methods, 
safety objectives, construction of the mainte-
nance programme at design, predictive reliabil-
ity, availability modeling.

10.  Reduction of uncertainty in data, in models 
and in evaluations.

11.  Development of methods, models and tools 
for risk monitoring.

7 SUMMARY AND CONCLUSIONS

The major application of  reliability- and safety 
analysis methods has taken place within the 
nuclear power sector. Therefore, methods are 
available for use in other power sectors. Safety 
analyses will require the identification of  other 
hazards than those known from the nuclear area, 
but the same methods will be applicable; however, 
in some cases much less sophisticated methods 
will be required.

It seems likely that experience from the wind 
energy sector, in particular concerning off-shore 
wind farms, could be applied within the wave 
energy area.

It seems difficult to identify areas where tech-
nology transfer to the nuclear power sector from 
the other ones would be relevant.

Assessment of the potential for transfer of tech-
nology from the power sector as a whole to other 
industrial sectors requires an insight in the needs 
of other sectors. But, obviously there are a variety 
of techniques and methods at hand that might find 
utilisation in other sectors, as well—for instance as 
is already the case within the chemical industry. 
In particular, in the field of human and organisa-
tional errors and safety culture much experience 
has been gained in the nuclear sector that might 
benefit other sectors.
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ABSTRACT: This paper reflects the status of application of risk-based approaches in the maritime 
transportation and ship-building industry. It presents the main risk-based instruments that have been 
introduced in the last years in the regulatory framework for maritime safety. A list of key publications is 
also provided.

controls for dealing with these risks, which can 
only be achieved if  a risk assessment approach is 
adopted.

Another interesting development is the creation 
of the Port State Control program with the objec-
tive of eliminating substandard ships from the 
waters. Port State Control (PSC) is the inspection 
of foreign ships in national ports to verify that the 
condition of the ship and its equipment comply 
with the requirements of international regulations 
and that the ship is manned and operated in com-
pliance with these rules.

In addition to these instruments, the maritime 
security is also an integral part of  IMO’s respon-
sibilities. IMO have recently developed a compre-
hensive security regime for international shipping 
that entered into force on 1 July 2004. The man-
datory security measures, adopted in December 
2002, include a number of  amendments to the 
1974 Safety of  Life at Sea Convention (SOLAS), 
the most far-reaching of  which enshrines the new 
International Ship and Port Facility Security Code 
(ISPS Code), which contains detailed security-
 related requirements for Governments, port 
authorities and shipping companies in a manda-
tory section, together with a series of  guidelines 
about how to meet these requirements in a second, 
non-mandatory section.

More recently, there has been an increasing ten-
dency to adopt a goal-based approach to regula-
tion in general. In this context IMO introduced 
in 2002 the “goal-based standards”. The premise 
behind the development of goal-based standards 
is that IMO should play a larger role in determin-
ing the fundamental standards to which new ships 
are built. Under this regime the regulators do not 
prescribe technical solutions but formulates goals 
and functional requirements in a risk-based top 
down approach. The advantage of such a regime 
is that innovative designers will have a transpar-
ent framework for regulatory compliance of the 

1 INTRODUCTION

Although the use of probabilistic methods and for-
mal methods for risk assessment is not new in the 
maritime industry, as reviewed by Guedes Soares 
and Teixeira, (2001), the most important initia-
tives on implementing risk assessment as a basis 
for regulation in shipping have occurred in the last 
two decades (Skjong and Guedes Soares, (2008)).

Ship design and operation are primarily gov-
erned by the shipowner’s specification, applicable 
Statutory Regulations and Classification Rules. 
Whilst the owner’s specification tends to cover 
ship performance and capital and operational 
costs, Statutory Regulations and Classification 
Rules cover the more fundamental design require-
ments that include the safety and environmental 
and operational requirements.

The International Maritime Organisation (IMO) 
is a body that contributes to the standardisation of 
the legislation in the various countries involved in 
maritime activities. Relatively recently it has recog-
nised the importance of adopting risk assessment 
procedures in their decision process. They defined 
Formal Safety Assessment (FSA) as a structured 
and systematic methodology aimed at enhanc-
ing maritime safety, including protection of life, 
health, the maritime environment and property by 
using risk and cost-benefit assessments according 
to IMO, (1997a).

Also concerns about the poor management 
standards and the contribution of the human 
error and management shortcomings on marine 
casualties have motivated the introduction of 
the  International Safety Management (ISM) code. 
The ISM code is directly related to personnel and 
crew competence and general operational aspects 
of shipping. According to the code, there is a clear 
requirement for the operator to demonstrate that 
an effective safety management system exists that 
addresses all identified risks, and provides proper 
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design, whereas classification societies will have 
more freedom for developing optimal standard 
design rules.

This paper presents these instruments that 
have been introduced in the last two decades with 
the objective of improving the safety in the mari-
time transportation activity.

2 FORMAL SAFETY ASSESSMENT (FSA)

In the 90’s the methodology named “Formal 
Safety Assessment” (FSA) was elaborated under 
the auspices of International Maritime Organiza-
tion (IMO). The FSA is based on a Quantified 
Risk Analysis (QRA) and provides widely appli-
cation of QRA to marine transportation. It is a 
structured methodology, aimed at enhancing mari-
time safety, including protection of life, health, the 
maritime environment and property.

FSA is thought as a tool to help in the evalu-
ation of new regulations for safety in shipping 
and in comparisons between existing and possibly 
improved regulations. It can also be applied by 
Governmental Administrations and Organizations 
when proposing amendments to safety. It is pos-
sible to apply the FSA at the level of classification 
societies, shipyards and ship owners.

International teams are continuously develop-
ing FSA. In 1997, “Interim Guidelines for the 
Application of Formal Safety Assessment to the 
IMO Rule—Making Process” (IMO, (1997a)), was 
edited, and in 2001, “Draft Guidelines for FSA” 
(IMO, (2001b), IMO, (2001c)) was revised as the 
report of the Correspondence Group.

The FSA Guidelines (IMO, (2002b)) were 
approved by the MSC in 2002 and the guidelines 
have been routinely amended to keep them up 
to date with the latest knowledge on the subject 
(IMO, (2005), IMO, (2006), IMO, (2007)).

FSA within the IMO decision-making procedures 
comprises the following five steps, which are the 
classical ones in a risk analysis methodology as 
applied to any problem or industry: 1) Hazard 
Identification, 2) Risk Assessment, 3) Identification 
of Risk Control Options (RCOs), 4) Cost– benefit 
assessment (of RCOs) and 5) Recommendations 
for decision-making (Figure 1).

After the first introduction of FSA, sev-
eral studies have been performed using this 
methodology to support decisions about the imple-
mentation of international regulations (Guedes 
Soares and Teixeira, (2001)). Relevant studies have 
been performed on bulk-carrier integrity, which 
was the basis of IACS’ decision to strengthen the 
bulkheads between the two foremost cargo holds 
on such vessels in 1997, and later studies have 
included an extensive FSA on Bulk Carrier Safety, 

Free Fall Lifeboats, Helicopter Landing Areas on 
Cruise Ships, Navigation of Large Passenger Ships, 
and introduction of Electronic Chart Display and 
Information System as a mandatory requirement.

The FSA has not been applied to a ship in isola-
tion but rather to a collection of systems including 
organisational, management, operational, human, 
and hardware, which fulfils specific functions.

It has recognised that the human element is one 
of the most important contributory aspects to the 
causation and avoidance of accidents and thus 
should be treated systematically in the FSA.

2.1 Human Reliability Analysis (HRA) in FSA

Depending on the level of FSA being undertaken, 
HRA may be carried out in a qualitative or quan-
titative form. If  a fully quantitative analysis is per-
formed, Human Error Probabilities (HEP) can be 
assigned in order to introduce them into RCTs. The 
full HRA process usually consists of the following 
stages: 1) identification of key tasks, 2) analysis 
of the key tasks, 3) human error identification, 
4) human error analysis, and 5) human reliability 
quantification.

The purpose of HRA in step 1 of the FSA is to 
identify key potential human interactions, which 
if  not performed correctly could lead to system 
failure. The main tasks curried out by people and 
associated goals, potential distributors to error of 
each task and potential hazard arising are identi-
fied and listed.

A number of techniques may be used for these 
purposes (e.g. human error HAZOP, Hazard 
Checklists, etc.). The hazard associated with each 
identified task is ranked in the same manner as in 
step 1 of FSA.

The purpose of HRA in step 2 of FSA is to 
identify those areas where a person can cause a 

Step 1: 
Hazard 

Identification

Step 2: 
Risk Assessment

Step 3: 
Risk Control 

Options

Step 4: 
Cost Benefit 
Assessment

Step 5: 
Recomendations 

on Decisions

FSA Process

IMO DECISION MAKERS

Figure 1. Flow chart of the FSA methodology.
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high risk, evaluate the factors influencing that risk 
and quantify the probabilities of human errors 
that may cause it. The key tasks identified in step 1 
are subjected to Detailed Task Analysis and, when 
it is necessary, to Extended Task Analysis. The 
potential human errors that can lead to severe con-
sequences are listed. These errors are quantified 
by expert judgment techniques or, alternatively, by 
historic data and/or by generic error probabilities. 
The following groups of judgment techniques are 
suggested: paired comparisons, ranking and rating 
procedures, direct numerical estimation and indi-
rect numerical estimation. Absolute Probability 
Judgment (APJ) is seen as a good direct technique. 
The Technique for Human Error Rate Prediction 
(THERP) and Human Error Assessment and 
Reduction Technique (HEART) are suggested as 
alternative techniques.

The purpose of HRA in step 3 of FSA is to 
analyze how the human element is considered within 
the evaluation of technical, human, work environ-
ment, personal and management related RCOs.

In step 4 of FSA no specific HRA is required. 
In step 5 of FSA the results of HRA study should 
contribute to the set of recommended decisions.

2.2 Modelling of risk—influence ractors 
connections

The connections between risk and various factors, 
which influence it, are modelled by Regulatory 
Impact Diagrams (RID). The RID consists in 
a tree with a hierarchy structure of five levels of 
factors going from the bottom: policy, regula-
tory, organisational, direct and failure levels. The 
RID are quantified by experts. The quantification 
procedure is very simplistic. An expert can asses 
the practice connected with each factor as “best”, 
“average” or “worst” assigning values of 0, 5 or 10 
and influence indexes can be calculated.

It is assumed in the FSA methodology that the 
influence evaluated from RID of the risk of an 
event is logarithmic and the change from the worst 
practice to the best practice would change the risk 
by three orders of magnitude, i.e. a factor of 10−3.

The RID are used for the evaluation of RCOs. 
Figure 2 shows the conversion between RCO and 
reduced risk. If  Ro is the baseline risk under present 
practice and Rrco is the risk after implementation of 
the RCO with Io and Irco , the corresponding regu-
latory impact can be derived from the following 
relationship:

Rrco/Ro = 10−3 (Irco − Io) (1)

In the report of the Correspondence Group on 
FSA (IMO, (2001b)) it was written, that “RID 
should be established and examined, not in IMO, 

but in a relevant scientific forum” and “… with 
reference to a specific alternative technique to 
the commonly used techniques such as Fault Tree 
and Event Tree analysis, RID should also not be 
included in the guidelines”.

2.3 Applications of formal safety assessment

The FSA methodology has been applied in several 
case studies carried out by the Member Govern-
ments of IMO as well as non-governmental organ-
isations. The more important of them are:

• Trial application of FSA to high speed passen-
ger catamaran (IMO, (1997c), IMO, (1998a)).

• Joint Nordic Project for Safety Assessment of 
High-Speed Craft Operations (IMO, (2001b), 
IMO, (1998d)).

• International collaborative FSA study on bulk 
carrier safety (IMO, (2001a)).

• FSA bulk carrier study conducted by Japan 
(IMO, (2002a)).

• A feasibility and rentability study of Emer-
gency Propulsion Devices (EPD) carried out by 
Germany (IMO, (1998b)).

• Study of disabled oil tankers and in particu-
lar their Emergency Propulsion and Steer-
ing Devices carried out by Germany (IMO, 
(1998c)).

• Study on the possibility of requiring helicopter-
landing areas to be installed in ships for emer-
gency evacuation (IMO, (1998e)).

2.4 Review of the state-of-art of applications 
of FSA

The FSA methodology is particularly appropriate 
in the regulatory regime to influence the risk levels 
of large ships and in the research into safer solu-
tions for large ships and marine transportation 
management. The risk is expressed in the form of 
risk levels during the life cycle of an analysed object, 
which include risks to personnel, property and the 
environment. Also, FSA fulfils the postulates of 
safety science: it treats safety as an attribute of the 
man-technology-environment system and applies 

0                  0.2                 0.4               0.6               0.8            1.0 

3

2

1

0

log (Ro)

log (Rrco)

 Io                                 Irco

Order of magnitude 

Influence diagram 
index

Figure 2. Relationship between RCO Improvement and 
Reduced Risk.
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the probabilistic approach in safety quantification. 
Furthermore, FSA is adapted for situations 
where historical data required for risk modelling 
are lacking and is complemented by subjective 
judgements.

However FSA has some deficiencies. It is not 
adapted to the analysis of the numerous single 
objects, such as well-defined ships or their systems. 
In such situations the operation process and the 
project solution of analysed objects should be 
taken into account in the models of risk. The lack 
of data is more severe.

The verification of the FSA studies is a key 
issued also important in later risk based design 
studies for innovative designs. The FSA study on 
helicopter landing areas for non-Ro/Ro passenger 
ships was a case of detailed verification. The 
international FSA on bulk carrier safety was not 
verified. This study showed how weak a FSA can 
be. Two different groups, with two different per-
spectives on what had caused certain accidents, 
conducted FSAs into bulk carriers. One group 
recommended to IMO that bulk carriers should 
have double hulls, the other group recommended 
to IMO that they should not. Not all delegations at 
IMO are technical and there was no way to check 
the credibility of either FSA. In the end IMO 
decided not to amend the rules, meaning that bulk 
carriers still do not have to be double hulled. It is 
imperative that further work into ways of checking 
the credibility of FSA in an objective and repeat-
able manner are developed (Besse et al., (2007)).

2.5 Key issues on FSA

There are still several fundamental key issues that 
are not solved or solved insufficiently in the con-
solidated text of the guidelines for Formal Safety 
Assessment (FSA), namely, the cost effectiveness 
measure used to evaluate risk control options and 
the risk acceptance criteria.

According to IMO, (2007), the risk level of 
the system or activity subject to the FSA falls into 
one of the following areas of risk: intolerable, neg-
ligible or in between these two in a the ALARP 
(As Low As Reasonable Practicable) region. This 
approach is known by the ALARP principle, 
which states that a risk level that is intolerable can 
not be justified and must be reduced, irrespectively 
of costs. The principle also states that the negli-
gible risks are broadly acceptable and therefore 
risk reductions are not required. In most cases, 
the risk level will fall into the ALARP category, 
meaning that risks must be kept as low as reason-
ably practicable in order to be accepted. The term 
reasonable is interpreted to mean cost-effective, 
i.e. risk reduction measures should be technically 
practicable and the associated costs should not 

be disproportionate to the benefits gained. This 
means that cost-effective risk control options 
identified in a cost effectiveness analysis should be 
implemented.

The common indices used to express the cost 
effectiveness of risk control measures are the 
Gross and Net Cost of Averting a Fatality (GCAF/
NCAF), as described in Appendix 7 of the FSA 
Guidelines IMO, (2007). For both the GCAF and 
the NCAF, appropriate cost-effectiveness  criteria 
specified in terms quantitative  values for the 
 optimum/maximum cost of averting a fatality must 
be decided upon before risk control options can be 
evaluated (Skjong and Ronold, (2002), Skjong and 
Ronold, (1998), IMO, (2000a)).

The GCAF is defined in terms of ratio of mar-
ginal (additional) cost (ΔC) of the risk control 
option to the reduction in risk to personnel in 
terms of the fatalities averted (ΔR); i.e.:

GCAF
C
R

= Δ
Δ

.  (2)

The NCAF index is defined by subtracting even-
tual economic benefits of the risk control option 
from the cost of the risk control option:

GCAF
C B

R
=

ΔC
Δ

 (3)

According to appendix 7 of the consolidated 
FSA guidelines IMO, (2007), either the two indices 
can be used. However, it is recommended to firstly 
consider GCAF instead of NCAF and if  the cost 
effectiveness of an RCO is in the range of criterion, 
then NCAF may be also considered. The reason 
is that NCAF, may be misused in some cases for 
pushing certain RCOs, by considering more eco-
nomic benefits on preferred RCOs than on other 
RCOs.

Several FSA studies have come up with some 
Risk Control Options (RCO) where the associated 
NCAF was negative. A negative NCAF means that 
the benefits in monetary units are higher than the 
costs associated with the RCO. Additionally, when 
the risk reduction is small and economic benefits 
are large; this may result in large negative NCAF. 
Therefore IMO, (2007) (Appendix 7) suggests that 
RCOs with high negative NCAFs should always be 
considered in connection with the associated risk 
reduction capability.

Some seem to conclude that such risk control 
options should be implemented in mandatory 
instruments, whilst others are of the opinion that 
there is no need to regulate, as it is reasonable to 
assume that the owner can take care of his own 
economic interest Skjong, (2003).
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2.5.1 Risk acceptance criteria
Risk evaluation criteria related to safety of human 
life is available in the maritime industry for some 
time (IMO, (2000a)) but it was only recently for-
mally accepted by including the cost effectiveness 
criterion and ALARP principle into the consoli-
dated FSA guidelines (IMO, (2007)). The ALARP 
area is specified to define the application of cost 
effectiveness evaluation for risk control options.

A criteria defined in terms of GCAF/NCAF 
value of USD 3 million is often regarded as appro-
priate, and this is the value that has been proposed 
for use by IMO, (2000a) and IMO, (2004d). This 
value has been used in actual FSA studies used for 
decision-making at IMO, in cases where a fatality 
is used as an indicator which in addition to repre-
senting the fatality risk also represents injures.

This criterion has been derived by considering 
societal indicators (refer to document MSC 72/16, 
UNDP, (1990), Lind, (2002)). This criteria is not 
static, but should be updated every year accord-
ing to the average risk free rate of return (approxi-
mately 5%) or by use of the formula based on 
LQI-Life Quality Index (Nathwani et al., (1997), 
Skjong and Ronold, (1998), Skjong and Ronold, 
(2002), Rackwitz, (2002a), Rackwitz, (2002b)).

3 INTERNATIONAL SAFETY 
MANAGEMENT CODE (ISM CODE)

The chapter IX (ISM CODE) of SOLAS (Safety 
of Live at Sea) consists of only six regulations, the 
third of which states: “The company and the ship 
shall comply with the requirements of the Interna-
tional Safety Management Code (IMO, (1993)).” 
The chapter entered into force under the Conven-
tion’s tacit acceptance procedure. In its first phase 
of implementation, the Code became mandatory 
for passenger ships, high-speed craft, oil tankers, 
chemical tankers, gas carriers and bulk carriers on 
July 1, 1998 (IMO, (1997b)) and from July 1, 2002 
to other cargo ships and to mobile offshore drilling 
units of 500 gross tonnage (IMO, (2002d)).

The ISM Code was developed by IMO to pro-
vide a vehicle for ship-owners to create their own 
programs individually tailored to meet compre-
hensive international standards for safety and pol-
lution prevention in the operation of  vessels. For 
the first time, the responsibilities of  shore-based 
safety personnel, up to the highest levels of  man-
agement, and shipboard personnel are integrated 
in a system designed to eliminate accidents caused 
by human error.

The stated purpose of the ISM Code is to estab-
lish minimum standards for safety management and 
operation of ships and for pollution prevention. In 
the preamble, the drafters emphasize that the Code 

is purposefully based on general principles and 
objectives and is expressed in broad terms so that 
it is conducive to widespread application. They also 
state clearly that the Code is responsive to the need 
for a shore-side management organization, which is 
able to respond to the needs of those aboard ships 
with respect to safety and environmental protection.

The objectives of the Code are to ensure safety at 
sea, prevent human injury and avoid damage to the 
environment and to property. The Code does not 
create specific operating rules and regulations, but 
provides a broad framework for vessel owners and 
operators to ensure compliance with existing regu-
lations and codes, to improve safety practices and 
to establish safeguards against all identifiable risks. 
It also sets forth the safety management objectives, 
which “should” be adopted by companies. Dra-
matic developments in technology and communica-
tion in the last quarter of this century have greatly 
enhanced the ability of vessels to prevent casualties 
of all kinds. The fact that accidents still happen is 
now often attributable to human error.

The reduction of human error through train-
ing, communication and accountability is one of 
the main goals of the ISM Code. The ISM Code 
appears to be a radical change in an industry where, 
historically, there were few written instructions 
and many decisions were, by necessity, delegated 
to vessel masters. However, as a practical matter, 
increased attention to safety and regulation of 
various aspects of shipping by flag and port states 
and the advent of instant communications have 
resulted in increased corporate control of vessel 
operations and safety, and increased record keep-
ing. The ISM Code provides the company with a 
framework for a system for integrating many exist-
ing elements of safety management as well for the 
articulation and implementation of new policies.

4 INTERNATIONAL SHIP AND PORT 
FACILITIES SECURITY CODE (ISPS 
CODE)

The International Maritime Organization (IMO) 
has recognised the vulnerability of shipping to 
unlawful acts in its existing legislation. However, 
the increased scale of terrorist activities, as exem-
plified by the unprecedented carnage of the attacks 
on September 11, 2001, led IMO to initiate more 
comprehensive regulatory measures.

At the IMO Assembly in December 2001, the 
Member Countries unanimously adopted Reso-
lution A.22/924 (IMO, (2001d)), which requested 
the Maritime Safety Committee (MSC), the Legal 
Committee and the Facilitation Committee to 
revise existing legislation and prepare new meas-
ures for the protection of shipping and seafarers.
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In December 2002 the International Maritime 
Organization adopted a number of amendments to 
the 1974 Safety of Life at Sea (SOLAS) Convention 
including The International Ship and Port Facili-
ties Security (ISPS) Code. The ISPS Code applies 
a series of measures to strengthen maritime secu-
rity and prevent acts of terrorism against shipping. 
The Code has come into force on 1st July 2004 and 
contains detailed security related requirements for 
governments, port authorities and shipping com-
panies in a mandatory section (Part A) together 
with a series of guidelines about how to meet these 
requirements in a second, non-mandatory, section 
(Part B). In the United States of America, Part B 
will also be mandatory with effect from 1st July 
2004 (IMO, (2003b), IMO, (2003a), IMO, (2003c), 
IMO, (2003e)).

The objectives of this Code are:

• To establish an international framework 
involving co-operation between Contract-
ing Governments, Government agencies, local 
administrations and the shipping and port 
industries to detect security threats and take 
preventive measures against security incidents 
affecting ships or port facilities used in interna-
tional trade;

• To establish the respective roles and respon-
sibilities of the Contracting Governments, 
Government agencies, local administrations and 
the shipping and port industries, at the national 
and international level for ensuring maritime 
security;

• To ensure the early and efficient collection and 
exchange of security-related information;

• To provide a methodology for security assess-
ments so as to have in place plans and proce-
dures to react to changing security levels; and

• To ensure confidence that adequate and pro-
portionate maritime security measures are in 
place.

In order to achieve its objectives, this Code 
embodies a number of functional requirements. 
These include, but are not limited to:

• Gathering and assessing information with 
respect to security threats and exchanging such 
information with appropriate Contracting 
Governments;

• Requiring the maintenance of communication 
protocols for ships and port facilities;

• Preventing unauthorized access to ships, port 
facilities and their restricted areas;

• Preventing the introduction of unauthorized 
weapons, incendiary devices or explosives to 
ships or port facilities;

• Providing means for raising the alarm in reac-
tion to security threats or security incidents;

• Requiring ship and port facility security plans 
based upon security assessments;

• Requiring training drills and exercises to ensure 
familiarity with security plans and procedures.

The Code is applied to types of ships engaged on 
international voyages (Passenger ships, including 
high-speed passenger craft; Cargo ships, includ-
ing high-speed craft, of 500 gross tonnage and 
upwards; Mobile offshore drilling units) and port 
facilities serving such ships engaged on interna-
tional voyages.

In essence, the ISPS Code takes the approach 
that ensuring the security of ships and port 
facilities is basically a risk management activity 
and that, in order to determine what security 
measures are appropriate, an assessment of the 
risks must be made in each particular case. The 
purpose of the ISPS Code is to provide a stand-
ardized, consistent framework for evaluating risk, 
enabling governments to offset changes in threat 
levels with changes in vulnerability for ships and 
port facilities. This risk management concept will 
be embodied in the ISPS Code through a number 
of minimum functional security requirements for 
ships and port facilities.

Ships and ports will operate according to one of 
three security levels, as follows:

Security level 1: means the level for which mini-
mum appropriate protective security measures 
shall be maintained at all times.

Security level 2: means the level for which appro-
priate additional protective security measures shall 
be maintained for a period of time as a result of 
heightened risk of a security incident.

Security level 3: means the level for which further 
specific protective security measures shall be main-
tained for a limited period of time when a security 
incident is probable or imminent, although it may 
not be possible to identify the specific target.

5 PORT STATE CONTROL (PSC)

The origins of port state control lie in the memo-
randum of understanding between eight North Sea 
States signed in Hague in 1978. The background of 
this memorandum is that in 1976a maritime session 
of the International Labour Conference adopted 
the Merchant Shipping (Minimum Standards) 
Convention, more commonly known as ILO Con-
vention No. 147. This Convention aimed to inspect 
vessels that entered the ports of member states.

The port state control named Paris MOU has 
been in operation since July 1982. With this memo-
randum, for the first time, a regular and systematic 
control of ships was exercised by a regional group 
of port states which are parties to the relevant 
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Conventions. The Paris MOU is the model upon 
which other regions of the world base their agree-
ments on port state control. Since its entry into 
force the number of states in the Paris MOU has 
grown. This has mainly been due to the increase in 
the number of member states of the EU. Now EC 
Directive 95/21/EC (EU, (1995)) on port state con-
trol places a legal requirement on all EU member 
states to carry out port state control inspections.

At present there are eight regional agreements 
on port state control and these have a total of 
123 member states. These regional agreements are 
namely:

1. The Paris Memorandum of Understanding on 
Port State Control 1982 (Paris MOU)

2. The Acuerdo De Viña del Mar Agreement 
on Port State Control 1992 (Latin American 
Agreement)

3. The Memorandum of Understanding on Port 
State Control in the Asia-Pacific Region 1993 
(Tokyo MOU)

4. The Memorandum of Understanding on Port 
State Control in the Caribbean Region 1996 
(Caribbean MOU)

5. The Memorandum of Understanding on Port 
State Control in the Mediterranean Region 
1997 (Mediterranean MOU)

6. The Memorandum of Understanding on Port 
State Control For the Indian Ocean Region 
1998 (Indian Ocean MOU)

7. The Memorandum of Understanding on Port 
State Control for the West and Central Africa 
Region 1999 (Abuja MOU)

8. The Memorandum of Understanding on Port 
State Control in the Black Sea Region 2000 
(Black Sea MOU)

In November 1995, IMO adopted resolution 
A.787(19)-Procedures for Port State Control. The 
resolution was amended in 1999 by resolution 
A.882(21). The resolution is intended to provide 
basic guidance on the conduct of port state control 
procedures and afford consistency in the conduct 
of such inspections, the recognition of deficiencies 
of a ship, its equipment, its crew and the applica-
tion of control procedures. It is published by IMO 
as a booklet with the title of “Procedures for Port 
State Control” (IMO, (2000b)).

The intention of port state control is not to 
enforce on foreign merchant shipping any require-
ment which goes beyond convention requirements. 
In other words, the MOUs do not extend the scope 
of port state control beyond the international con-
vention requirements.

• The prime responsibility for compliance with 
the requirements laid down in the international 
maritime conventions lies with the shipowner or 

operator. The responsibility for ensuring such 
compliance remains with the flag state.

• Each maritime authority gives effect to the pro-
visions of the relevant MOUs.

• Each authority has to ensure that foreign 
merchant ships visiting its ports comply with the 
standards laid down in the relevant conventions 
and all amendments thereto in force. In this con-
text, a participating maritime authority regards 
a ship flying the flag of another member state as 
a foreign ship too.

• The MOUs provide for a total number of 
inspections, expressed in terms of a percentage, 
that each of the states party to the relevant 
MOU shall conduct. Under the Paris MOU 
the member states have agreed to inspect 25% 
of the estimated number of individual foreign 
merchant ships which enter their ports during a 
12 month period. This percentage is different in 
other MOUs. The Tokyo MOU refers to a 75% 
value and the Indian Ocean MOU refers to 10% 
value while Viña del Mar, Caribbean, Mediter-
ranean, West and Central African and the Black 
Sea MOUs mention a minimum of 15% annual 
inspections.

• IMO and ILO conventions provide the basis for 
inspections under the MOUs.

• All possible efforts are made to avoid unduly 
detaining or delaying a ship.

• In principle, there will be no discrimination as to 
flag.

• Inspections are generally unannounced.
• In general ships will not be inspected within six 

months of a previous inspection in a MOU port, 
unless there are “clear grounds” for inspection.

6 IMO—GOAL-BASED STANDARDS

More recently, the development of goal-based new 
ship construction standards has become a new 
subject matter of high importance for IMO.

The Goal-Based Standards (GBS) have been 
introduced by Bahamas and Greece in 2002 (IMO) 
to the 89th session of the IMO Council in the 
context of developing the IMO Strategic Plan 
(IMO, (2002c)). This submission argued that IMO 
should play a greater role in determining the con-
struction standards to which new ships are built, 
a role traditionally delegated to the classification 
societies, and that this should be incorporated into 
IMO Strategic Plan (IMO, (2002c)). After intense 
debate at the MSC 77, the item “Goal-based new 
ship construction standards” has been introduced 
in the agenda of the MSC 78 (IMO, (2003d)) and 
in the IMO strategic plan for the period up to 2010 
(IMO, (2004c)) as a high-priority item for MSC in 
the long-term work plan (IMO, (2004b)).
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From 2002 to the present date this new concept 
has been discussed and developed in several IMO 
MCS sessions and also by scientific community as 
reviewed by Skjong, (2005), Besse et al., (2007) and 
Huss, (2007).

At MSC 78 in 2004, the Bahamas, Greece and 
IACS have proposed in a joint submission a 5-tier 
Goal-Based Regulatory Framework consisting of 
(IMO, (2004a)):

• Tier I: Goals;
• Tier II: Functional requirements;
• Tier III: Verification of compliance criteria;
• Tier IV: Technical procedures and guidelines, 

classification rules and industry standards;
• Tier V: Codes of practice and safety and quality 

systems for shipbuilding, ship operation, main-
tenance, training, manning, etc.

Tier I intends to define a set of goals to be met 
and verified during design and construction, in 
order to build and operate safe and environmen-
tally friendly ships. The “safety objectives” relevant 
to ship structures include design life, environmental 
conditions, structural safety, structural accessibility 
and quality of construction. The second tier con-
tains a set of requirements relevant to the functions 
of the ship structures to be complied with in order 
to meet the above-mentioned goal. Third tier pro-
vides the instruments necessary for demonstrating 
that the detailed requirements in the fourth Tier 
comply with the goals and the functional require-
ments. Tier four is the detailed requirements devel-
oped by IMO and classification societies. Tier five 
contains the industry standards that are applied 
during the design and construction of a ship.

The Committee also agreed that the first three 
tiers constitute the goal-based standards to be 
developed by IMO, whereas Tiers IV and V con-
tain provisions developed/to be developed by clas-
sification societies, other recognized organizations 
and industry organizations.

The mechanisms by which the goal-based 
standards will be put in place are as follows; 
IMO sets the goals, IACS develops classification 
rules and regulations that meet the so-determined 
goals and finally Industry, including IACS, devel-
ops detailed guidelines and recommendations for 
wide application in practice.

From the beginning of the development of GBS 
several members advocated the application of a 
holistic approach which would define a procedure 
for the risk-based evaluation of the current safety 
level of existing mandatory regulations related to 
ship safety and consider ways forward to establish 
future risk acceptance criteria using FSA (i.e. safety 
level approach).

The GBS Safety Level Approach will provide 
IMO with a basis for quantifying the safety of 

shipping and guiding the work for improving 
safety (Sames, (2007)). SLA will establish the com-
parison of the risk level for new ships with the 
figure for the current risk level—a benchmark for 
safety. The intention is to enable IMO to direct 
resources to where safety benefits the most and the 
flag states to ensure and to control the risk level 
in the framework for safe and environmentally 
friendly shipping.

MSC 81 had extensive and wide ranging 
discussions on the safety level approach with a view 
to identifying what needed to be done in order to 
develop GBS using the safety level approach and 
agreed that this should include the development of 
a risk model and of goal-based standards guide-
lines; the determination of the current safety level 
and of the relationship between different design 
measures, e.g. structure, stability, maneuverability, 
fire protection, etc.; examination and reconsidera-
tion of the five-tier system and, if  needed, appro-
priate adaptation to develop a structure suitable 
for the safety level approach; examination and, if  
appropriate, modification of Tier I and Tier II as 
developed for oil tankers and bulk carriers for use 
in the safety level approach; and consideration of 
the relationship between overall failure of the ship 
and the contribution of individual failure modes 
(MSC 81/25, paragraph 6.38).

MSC 82 (MSC 82/WP.5, annex 4), agreed on a 
provisional long-term work plan for the develop-
ment of  GBS based on the safety level approach, 
set out in annex 4, and included priority items in 
the terms of  reference for the Correspondence 
Group on the Safety Level Approach, includ-
ing: determination of  the current safety level in a 
holistic high-level manner, further consideration 
of  the linkage between FSA and GBS (in par-
ticular, consider risk acceptance criteria based on 
MSC’s work on FSA) and further development of 
goal-based standard guidelines for the safety level 
approach.

7 CONCLUSIONS

Recently risk analysis is being used to support 
legislation measures applicable to different areas of 
international shipping. The need for a formalized 
approach to safety assessment has been recognized 
within IMO where risk based decisions making is 
slowly being accepted.

The approach of proactively managing risk by 
the use of FSA methodology has been used in 
shipping. This not only reflects the importance to 
safety of both the human being and the complex-
ity of the technology in the system, but also the 
financial importance of delivering a completely 
integrated functioning system to time and cost.
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The main conclusion is that the maritime 
industry has made a lot of progress, quite, in the 
use of risk assessment as part of the decision 
making process, despite the many communication 
problems that arises in discussing risk issues in 
international forums (Skjong and Guedes Soares, 
(2008)).
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Optimization of operational safety in tunnels
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ABSTRACT: Probabilistic methods of risk optimization are applied to identify the most effective safety 
measures considered in design of road tunnels. The total consequences of alternative tunnel arrange-
ments are assessed using Bayesian networks supplemented by decision and utility nodes. It is shown that 
the probabilistic optimization of societal and economic consequences may provide valuable information 
enabling a rational decision concerning effective safety measures of road tunnels. A general procedure is 
illustrated by the optimization of a number of escape routes. It appears that the discount rate and speci-
fied life time of a tunnel affect the total consequences and the optimum arrangements of the tunnels more 
significantly than the number of escape routes. Further investigation of relevant input data including 
societal and economic consequences of various hazard scenarios is needed.

2 PRINCIPLES OF RISK ASSESSMENT

Risk assessment is an essential part of the risk 
management as indicated in Figure 1 (based on 
CAN/CSA 1991). The diagram in Figure 1 indi-
cates the main components of risk management 
and relevant basic terms. The whole process of 
risk management includes the risk assessment 
and risk control. The risk assessment further con-
sists of the risk analysis and risk evaluation. The 
risk control consists of the risk decision and risk 
monitoring. Figure 1 also indicates an important 
part of the whole risk management, i.e. risk com-
munication concerning an unavoidable exchange 
of data between the risk assessment and risk con-
trol. Obviously other types of risk communication 
may be required in case of the risk management of 
complex tunnel systems.

The main components of the whole risk man-
agement consist of the risk assessment and risk 
control. The risk control is outside the scope of 
this paper. A general procedure of risk assessment 
is shown in Figure 2 indicating the main steps. The 
flowchart is adopted from ISO 1999 and recent 
working materials of PIARC/C3.3/WG2. Two key 
steps of the risk analysis, probability analysis and 
risk estimation based on probability and conse-
quence analysis are shortly described below.

3 PROBABILITY ANALYSIS

Probabilistic methods of risk analysis are based 
on the concept of conditional probabilities 
Pfi = P{F |Hi} of the event F providing a situation Hi 
occurs (Melchers 1999). In general this  probability 

1 INTRODUCTION

Tunnel structures usually represent complex tech-
nical systems that may be exposed to hazard situ-
ations leading to unfavourable events with serious 
consequences. Minimum safety requirements for 
tunnels in the trans-European road network are 
provided in the Directive of the European Parlia-
ment and of the Council 2004/54/ES. The Direc-
tive also gives recommendations concerning risk 
management, risk assessment and analysis.

Methods of risk assessment and analysis are 
more and more frequently applied in various tech-
nical systems (Melchers 1999, Steward & Melchers 
1997) including road tunnels. This is a consequence 
of recent tragic events in various tunnels and of 
an increasing effort to take into account societal, 
economic and ecological consequences of unfa-
vourable events (Holicky & Šajtar 2005). Available 
national and international documents (NS 5814 
1991, CAN/CSA 991, ISO 2394 1998, ISO/IEC 
Guide 73 2002, ISO/IEC Guide 51 1999, ISO 9000 
2000) try to harmonise general methodical princi-
ples and terminology that can be also applied in 
the risk assessment of road tunnels.

The submitted contribution, based on 
previous studies (Brussaard & Kruiskamp 2004, 
Ruffin et al. 2005, Vrouwenvelder et al. 2001, Vrou-
wenvelder & Krom 2004, Kruiskamp et al. 2001, 
Worm 2002, unpublished) and recent PIARC 
working documents, attempts to apply methods of 
probabilistic risk optimization using Bayesian net-
works supplemented by decision and utility nodes 
(Jensen 1996). It appears that Bayesian networks 
provide an extremely effective tool for investigating 
the safety of road tunnels.
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Figure 1. A framework for risk management (adopted from CAN/CSA 1991).
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Figure 2. Flowchart of iterative procedure for the risk assessment (adopted from ISO 1999).

can be found using statistical data, experience or 
theoretical analysis of the situation Hi.

If  the situation Hi occurs with the probabil-
ity P(Hi) and the event F during the situation Hi 
occurs with the probability P(F |Hi), then the total 
probability PF of  the event F is given as

P HF iPP
i

iH∑ HiHP( |FF ) (P )  (1)

Equation (1) makes it possible to harmonize par-
tial probabilities P(F |Hi)P(Hi) related to the situ-
ation Hi.
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The main disadvantage of the purely probabilis-
tic approach is the fact that possible consequences 
of the events F related to the situation Hi are not 
considered. Equation (1) can be, however, modi-
fied to take the consequences into account.

4 RISK ESTIMATION

A given situation Hi may lead to a set of events Eij 
(for example fully developed fire, explosion), which 
may have societal consequences Rij or economic con-
sequences Cij. It is assumed that the consequences Rij 
and Cij are unambiguously assigned to events Eij. If  
the consequences include only societal components 
Rij, then the total expected risk R is given as

R R HijRR ij i
ij

iH∑ HiHP( |ij( |EE ) (P )  (2)

If  the consequences include only economic con-
sequences Cij, then the total expected  consequences 
C are given as

C C HijC ij i
ij

iH∑ HiHP( |ij( |EE ) (P )  (3)

If  criteria Rd and Cd are specified, then acceptable 
total consequences should satisfy the conditions

R < Rd and C < Cd (4)

that supplement the traditional probabilistic con-
dition Pf < Pfd.

When the criteria are not satisfied, then it may 
be possible to apply a procedure of risk treatment 
as indicated in Figure 2. For example additional 
escape routes may be provided. Such measures 
might, however, require considerable costs, which 
should be considered when deciding about the 
optimum measures.

5 RISK OPTIMIZATION

The total consequences Ctot(k,p,n) relevant to the 
construction and performance of the tunnel are 
generally expressed as a function of the decisive 
parameter k (for example of the number k of  
escape routes), discount rate p (commonly about 
p ≈ 0,03) and life time n (commonly n = 100 let). 
The decisive parameter k usually represents a one-
dimensional or multidimensional quantity signifi-
cantly affecting tunnel safety.

The fundamental model of the total conse-
quences may be written as a sum of partial con-
sequences as

Ctot(k,p,n) = R(k,p,n) + C0 + ΔC(k) (5)

In equation (5) R(k,p,n) denotes expected soci-
etal risk that is dependent on the parameter k, dis-
count rate p and life time n. C0 denotes the basic 
of construction cost independent of k, and ΔC(k) 
additional expenses dependent on k. Equation (5) 
represents, however, only a simplified model that 
does not reflect all possible expenses including 
economic consequences of different unfavourable 
events and maintenance costs.

The societal risk R(k,p,n) may be estimated using 
the following formulae

R k p N k R Q n

Q n
n

( ,k , )n ( )k ( ,p ),

( ,p ) ( )p
( )p

=

= (
(

1RR
1 1−
1 1−

 (6)

In equation (6) N(k) denotes number of  expected 
fatalities per one year (dependent on k), R1 
denotes acceptable expenses for averting one 
fatality, and p the discount rate (commonly 
within the interval from 0 to 5%). The quotient 
q of  the geometric row is given by the fraction 
q = 1/(1 + p). The discount coefficient Q(p,n) 
makes it possible to express the actual expenses 
Z1 during a  considered life time n in current cost 
considered in (5). In other words, expenses Z1 in 
a year i correspond to the current cost R1 qi. The 
sum of  the expenses during n years is given by the 
coefficient Q( p,n).

A necessary condition for the minimum of the 
total consequences (5) is given by the vanishing of 
the first derivative with respect to k written as

∂
∂

= − ∂
∂

N k
k

R Q n
C k
k

( )k ( ,p ) ( )k
1RR

Δ  (7)

In some cases this condition may not lead to a 
practical solution, in particular when the dis-
count rate p is small (a corresponding discount 
coefficient Q(p,n) is large) and there is a limited 
number of escape routes k that can not be arbi-
trary increased.

6 STANDARDIZED CONSEQUENCES

The total consequences given by equation (5) 
may be in some cases simplified to a dimension-
less standardized form and the whole procedure 
of optimization may be generalized. Consider as 
an example the optimization of the number k of  
escape routes. It is assumed that involved addi-
tional costs ΔC(k) due to k may be expressed as the 
product k C1, where C1 denotes cost of one escape 
route. If  C1 is approximately equal to R1 (assumed 
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also by Vrouwenfelder & Krom 2004), equation (5) 
becomes

Ctot(k,p,n) = N(k) C1 Q(p,n) + C0 + k C1 (8)

This function can be standardized as follows

κ ( ,κκ , ) ( )

( ) ( , )

k p, C ( p C
C

N(N( Q p(Q( n k)

=
−

,)= N( Q( n)

toCC t 0( , )( p n, CC

1CC  
(9)

Both variables Ctot(k,p,n) and κ (k,p,n) are mutually 
dependent and have the extremes (if  exist) for the 
same number of escape routes k. A necessary con-
dition for the extremes follows from (7) as

∂
∂

= − = −
−N k

k Q n n
( )k

( ,p )
( )+ p
( )+ p

1 1 1 (
1 1−  

(10)

An advantage of standardized consequences is 
the fact that it is independent of C0 and C1. It is 
only assumed that C1 ≈ Z1 is a time invariant unit 
of the total consequences.

7 MODEL OF A TUNNEL

The main model of a road tunnel is indicated in 
 Figure 3. The tunnel considered here is partly 
adopted from a recent study (Vrouwenvelder & 
Krom 2004). It is assumed that the tunnel has 
the length of 4000 m and two traffic lanes in one 

 direction. The traffic consists of heavy goods 
vehicles HGV, dangerous goods vehicles DGV and 
Cars.

The total traffic intensity in one  direction 
is 20 × 106 vehicles per year (27 400  vehicles 
in one lane per day). The number of 
 individual types of vehicles is assumed to be 
HGV:DGV:Cars = 0,15:0,01:0,84. The frequency 
of serious accidents assuming basic traffic con-
ditions (that might be modified) is considered as 
1 × 10−7 per one vehicle and one km (Vrouwenvelder 
& Krom 2004), thus 8 accidents in the whole tun-
nel per year. The Bayesian networks used here need 
a number of other input data. Some of them are 
adopted from the study (Vrouwenvelder & Krom 
2004) (based on event tree method), the other are 
estimated or specified using expert judgement.

The main model includes three sub-models for 
heavy goods vehicles HGV, dangerous goods vehi-
cles DGV and Cars. Figure 4 shows a sub-model 
for dangerous goods vehicles DGV. Note that dif-
ferent types of hazard scenarios are distinguished 
as they may cause different consequences. Similar 
sub-models are used also for heavy goods vehicles 
HGV and Cars. Detailed description of the main 
model, sub-models and required input data is out-
side the scope of this contribution.

8 RISK OPTIMIZATION

Risk optimization of the above described tunnel is 
indicated in Figure 5, 6 and 7 showing variation of 

Figure 3. Main model of the tunnel.
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Figure 4. Sub-model for dangers goods vehicles DGV.
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Figure 5. Variation of the components of standardized 
total consequences κ(k,p,n) with k for the discount rate 
p = 0,03 and life time n = 100 years.
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Figure 6. Variation of the standardized total 
 consequences κ(k,p,n) with k for selected discount rates 
p and the life time n = 50 years.the standardized total consequences κ (k,p,n), given 

by equation (9) with number of escape routes k for 
selected discount rates p (up to 5%) and life time n 
(=50 and 100 years).

Figure 5 shows the variation of the components 
of standardized total consequences κ (k,p,n) with 
the number of escape routes k for a common value 
of the discount rate p = 0,03 and the assumed life 
time n = 100 years. Figure 6 shows the variation of 
the standardized total consequences κ (k,p,n) with 
k for selected discount rates p and the life time 

n = 50 years only. Figure 7 shows similar curves as 
Figure 6 but for the expected life time n = 100 years 
(common value).

Figure 8 shows the variation of the total conse-
quences κ (k,p,n) with the number of escape routes 
k and discount rate p assuming again the expected 
life n = 100 years. Figure 8 clearly illustrates previ-
ous finding that the discount rate p affects the total 
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consequences κ (k,p,n) more significantly than the 
number of escape routes k.

9 CONCLUSIONS

Similarly as in case of other technical systems 
the risk assessment of road tunnels commonly 
includes

− definition of the system
− hazard identification
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Figure 7. Variation of the standardized total conse-
quences κ (k,p,n) with k for selected discount rates p and 
the life time n = 100 years.

Figure 8. Variation of the standardized total conse-
quences κ (k,p,n) with the number of escape routes k and 
discount rates p for the life time n = 100 years.

− probability and consequences analysis
− risk evaluation and possible risk treatment

Two kinds of criteria commonly applied in the 
risk assessment of road tunnels relate to:

− expected individual risk
− cumulative societal risk (fN curves)

Probabilistic risk optimization based on the 
comparison of societal and economic conse-
quences may provide valuable background infor-
mation for a rational decision concerning effective 
safety measures applied to road tunnels. However, 
as tunnels are commonly design for a long life 
time (100 years), discount rate must be taken into 
account. It appears that assumed life time and the 
discount rate may affect the total consequences and 
the optimum arrangements of the tunnels more 
significantly than the number of escape routes.

The following conclusions may be drawn from 
the submitted study of probabilistic risk optimiza-
tion of road tunnels using Bayesian networks:

• The optimum number of escape routes may be 
specified from the requirement for the minimum 
total consequences covering both the societal 
and economic aspects.

• The optimum number of escape routes depends 
generally on discount rate, required life time and 
the ratio between the cost for one escape route 
and acceptable expenses that a society is able to 
afford for averting one fatality (societal compen-
sation cost).

• The total consequences are primarily affected 
by the discount rate and less significantly by 
assumed life time, cost ratio and the number of 
escape routes.

• Bayesian networks supplemented by decision 
and utility nodes seem to provide an effective 
tool for risk analysis and optimization.

Correct specification of discount rate and 
required life time is essential for making proper 
decisions. Further investigations of input data 
concerning conditional probabilities describing 
individual hazard scenarios and models for their 
societal and economic consequences are needed. 
In particular cost of various safety measures 
and acceptable expenses for averting a fatality 
are required for advanced optimization of road 
tunnels.
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SYMBOLS

The following symbols are systematically used in 
the paper.

C cost, the total cost
Cd acceptable economic consequences
Ctot(k,p,n) the total consequences
C0 initial cost
C1 cost of one escape routes
DGV danger good vehicle
Eij event ij
F failure
Hi hazard situation i
HGV Heavy good vehicle
N(k) number of fatalities
P probability
Pf probability of failure
Pfd acceptable probability of failure
Q(p,n) discount coefficient
R societal risk
R1 expenses for averting one fatality
Rij societal risk due to event Eij
Rd acceptable societal risk
R(k,p,n) societal risk
N number of years
K number or escape routes
ΔC(k) additional cost due to escape routes
p discount rate
ρ quotient
κ(k,p,n) standardized cost
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Integrating QRA and SRA methods within a predictive Bayesian 
approach: An example from offshore projects
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ABSTRACT: The purpose of this paper is to present and discuss an approach for integration of QRA 
(Quantitative Risk Analysis) and SRA (Structural Reliability Analysis) methods, using a predictive 
Bayesian framework. This framework is based on focus on observable quantities, predictions and uncer-
tainty assessments of these quantities using subjective probabilities. The approach is illustrated by study-
ing an offshore example. Comparisons are made with the probability of frequency approach, in which 
the concept of probability is used for subjective probability and the concept of frequency is used for the 
relative frequency based probability.

If  a true risk exists, we need to address 
uncertainties of the estimates. This can be done in 
different ways:

1. Traditional statistical methods such as confi-
dence intervals

2. A probability of frequency approach, i.e. 
assessing epistemic uncertainties about the 
classical interpreted probabilities and expected 
values by means of subjective probabilities 
(Kaplan and Garrick (1981), Aven (2003)).

If  we use direct estimation, we can use tra-
ditional statistical methods such as confidence 
intervals to express the uncertainties. However, to 
obtain accurate estimation we need a substantial 
amount of data, which is not often available in risk 
analysis application. Furthermore, the uncertain-
ties just reflect statistical variation, not the possi-
ble lack of relevancy in the data sample. To obtain 
enough data, we need to extend the relevant popu-
lation of observations to cover situations that to a 
varying degree are similar to the one being studied. 
This reduces the quality of the data, but this aspect 
would not be possible to describe by the statistical 
analysis. The same type of problems arises in the 
latter case when we introduce modelling, although 
the amount of data often is larger on the detailed 
system level. However, in this case we should also 
take into account the uncertainty introduced by 
using the model g. Unfortunately though, the sta-
tistical analysis is not able to deal with this type of 
uncertainty.

1 INTRODUCTION

In a QRA, risk is quantified in an absolute sense 
or a relative sense, often in relation to some kind 
of risk acceptance criteria. The analysis identi-
fies critical activities and systems, and assesses the 
effect of implementing risk reducing measures. By 
conducting the QRA we obtain improved under-
standing of hazards causation and potential esca-
lation pathways. The purpose of the analysis is to 
provide a basis for making decisions concerning 
choice of arrangements and measures.

As to the probability quantification, it seems that 
most risk analyses today are based on a classical 
approach, in the sense that the risk analysts see the 
analyses as a tool for producing estimates of true, 
unobservable quantities such as probabilities and 
expected values.

A probability is then interpreted in the classical 
statistically sense as the relative fraction of times 
the events occur if  the situation analysed were 
hypothetically “repeated’’ an infinite number of 
times. The parameters of the models are, however, 
not estimated purely by means of “hard data”. In 
practice these parameters are estimated by inte-
grating hard data and expert opinions.

This integration is usually carried out without 
using a well structured procedure. However, the 
interpretation of  probabilities is classical—there 
exists a true (unobservable) risk, and by using 
risk analysis, we generate estimates of  this true 
risk
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Lack of information, statistics and experience 
data, is typical when performing a QRA, espe-
cially for offshore projects. This is mainly due 
to the uniqueness of the project/operations. For 
example, when towing or installing a marine 
structure there will always be some new elements 
included n the operations. The towing route and 
the size/arrangement may differ, the draft or the 
type of tugs/configuration of the tugs, the weather, 
and soil and furthermore the different organisa-
tions involved and technical support will also vary 
from project to project.

Therefore, carrying out a QRA without includ-
ing subjective elements is impossible and would 
not be in the interest of achieving useful results. 
The analyst should put great efforts in utilising the 
information that is available by using experts when 
assigning probabilities and calculating risk. In this 
respect the Bayesian approach, (Aven 2003, Aven 
and Kristensen 2005, Aven and Rettedal (1998), 
and Rettedal (1997)), is considered attractive since 
it does not break down in the absence of experience 
data and allows a systematic integration of expert 
opinions, scientific intuition and experience data 
in the analyst’s efforts to assign probabilities, and 
it is relatively simple to modify the probabilities of 
failure when new data become available.

In the Bayesian approach to risk analysis, prob-
ability is a subjective measure of uncertainty. The 
reference is a certain standard such as drawing a ball 
from an urn. If we assign a probability of 0.4 for an 
event A, we compare our uncertainty of A to occur 
with drawing a red ball from an urn having 10 balls 
where 4 are red. True probabilities do not exist.

The aim of risk analysis in this context is to assess 
and express uncertainties about unknown quanti-
ties, using subjective probabilities. In traditional 
text-book Bayesian analysis the quantities focused 
are fictional parameters as in the probability of 
frequency approach. Although Bayesians would 
not speak about true values of the parameters, the 
difference in interpretation of the parameters is 
more of a theoretical interest than of any practical 
importance. In the text-book Bayesian approach 
an infinite thought-constructed population of 
exchangeable random quantities is considered, and 
the parameters are seen as limits of these random 
quantities (Bernardo and Smith 1994). Hence the 
“true” probability introduced above is to be inter-
preted as the limiting proportion of times the acci-
dental event occurs when considering an increasing 
population of similar situations. But this is in prac-
tice the same as in the probability of frequency 
approach, and in the following we do not distin-
guish between these two approaches.

An alternative Bayesian approach is the predictive 
Bayesian approach, where focus is on predictions and 
uncertainty assessments of observable quantities 

(Barlow 1998, Aven 2003, Aven and Kristensen 
2005). Examples of observable quantities are costs, 
number of fatalities, and the occurrence of an acci-
dental event. In this Bayesian approach there is only 
one level of uncertainty, stemming from lack of 
knowledge. No fictional parameters are introduced. 
The observable quantities are quantities that express 
states of the “world”; quantities that are unknown 
at the time of the analysis but will, if  the system/
activity actually is implemented, take some value in 
the future and possibly become known.

In this paper we will integrate Structural Reli-
ability Analysis (SRA) methods in QRAs adopting 
the probability of frequency approach and the pre-
dictive Bayesian approach. The integration is illus-
trated by studying an offshore example.

2 STRUCTURAL RELIABILITY ANALYSIS 
(SRA) AND INTEGRATION OF QRA 
AND SRA

SRA is a tool for calculating probabilities of failure 
of structural systems. Thus, SRA as used here is 
on the same level as other reliability models, such 
as lifetime models for mechanical and electronic 
equipment, reliability models for software and 
availability models for supply systems. All models 
of this kind can be used to calculate single prob-
abilities that are inputs in different methods, such 
as for the basic events in fault tree analysis and the 
branching points in event tree analysis. A special 
feature of SRA is, however, that the influence from 
several random variables and failure modes may be 
taken into account in a single analysis. Thus, using 
SRA, the splitting of events into subevents is often 
not necessary to the same extent as in traditional 
QRA models. This makes it possible for a whole 
section of a fault or event tree to be replaced by a 
single SRA analysis. The use of continuous varia-
bles is however common in SRA, and the ability to 
treat continuous variables is considered to be one 
of the main attractions of this technique.

To make use of SRA, the occurrence of at least 
one event of the system considered must be fully 
dependent on the outcome of a set of random vari-
ables, the basic variables X = (X1, X2, ....). Further, 
it must be possible to describe the conditions under 
which the event will happen, the event space, using 
one or several limit state functions, i.e. gi(X) ≤ 0, 
logically connected by unions and intersections. 
So, given a limit state function g(X) and a joint dis-
tribution function FX (x) for the random vector X, 
the probability of failure p can be calculated.

By applying SRA in QRAs, the analyst is able to 
model the physical system more precisely, handling 
the uncertainties and parameter correlation sepa-
rately and systematically. This is ensured by flexible 
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event and system modelling, by logical combination 
of limit state functions, by uncertainty modelling, 
and by assigning marginal probability distribu-
tions and correlation measures. These properties 
might enable the analyst to include more knowl-
edge in the analysis, than is the case with models 
traditionally applied in QRA.

Integrating SRA and QRA requires the estab-
lishment of a unified stochastic framework, to 
treat uncertainties consistently and obtain useful 
results for decision-making. Looking at the alter-
native probabilistic approaches, it is not obvious 
how to formulate such a framework and the 
following analysis will clarify this. It is necessary to 
include whatever relevant information is available, 
and the Bayesian approach provides a consistent 
tool for combining “hard data’’ and subjective 
information.

This framework is based on focus on observable 
quantities, predictions and uncertainty assessments 
of these quantities using subjective probabilities.

3 INTEGRATING QRA AND SRA 
METHODS WITHIN A PREDICTIVE 
BAYSIAN FRAMEWORK

In the predictive Bayesian approach focus is on 
observable quantities like for example the occur-
rence or not of an accidental event or the number 
of accidental events in a given period of time. 
These quantities are predicted and uncertainty is 
assessed using subjective probabilities. The uncer-
tainties involved are therefore related to whether 
the events will occur or not and the probability 
P(A), is a total measures of uncertainty (a degree 
of belief). The probability is used to express our 
uncertainty related to the accidental event A.

To quantify P(A) a model is developed, for 
example a fault tree, with the basic event probabili-
ties as parameters using various risk analysis models, 
a functional relationship v between the occurrence 
of the event A and the events B = (B1, B2, ...) on a 
more detailed level is established, i.e.

A = v(B)

The analyst’s uncertainty regarding the 
occurrence of an event Bi is expressed by the 
subjective probability P(Bi). Using the relation-
ship v and probability calculus, we can compute 
the probability P(A) expressing the uncertainty 
related to whether the event A will occur or not. In 
most cases this gives P(A) = v(P(B)) = v(q), where 
P(B) = q, P(B) = (P(B1), P(B2), ...P(Bn)).

To illustrate the model, we can use two basic events 
B1 and B2 such that the occurrence of the event A is 
connected to B1 and B2 by an AND-gate. Then

P(A) = P(B1)P(B2|B)

where P(B2|B) denotes the conditional probability 
when it is known that B1 has occurred. In the 
Bayesian setting, the events B1 and B2 are inde-
pendent if  the knowledge of the outcome of B1 
does not make the analyst’s change the degree of 
belief  concerning the occurrence of B2.

The probability P(A) can also be determined 
by use of a parametric model to quantify the 
uncertainty whether event A will occur or not, 
for example an exponential life time model. 
Let λ be the model parameter (e.g. the failure rate 
in the exponential model). Then, by the Bayesian 
approach and the law of total probability, we can 
calculate P(A) by

P(A) = ∫P(A/λ)dH(λ)

where P(A/λ) denotes the conditional probability 
of A given λ, and H(λ) is a distribution function 
of λ—apriori or posteriori depending on the avail-
ability of experience data. Denoting

qi(λ) = P(Bi/λ) and q(λ) = (q1(λ), q2(λ), …)

we would usually have P(A/λ) = v(q(λ)) and hence

P(A) = ∫v(q(λ)) dH(λ) (1)

The total probability P(A) consists of two ele-
ments; P(B/λ) and H(λ) Additional information 
will change P(A) only through its impact on H(λ) 
i.e. H(λ) is updated in accordance with Bayes 
formula (Martz and Waller 1982).

Now, how should we interpret H(λ) and P(B/λ)? 
Does the use of the distribution H mean that we 
believe in a true value of λ? No, H gives weights 
to the different λ values according to the confi-
dence we have in the different values (for predicting 
observable quantities); there exist no true val-
ues. Is it consistent with the predictive Bayesian 
approach to assume a true value of λ? No, because, 
if  we believe in a true value of λ, we should also 
believe in a true value of P(B), and consequently in 
a true value of P(A).

In the predictive Bayesian setting all probabili-
ties are quantifying epistemic uncertainties. The 
probabilities P(Bi|λ) and P(A|λ), (when λ varies) 
represent alternative “models” (mathematical 
expressions) which we consider suitable for express-
ing our degree of belief  concerning the occurrence 
of Bi and A, respectively. It is a way of standardis-
ing the probability considerations. It is not essential 
that the parameter λ has a physical interpretation; 
allowing different values of λ is simply a way of 
generating a class of appropriate uncertainty dis-
tributions for Bi and A.
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In this approach the meaning of uncertainty is 
completely different from uncertainty in a prob-
ability frequency approach. What is uncertain is 
the occurrence of the event A, and the probability 
P(A) expresses this uncertainty. The fact that there 
could be faults and weaknesses in the model used, 
does not change this interpretation of P(A). There 
is no sense in speaking about uncertainty of the 
probability P(A), because such reasoning would 
presuppose the existence of a true value of P(A).

When incorporating SRA within this frame-
work q1 = P(g1(X) ≤ 0) is a measure of uncertainty, 
a degree of belief, concerning the occurrence of the 
event "P(g1(X) ≤ 0)". The values of the quantities 
X are uncertain (unknown) and the uncertainty 
is expressed by the subjective probability distri-
bution F, giving

q dFdd
x x

1

1 0

( )x
: (g1gg )≤

∫  (2)

If  we consider alternative models F(x|θ) we 
obtain P(A) using equation (1) with

q d
x x

1
01

( )
: (g1gg )

dFdd ( ))x
≤

∫

If  SRA replaces more than one of the qi’s, we 
can proceed along the same lines.

3.1 Example

Let us calculate the probability of Navigation 
Failure, P(N) within a predictive Bayesian frame-
work. The P(N) is computed based on a very sim-
plified system with three components, and where 
each of the component i has the reliability

1 − qi,

qi is the probability of failure of component I,
Assuming independence between the events, the 

probability of the top event, NF, is then given by

ni
i

n
P

=
∏∏( )NN ( )qi ,1 ∏( 3

1
where =  (3)

To utilise SRA integration the occurrence of 
at least one event must be described using one or 
several limit state functions. Let one of the sub 
events be denoted “Tow Line Failure” (TLF). For 
the TLF we identify two continuous random vari-
ables, X1 and X2, each expressed by their density 
functions, fX(xi). Given a limit state function g(X) 
and using the joint density function fX(x) for the 
random vector X = (X1, X2) we get

P X f x dxddxff
x x

( )TLF ( (g( ( ( )x
: (g

X= P (g
≤

∫
0

The variable X2 can represent the load on the 
towline, whereas X1 represents the capacity of the 
towline.

The other basic event/component in the system 
will be assigned a subjective probability directly.

This illustrates a simple system with only one limit 
state function and two variables. The SRA analysis 
will very often become more complex with several 
variables and limit state functions. In this case we 
could for example extend the event “towline failure” 
with one more failure function; “mooring failure” 
including two variables X5 and X6. Then event TLF 
occurs if one of the failure modes occurs and could 
be modelled as a parallel system, i.e.

TLF = ((X1 − X2) ≤ 0) ∪ ((X6 − X5) ≤ 0)

where X6 represent capacity and X5 represents the 
load on the mooring.

Calculation of the Navigation failure probability 
for the simplified system, assuming the events are 
judged independent is given as:

P ( )N

( )P− ( )NEF ( )( ) ( )P ( )TC⎡⎣ ⎤⎦⎤⎤
=
∏=

=

1−

(1 ⎡⎣⎡⎡− )P− ( )PF (
1

3
( )− ∏1 i

The probabilities of q2 = tP[NEF], and q3 = P[TC ] 
are assigned directly by experts, whereas q1 = P[TLF ] 
is established utilising SRA.

Utilising the predictive Bayesian framework 
when assigning P(TLF) the limit state function, 
g(X), will also be treated within this framework. 
Within this framework we focus on the observable 
and unknown quantity Xi with the uncertainty dis-
tribution fX(xi). Hence q1 = P(TLF) = P(g1(X) ≤ 0) 
is a measure of uncertainty concerning the occur-
rence of the event g1(X) ≤ 0.

We have chosen to express the subjective distri-
butions FX(xi) by standard mathematical models 
and we will use a Normal and a Weibull distribu-
tion. In the predictive Bayesian framework we do 
not focus on the parameters of the distributions 
and we do not think of them as having true values. 
They are simply needed to describe the shape of 
the distributions and are expressed as fixed values.

The unknown and observable quantities X 
are expressed by the following two uncorrelated 
variables:

X1 is normally distributed with the parameters 
(μ, σ 2), where μ is assumed to be 5.5 meters and σ 
is assumed to be 1.5 meters
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X2 is assumed to be Weibull distributed, with 
parameter values; β = 2,27 and λ = 1,24.

It should be noted that the parameter values are 
not the “best estimates” of the uncertainty distribu-
tions for the parameters in the distribution of X1. 
The parameters values are chosen to obtain good 
predictions of X and reflect our uncertainty of their 
values. By use of the software Proban, the probabil-
ity of towline failure can be calculated, i.e.:

P[TLF] = 2.8*10−3

The overall probability of  the top event, p(n) is now 
calculated using probability calculus:

[ ]NF =

= ( )P− ( )( )X ≤ ( )( )⎡
⎣

⎤
⎦
⎤⎤

=

=
∏1 − ∏

(1 − ⎡
⎣
⎡⎡ )) (

1 −

1

))( ) (

( )−1

)X ≤ )− ( −)) ())( )X ≤ ()) (

i
i

n

( )−1 2. *.. 1* 0 3 ( )1 2− ( )1 3
⎡
⎣

⎤
⎦
⎤⎤)2 (11−

4 INTEGRATING QRA AND SRA WITHIN 
A PROBABILITY OF FREQUENCY 
APPROACH

The alternative to the predictive approach is the 
probability frequency approach. In this approach 
we focus on unobservable quantities, like the true 
probability p of  an accidental event A. Using a 
fault tree we can established a model, w, linking 
p and some parameters q = (q1, q2, ...qn) on a lower 
system level, i.e.

p = w(q)

This model shows the functional relationship 
between unobservable parameters on the basic event 
level and on the top event level, and the true model 
w produces the true value of p when the input 
q is true. According to this approach, the values of 
p, q and w are uncertain and we use probability dis-
tributions to express this uncertainty. To establish 
the distributions we start with a priori information 
(i.e. initial uncertainty) I about q, including engi-
neering judgement that exists before any data are 
observed. The priori information is then used to 
establish a priori probability distribution, H0(q|I) 
which reflects our initial knowledge concerning the 
parameter q. If  we observe experience data D, we 
derive a posteriori distribution, H(q|I,D), (using 
Bayes Theorem), which expresses the updated 
knowledge of the parameter q after new data have 
been observed. From this uncertainty distribution, 
we obtain an uncertainty distribution, H, for p. 
Only the entire distribution is a complete measure 
of our knowledge and H includes both epistemic 

and stochastic uncertainty. The uncertainty 
analysis is very often done by using Monte Carlo 
Simulation. Mathematically we can write

H P p p dHdd
q q p

0HH ( )p ( )q
: (w )

′ ′P) ("
′

= ≤P pP
≤

∫

where H is either the priori or the posteriori dis-
tribution of q. Risk is often expressed by the best 
estimate which can be the mean value of an uncer-
tainty distribution, and in this approach we add 
more information to the risk result by expressing 
the risk by the entire uncertainty distribution.

Now, to integrate SRA methods in the Bayesian 
setting, we will consider a case where one of the qi′s 
is obtained by using SRA, say q1 . Then we have

q1 = P(g1(X) ≤ 0)

for a limit state function g1 and basic variables X. 
Denoting by F the distribution function of X, we 
can write

q dFdd
x x

1
01 ≤

∫ ( )x
: (g1gg )

Assuming the existence of a theoretical, true (but 
unknown) distribution function F and limit state 
function g1, there will also be a true (unknown) 
value of q1. Our (the analyst’s) uncertainty related 
to the distribution F and the limit state function g1, 
generates the uncertainty distribution on q1. Assume 
that g1 is known and that our uncertainty related to 
F is restricted to specifying a parameter θ (θ may be 
a vector), thus f(x) = F(x|θ) There exists a true, but 
unknown, value of θ. We write q1(θ) and Pθ to show 
the dependency on the parameter θ. Hence

q d
x x

1 1P
0

( ) ( (1g ) )0 ( )
: (g

dF ( ))xP XP)) ( (gg ) )0θPPP XP (gg )PP
≤ )

∫  (4)

From this an uncertainty distribution for q1 can 
be established based on SRA.

4.1 Example

Let us the same example, and this time within a 
probability frequency framework. Again we investi-
gate P(N). We assume the existence of a theoretical, 
true (but unknown) distribution function Fx iFF

1
( )xix )) 

for the variables X1 and X2 and a limit state func-
tion g1. There will also be a true (unknown) value of 
q1 = P(TLF). Our uncertainty related to F is related 
and limited to the parameters θ of the distribution 
functions. There exist true, but unknown values 
for θ, and our uncertainty related to these values 
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is expressed by uncertainty distributions for the 
parameters θ. Let us now assume the following:

The random variable X1 is expressed in terms of 
HS, and is assumed normally distributed with param-
eters, σ and μ The density function is given by:

f x e;x , )

,

( /x )
1

2

2

1
2

0 0x , 2

1
2

μ σ,,
σσ

μ σ,,

μ σ/ ))=

x

−(x

Π
for

The random variable X2 has a Weibull distribu-
tion with parameters λ and β.

The cumulative distribution function is given by

Fx2(x2) = 1 − exp(−(x2/λ)β)

Within the probability of frequency framework we 
focus on the unobservable and unknown parameters 
of the mathematical models (distribution functions) 
and express our uncertainty about where the true val-
ues of these parameters by introducing uncertainty 
distributions. Our uncertainty related to F is restricted 
to specifying the parameters μ, σ, β and λ. There exist 
true, but unknown values of these parameters, and 
our uncertainty about the true values, is expressed by 
uncertainty distributions. The distributions should 
then be evaluated for all the parameters

The uncertainty distribution over q1, where 
q1 = P(X1 − X2) ≤ 0 is established by drawing num-
bers from the uncertainty distributions Hμ and 
Hσ and using the limit state function g(X). The 
software Proban can be used for this purpose. We 
assume the results fits a Beta distribution;

f x
B t rxff t

r t)x
( )b a ( ,r )

( )x a ( )b xb x=
B t)a r

)a (b−
1

1
1 1t rb xb −tb −

Finally the Beta function will be integrated with 
the uncertainty distributions over the probabilities 
of the remaining basic events in the system/fault 
tree, be used in Equation (3) to calculate P(N).

For q2 and q3 the uncertainties are very low and 
is assumed to be fixed values.

Using the uncertainty distributions for q1, q2, q3 and 
probability calculus, the probability p = P(N) and asso-
ciated uncertainty distribution are then simulated:
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5 DISCUSSION

The advantages by integrating SRA into QRA 
are mainly the ability to easily handle continuous 
variables appearing in the accidental events and 

the possibility to include several random variables 
and failure modes into one single analysis. The 
use of probability distributions in SRA enables 
the analyst to give a detailed description of one’s 
knowledge about an uncertain quantity. This 
is not possible to the same extent if  the descrip-
tion is restricted to central measures like mean 
(as normally done in traditional QRA’s) or median 
values. In both approaches, the system considered 
is modelled by one or several failure functions, g, 
of  the stochastic variables representing “load” and 
“capacity” quantities. By using continuously dis-
tributed quantities, a full probabilistic description 
of the experts uncertainty regarding each of the 
quantities influencing the occurrence of an event, 
i.e. the random variables appearing in the limit 
state functions, are given. Thus the experts’ knowl-
edge about the event is put into the design and as 
well as the interconnection of limit state functions, 
distribution functions and correlation measures 
(if  present) reflecting the uncertainty or knowledge 
related to the basic variables and the event.

Depending on the Bayesian framework of the 
analysis, the interpretation of the distribution 
functions, F, differs. In the probability frequency 
approach we focus on the parameters of the dis-
tribution function, F, and express our uncertainty 
about the true values of these parameters by subjec-
tive uncertainty distributions when utilising SRA. 
In the predictive Bayesian setting, on the other 
hand, we focus on the observable quantity, Xi. 
The value of Xi is uncertain and the uncertainty is 
expressed by a subjective probability distribution F 
(where the parameters only serve as a mathemati-
cal input to describe the functions). Normally Xi 
is expressed by standard distribution functions, 
e.g. Normal, Lognormal, Weibull or Beta.

Comparing the resulting uncertainty distribu-
tions obtained from the probability frequency 
approach is not straightforward. It is of course con-
venient from a practical point of view to focus on 
the mean value in the uncertainty distributions 
since then we can more easily compare the results. 
However, by using expected values and standard 
deviations, some information will be lost. The mean 
value could be a poor estimate of the true risk. 
Within this framework the interesting quantity is 
the true risk which objectively characterises the 
performance of the system. Perhaps, in some cases 
the uncertainty distributions would imply high 
probabilities for some rather extreme situations, 
even though the mean values are relatively low. So 
in addition to the mean, attention should also be 
given to the probabilities of extreme risk values.

The probability frequency approach discussed 
herein has shown that the determination of uncer-
tainty distributions and the establishment of the 
input to the simulation runs are time consuming, 
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and may be complex compared to the assignment 
of probabilities within a predictive Bayesian frame-
work. Assigning hundreds of uncertainty distribu-
tions for the parameters in a typical QRA will most 
certainty be difficult to handle and consequently a 
discussion about the uncertainties will be focused.

In order for the decision makers to choose 
between the approaches, they need to understand 
their meaning. Most analysts’ and decision makers 
have a background in classical statistics, i.e. they 
believe in a true value of p. Further, the uncertainty 
distributions indicate uncertainty in the results, 
and the Monte Carlo simulations may indicate that 
there is advanced mathematical modelling behind 
the results, which may indicate a good knowledge 
of the risk concept and input data, which again 
will favour this approach.

The total uncertainty related to the analysis 
(model and parameter space) should theoretically be 
covered within the probability frequency framework 
of the uncertainty distributions, but it is impossible 
to do this in practice, especially for large systems. 
So, in practice only some distributions for some 
few parameters are assigned, and consequently the 
uncertainty distributions of the output probabilities 
are only reflecting some aspects of uncertainty.

We believe that presenting results as in the predic-
tive Bayesian approach will give a clearer message 
about the risks. This approach consider risk analy-
sis as a tool for debate over safety, rather than 
an attempt to say something about objective risk 
values. Within this framework the message of 
the analysis is not “disturbed” by a discussion of 
uncertainty of the output probabilities, as in the 
probability frequency approach. In our opinion 
it is often complicated to utilise the probability 
frequency approach for decision-making as the 
resulting uncertainty intervals are large.
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