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Preface

In today’s competitive industry marketplace, companies face growing demands
to improve process efficiencies, comply with environmental regulations, and
meet corporate financial objectives. Given the increasing age of many indus-
trial systems and the dynamic industrial manufacturing market, intelligent
and low-cost industrial automation systems are required to improve the pro-
ductivity and efficiency of such systems. The collaborative nature of industrial
wireless sensor networks (IWSNs) brings several advantages over traditional
wired industrial monitoring and control systems, including self-organization,
rapid deployment, flexibility, and inherent intelligent-processing capability. In
this regard, IWSNs play a vital role in creating a highly reliable and self-
healing industrial system that rapidly responds to real-time events with ap-
propriate actions.

In this book, detailed reviews about the emerging and already employed
industrial wireless sensor network applications and technologies are presented.
In addition, technical challenges and design objectives are introduced. Specif-
ically, radio technologies, energy harvesting techniques, and network and re-
source management for IWSNs are discussed. Furthermore, industrial wireless
sensor network standards are presented in detail. Overall, this book covers the
current state of the art in IWSNs and discusses future research directions in
this field. The remainder of this book is organized as follows.

Applications of Industrial Wireless Sensor Networks

Chapter 1 analyzes and evaluates Industrial Wireless Sensor Networks (IWSN)
applications classified into three main groups, that is environmental sensing,
condition monitoring, and process automation applications, which are based
on the specific requirements of the groups of applications. It points out the
technological challenges of deploying WSNs in the industrial environment. An
extensive list of IWSN commercial solutions and service providers are provided
and future trends in the field of IWSNs are summarized.

xxiii
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Machine Condition Monitoring with Industrial Wireless
Sensor Networks

Chapter 2 discusses the system requirements for Industrial Wireless Sensor
Networks (IWSNs) monitoring systems. The state-of-the-art wireless sensor
platforms are also introduced and compared. The trade-off between the higher
system requirements of industrial monitoring and the resource constrained
characteristics of IWSN nodes are demonstrated through the example of induc-
tion motor condition monitoring. Three industrial wireless network standards,
i.e., ZigBee, WirelessHART, ISA100.11a, and several protocols developed by
individual researchers for IWSNs are also reviewed.

Wireless Sensor Networks for Intelligent Transportation
Applications

Chapter 3 focuses on the use of wireless sensor networks for sensing and mon-
itoring in intelligent transportation applications. It also describes three key
application areas, that is traffic and car park management, intra-vehicle mon-
itoring systems, and road safety. In addition, the application requirements
for different automotive segments are discussed and promising research ap-
proaches are mentioned. The issue of privacy, especially in intra-vehicle mon-
itoring systems, is pointed out.

Design Challenges and Objectives in Industrial Wireless
Sensor Networks

Chapter 4 covers Industrial Wireless Sensor Network (IWSN) requirements
and objectives common to many applications. It also summarizes the poten-
tial advantages offered by IWSNs. Research challenges in the area of IWSNs,
such as safety, security, availability, real-time performance, system integration
and deployment, coexistence and interference avoidance, and energy consump-
tion, are discussed in detail. Important properties of industrial communication
systems are also presented.
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Resource Management and Scheduling in WSNs Powered
by Ambient Energy Harvesting

Chapter 5 points out that resource (energy) management in WSNs equipped
with energy harvesting capabilities is substantially and qualitatively different
from resource management in traditional (battery-powered) WSNs. It sum-
marizes a selection of state-of-the-art resource management and scheduling
algorithms, developed for energy harvesting wireless sensor networks (WSNs),
selected in particular with respect to their suitability to the industrial WSN
environment. The drawbacks, advantages, and possible application areas of
these algorithms are also discussed to inform a system designer about which
one to implement for a particular application or in a particular industrial
setting.

Energy Harvesting Techniques for Industrial Wireless
Sensor Networks

Chapter 6 discusses different energy harvesting techniques including solar,
thermal, vibration, air flow, acoustic, magnetic field, electromagnetic wave,
radio frequency-based energy harvesting, and envisaged methods in terms of
efficiency and applicability. These techniques are also compared in terms of
power density in indoor and outdoor environments. In addition, node and
network-level adaptations to improve energy harvesting schemes are explained
in detail. Open research issues are discussed with future research directions
proposed.

Fault Tolerant Industrial Wireless Sensor Networks

Chapter 7 introduces the main sources of faults in industrial wireless sensor
networks (IWSNs). In particular, specific types of network level faults along
with fault tolerance mechanisms for managing network faults in three major
industrial wireless sensor network (WSN) standards (ZigBee, WirelessHART
and ISA 100.11a) are discussed. Finally, some promising fault tolerant IWSN
design approaches, including fault tolerant routing and fault tolerant node
placement and clustering are presented to improve the fault tolerance capa-
bility at the network level of an IWSN.
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Network Architectures for Delay Critical Industrial Wire-
less Sensor Networks

Chapter 8 focuses on communication challenges caused by the harsh deploy-
ment environments that are common in industrial settings, and the strict ap-
plication requirements imposed by the real-time nature of the industrial pro-
cesses. To address delay requirements of industrial applications, three cross-
layer mechanisms on PHY and MAC layers have been proposed. These mech-
anisms utilize the deadline information associated with each packet for further
transmission, backoff decision, and redundancy optimization. The authors also
show comparative performance evaluations of their proposed solutions.

Network Synchronization in Industrial Wireless Sensor
Networks

Chapter 9 emphasizes the importance of network synchronization for cur-
rent and future Industrial Wireless Sensor Networks (IWSNs) and summa-
rizes some functionalities having this requirement. It classifies and presents an
overview of network synchronization approaches for IWSNs. Specifically, mu-
tual network synchronization, random time source, and diffusion algorithms
that improve on synchronization reliability and fault-tolerance, are introduced.
The clock parameter estimation is also described briefly.

Wireless Control Networks with Real-Time Constraints

Chapter 10 focuses on the problem of operating an industrial system with
real-time constraints over a wireless network, employing simple, off-the-shelf,
IEEE 802.11 (WiFi) and IEEE 802.15.4 (ZigBee) radio technologies. Three
case studies have also been presented under various channel conditions over
different wireless technologies. Through extensive experiments, it is also shown
that significant performance gains can be achieved by the integration of wire-
less model based predictive networked control system with various consider-
ations in the network level and challenges of the wireless networked control
problem can be well addressed with such multi-disciplinary approaches.
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Medium Access Control and Routing in Industrial Wire-
less Sensor Networks

Chapter 11 presents existing protocol solutions for Industrial Wireless Sensor
Networks (IWSNs) at the medium access control (MAC) and network layers.
A classification of the protocols and a summary of the standardization activ-
ities at both layers as well as the bridging layers are provided. Testing the
performance of the proposed protocols in real industrial environments with
harsh conditions, cross-layer solutions that involve interactions between MAC
and routing layers, protocols supporting mobile nodes and sinks, supporting
real-time services, energy harvesting-aware power management and protocols,
co-existence issues, and error control techniques are identified as some research
challenges in the domain of IWSNs.

QoS-Aware Routing for Industrial Wireless Sensor Net-
works

Chapter 12 focuses on Quality of Service (QoS) provisioning at the routing
layer for Industrial Wireless Sensor Networks (IWSNs). It also provides a
general overview of industrial application requirements and the challenges
imposed by the limitations of wireless sensor devices that influence the design
and performance of QoS-aware routing protocols for IWSNs. In addition, it
reviews current approaches to routing in industrial environments together with
the mechanisms used to provide QoS at the Network Layer.

Reliable and Robust Communications in Industrial Wire-
less Sensor Networks

Chapter 13 introduces a cross-layer design of channel coding, resource allo-
cation, and distributed source coding. In addition, the relationship between
source coding rates and the source nodes correlation is presented. The trade-
off between packet error rate and energy-latency performance is analyzed to
provide unequal error protection among sensor nodes. Moreover, the chan-
nel coding technique is investigated as a promising technique to improve the
overall network reliability and robustness.
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Network Security in Industrial Wireless Sensor Networks

Chapter 14 describes the security solutions proposed in the context of Indus-
trial Wireless Sensor Networks (IWSNs). A particular focus is put on network
authentication and access control, key management, firmware update, and pri-
vacy protection solutions. The chapter also discusses their applicability in the
industrial domain based on a number of derived security challenges associated
with industrial applications.

Cognitive Radio Sensor Networks for Industrial Applica-
tions

Chapter 15 presents potential advantages and architecture configurations of
Cognitive Radio Sensor Networks (CRSNs) for industrial applications to over-
come challenges of wireless monitoring and control in industrial environments.
In addition, spectrum management functionalities, including spectrum sens-
ing, decision and mobility, are discussed, and communication protocol require-
ments of CRSN are investigated from the perspective of industrial applica-
tions. The open research issues on communication protocol development for
CRSN in industrial applications are also presented.

Industrial Wireless Sensor Network Standards

Chapter 16 highlights the need for specific wireless communication standards
for industrial application as opposed to the consumer industry, which has very
different requirements. It gives an overview of main Industrial Wireless Sen-
sor Network (IWSN) standards, these being IEEE 802.15.4, WirelessHART,
ISA100.11a, and WIA-PA. It discusses the strengths and weaknesses of each
standard. A future outlook on industrial WSNs is also given.

Chapter Outline:

1) Applications of Industrial Wireless Sensor Networks
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2) Machine Condition Monitoring with Industrial Wireless Sensor Net-
works

3) Wireless Sensor Networks for Intelligent Transportation Applica-
tions

4) Design Challenges and Objectives in Industrial Wireless Sensor Net-
works

5) Resource Management and Scheduling in WSNs Powered by Ambi-
ent Energy Harvesting

6) Energy Harvesting Techniques for Industrial Wireless Sensor Net-
works

7) Fault Tolerant Industrial Wireless Sensor Networks

8) Network Architectures for Delay Critical Industrial Wireless Sensor
Networks

9) Network Synchronization in Industrial Wireless Sensor Networks

10) Wireless Control Networks with Real-Time Constraints

11) Medium Access Control and Routing in Industrial Wireless Sensor
Networks

12) QoS-Aware Routing for Industrial Wireless Sensor Networks

13) Reliable and Robust Communications in Industrial Wireless Sensor
Networks

14) Network Security in Industrial Wireless Sensor Networks

15) Cognitive Radio Sensor Networks for Industrial Applications

16) Industrial Wireless Sensor Network Standards
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2 Industrial Wireless Sensor Networks

1.1 Introduction

Recent advances in wireless sensing technology encourage the further opti-
mization and improvement of the product development and service provision
processes. Industrial Wireless Sensor Networks (IWSNs) are an emerging class
of WSN that face specific constraints linked to the particularities of the in-
dustrial production. In these terms, IWSNs face several challenges such as
the reliability and robustness in harsh environments, as well as the ability
to properly execute and achieve the goal in parallel with all the other indus-
trial processes. Furthermore, IWSN solutions should be versatile, simple to
use and install, long lifetime, and low-cost devices – indeed, the combination
of requirements hard to meet.

In this chapter we discuss the applications of WSNs in industrial environ-
ments. Based on the specific requirements of the industrial production, the
IWSN applications can be classified into three groups (Figure 1.1):

1. Environmental sensing. This group generally represents the
widest field of WSN application nowadays. IWSN applications for
environmental sensing cover the problems of air, water (together
with waste water) pollution, but also the production material pol-
lution monitoring. Furthermore, in hazardous environments, there
are numerous needs for fire, flood, or landslide sensing. Finally, the
security issues arise in markets with competing product and service
providers, where IWSNs are used for point of interest, area, and
barrier monitoring.

2. Condition monitoring. This group generally covers the problems
of structure and human condition monitoring. The first and second
subgroups provide both the structure health information (the con-
dition of the buildings, constructions, bridges, supply routes, etc.)
and the machine condition monitoring including possible factory au-
tomation. The third subgroup takes into consideration healthcare
applications of IWSN.

3. Process automation. The last group of applications provides the
users with the information regarding the resources for the produc-
tion and service provision, including the materials, current stock
and supply chain status, as well as the manpower included in the
industrial process and building automation. Finally, one of the most
important issues from the user perspective is the production perfor-
mance monitoring, evaluation, and improvement that are achieved
through IWSNs.

Table 1.1 provides the list of major industry branches and sectors with
the specific group of applications applicable to the particular branch. Here we
consider 4 industry sectors: primary (the extraction of resources directly from
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Earth, includes farming, mining and logging with no product processing), sec-
ondary (primary sector product processing), tertiary (service provision) and
quaternary (research of science and technology). Currently, the needs and
possibilities of WSNs in all the industry sectors and branches are widespread.
The pace of industrial development pushes and encourages the development
of IWSNs even more. In this chapter, we analyze and evaluate current appli-
cations of IWSNs and discuss possible future trends in this area.

ENVIRONMENTAL
SENSING

HAZARDPOLLUTION SECURITY

CONDITION
MONITORING

EQUIPMENT

CONDITION

STRUCTURAL

HEALTH

HUMAN BEING

MONITORING

PROCESS
AUTOMATION

EVALUATION IMPROVEMENT

FIGURE 1.1
Taxonomy of industrial wireless sensor network applications.

TABLE 1.1
Main industry branches in 4 sectors.
Sector Branch Environmental Condition Process

Poll. Haz. Sec. Struc. Equip. Eval. Impr.
I Mining, logging • • • • • • •

I,II Power/Energy • • • • • •

I,II Agriculture • • • •

II Chemical/Biotechnology • • • •

II Civil engineering • • • •

II Electrical engineering • • • • •

II Mechanical engineering • • • • •

II,III Product processing • • • • •

III Transportation • • • • •

III Military/Defense • • • • • • •

III Healthcare • • •

III Communication • • •

III,IV Security R&D • •

This chapter is organized as follows. We address some of the biggest chal-
lenges in IWSN in Section 1.2. Then, we provide the taxonomy of the IWSN
applications for environmental sensing in Section 1.3, condition monitoring in
Section 1.4 and process automation in Section 1.5. In Section 1.6 we present
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the extensive list of IWSN solutions and service providers. Finally, we conclude
the chapter by discussing some possible future IWSN trends in Section 1.7.

1.2 Technological Challenges

The deployment and the set up of Wireless Sensor Networks are extremely
challenging tasks, which become even more challenging in industrial appli-
cations. The environment where IWSNs are deployed in order to monitor
environmental or production processes is extremely dynamic, it can depend
on the specific product, the phase of life of the product and the kind of service
provision considered. In fact, each kind of product or phase of life has different
requirements and imposes on the monitoring system different constraints. In
this section we will try to give a general description that can be useful for
IWSNs’ designers.

One of the challenges to face is the impact of the propagation environ-
ment. When the IWSN is deployed inside a factory to assess the production
process quality, the designer has to deal with the interference and the radio
environment produced by the production machines. In this case, the IWSN
has to be deployed and calibrated not only to guarantee the correct assessment
of the production process, but above all not to interfere with the production
process. The same logic holds for IWSNs used to monitor electricity, water,
and gas consumption. Often nodes of the IWSN are immersed into the goods
inside containers or any transportation means. For this kind of environment,
the radio characteristics of the goods and the container have to be carefully
investigated in order to determine the most efficient and effective way to make
nodes communicate in spite of probable signal degradations.

In general, radio waves will not follow the same behavior according to the
environments in which sensors are deployed. If the network is deployed out-
doors, the radio propagation can be assimilated to a free-range perturbation,
with an almost omnidirectional propagation. However, it will be impacted
by the weather, more or less depending on the frequency used. For instance,
frequencies around 2.4GHz may be stopped by a thick fog. When wireless
sensor networks are deployed indoors, the data propagation is far from being
omnidirectional. In this environment it is even harder to make the classical
assumptions on the shape and extension of the communication range for sen-
sors. In fact, sensors that are placed within the communication range might
be invisible, whereas sensors that should be considered out of range are actu-
ally in the neighbors’ set. This can be explained by the fact that waves can
bounce on walls, machinery, etc. This amplifies the signal in some locations
and cancels it in other locations. Indeed, metallic equipment may extend the
propagation area for the radio signal or may prevent the signal to reach close
areas beyond the equipment. Similarly, presence of metal and liquid greatly
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impacts the propagation. These challenges, strictly dependent from physical
factors, are not easy to handle. The environment in which sensors will be
deployed needs to be studied in order to determine the optimal locations for
sensors.

Operation lifetime, as a result of the power management policy, is one
of the key issues in all the WSN applications, including the IWSN. Several
IWSN applications, especially in the field of environmental monitoring, require
the autonomous power supply from alternative power sources, such as wind
or solar power. Although it is possible to obtain a constant power supply in
some industrial environments, sensors tend to be battery powered in order to
keep the monitoring non-intrusive. However, in most cases, batteries are not
expected to be reloaded or changed. Thus, energy should be preserved. There
exist many ways to do so, both in software and hardware. From the hardware
point of view, it is important to carefully choose the components. These latter
should be low energy consuming while providing the needed capacity. In some
particular applications, energy harvesting modules can be envisioned, like solar
cells or kinematic sensors, etc., but their usage is still marginal.

From the software point of view, energy should be preserved by controlling
the number of messages to be sent and the transmitting power. Indeed, radio
activities, such as sending and receiving data are the activities that consume
more energy in WSN compared with processing and sensing activities. Thus, it
is important to monitor carefully the amount of data to send and the frequency
at which it is sent, i.e., the number and size of messages, while preserving
the quality of service expected by the application. Similarly, the further the
messages are sent the more the energy needed and the more the interferences
generated. Thus, it is important to monitor the transmission range based on
the target to reach.

Another challenge in this field of application is the heterogeneity that
the IWSN must deal with. In fact, heterogeneity is present in at least two dif-
ferent facets in industrial sensing applications: heterogeneity of data collected
and heterogeneity of objective network to integrate with. The heterogeneity of
data collected comes from the need of creating the dataset used to assess the
quality of the production process/service provision by including a range spec-
trum of parameters. In turn, this requires to enable proper data fusion/data
aggregation schemes for the acquisition/transmission of data, and powerful
techniques of data analysis for the reception side. The heterogeneity of objec-
tive network is focused especially on logistics applications, where the IWSN
used to monitor the transportation of some goods must be able to integrate
with the IWSN deployed in both the production site and the delivery site,
in order to acquire and exchange relevant information about the transported
goods.

The third main technological challenge is that IWSNs for process and
service monitoring have to operate autonomously. The operation of the
IWSN should not represent an additional burden for the human involved in the
sensor network operation, instead the IWSN should be able to autonomously
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configure and deploy when the deployment site is inaccessible for humans. In
this context, maintainability is one of the important design challenges in
the IWSN as well. The deployed IWSN and its components should be easily
repairable or replaceable by maintenance personnel in the case of failures.

The requirements of the industrial process impose the need for reliable and
secure IWSN. Reliability in this context refers to the monitoring system that
has to provide accurate and real-time information regarding the monitored
process even in harsh industrial environments under extreme vibration, noise,
humidity, or temperature conditions. The information gathered during the
monitoring process is vital for proper system operations, given that even the
smallest errors can produce fatal consequences for both the system and the
product. Therefore, system security concludes our list of main challenges in
the IWSN design.

1.3 Environmental Sensing Applications

1.3.1 Concept and Objectives

Environmental sensing has been the basic WSN application, since WSN ap-
peared in industrial processes. Nowadays, environmental sensing is widely
spread in almost every field of industry. The common element that combines
all the application scenarios together is the need for real-time information
about the industrial environment, whether it is the production material, am-
bient or the process itself. Three different paradigms can be distinguished in
this context: pollution, hazard, and security monitoring, that will be discussed
further in this section.

General objective in the environmental monitoring is an efficient informa-
tion gathering, used both for prevention (real-time or postponed) and analysis.
The migration from the wired sensor networks to their wireless counterpart
brings numerous advantages by facilitating the deployment and information
gathering process. However, the compromise is always present - WSNs still
have to cope with the problems of erroneous communication, robustness, life-
time, and cost constraints.

In this section we analyze some existing research works in the field of
environmental sensing. Such environmental monitoring applications are the
first ones that have been developed for wireless sensor networks. In fact, due to
their small size, sensors can be easily and quickly deployed over large scales at
low cost. Their wireless features that make them independent from any costly
and fixed infrastructure also contribute to their success. Environment sensing
is a very broad area that comes from monitoring for disaster prevention, like
volcano monitoring, to healing operations when sensors indicates a critical
area.
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1.3.2 Existing Solutions

ENVIRONMENTAL
SENSING

HAZARD

Flood [2]

Debris flow [14]

Gas leakage [22, 23]

POLLUTION

Air [6]

Gas [8]

Noise [21]

SECURITY

Fence

surveillance [10]

FIGURE 1.2
Environmental sensing applications.

1.3.2.1 Pollution

The importance of the pollution detection both in materials for the produc-
tion as well as in the production ambients makes the pollution monitoring
one of the most widely spread field of application in environmental sensing.
Constant advance in the sensing technology supports this statement as well.
In [8], authors propose a low-cost, fully automated, end-to-end in-sewer gas
monitoring system based on floating-drifting embedded sensor platform. This
system provides the user with accurate information regarding the gas readings
and its localization. Data on air should be always available to citizens who
want to know the level of pollution within their cities.

Some techniques to allow typical web users to access high-resolution pol-
lution data gathered from a large number of vehicle-mounted mobile sensing
devices coupled with highly-accurate static sensor data in an easy-to-use, in-
tuitive interface are presented in [6].

Another source of pollution is the noise present in urban areas. Authors of
[21] present a prototype of a platform for collection and logging of the outdoor
noise pollution measurements. These measurements can be used for the anal-
ysis of pollution effect on manpower productivity and social behavior. There
also exist many other kinds of applications for detecting and/or preventing
pollution like also air or water pollution continuously or after an event like for
instance a volcano eruption which may spread in the atmosphere some toxic
gas.

1.3.2.2 Hazard

Industrial facilities are often localized in environments that are riskier than
residential areas, especially in the case of oil, gas, and coal mining industries or
agricultural companies. Therefore, proper early warnings or predictive disas-
ter detection might be a valuable asset, resource, and life saver. In [2], authors
implement the river flood detection. A sensor network is used for flood predic-
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tion based on the previous measurements. By using a small number of sensor
nodes with self-monitoring for failure capabilities, they cover and secure large
geographical area under the threat of disaster. In [14], authors propose the de-
bris flow monitoring system that allows in-situ real-time debris flow tracking.
A number of robust sensors with self-localization capabilities are thrown into
the flow, thus providing the real time flow direction and volume information
used for early warning issuing.

Autonomous wireless sensor systems can be used for early fire and gas leak
detection [22]. In this work, a gas sensor module detects pyrolysis product in
order to individuate a fire before inflammation, and a generic energy scaveng-
ing module, able to handle both alternating current and direct current based
ambient energy sources, provides the power supply for the gas sensor module.

In [23], authors propose a differential gas measurement approach along
with specific heating pulses for the sensor to secure substantial energy saving
in hazardous gas leakage scenarios.

1.3.2.3 Security

The concept of security in industrial environments is indeed widely spread
over almost all the industry branches in all sectors. The security itself can
refer to the security of the information and the security of the people, prod-
ucts and equipment. In this chapter, we focus on the latter. In this context,
the applications for security monitoring usually focus on the area, barrier,
and point of interest monitoring. In [10], authors present a fence surveillance
system that comprises the robot and camera sensor network and two types
of nodes, ground, and fence nodes. The network reports the acquired data
to the base-station with issues commands to mobile robots that extend the
communication distance of the system.

1.4 Condition Monitoring Applications

1.4.1 Concept and Objectives

Why is there a need for WSN applications in condition monitoring? Every in-
dustrial system faces the problem of equipment amortization that introduces
the maintenance cost into the equation. Moreover, there is a need for struc-
tural and equipment monitoring techniques that could provide a global picture
on subject condition and accurately predict equipment failures and therefore
improve component and equipment reliability and performance. Furthermore,
structural monitoring system detects system damages before possible failures
and minimizes the time that production line spends out of service, and thus
increases the profit. Without automated monitoring system, it is necessary
to schedule regular system checks and preventively replace production equip-
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ment, which can also include the risk of sending maintenance workers into
hazardous environments.

WSN intended for condition monitoring avoids all the aforementioned
problems and suits the application requirements in comparison with wired
sensing systems, since:

• it is easily deployable and reconfigurable even in an inaccessible areas such
as moving (rotating) machine parts,

• it is easily reconfigurable,

• it reduces the system installation and condition monitoring cost in general.

In this context, we distinguish two classes of condition monitoring ap-
plications: structural health monitoring (public, private and transporta-
tion infrastructure) and equipment condition monitoring (mechanical and
manufacturing equipment). The third class that we introduce in this context
is related to the condition monitoring of human beings. In this case WSN
can be deployed directly on the body and be integrated with infrastructured
networks.

1.4.2 Existing Solutions

CONDITION
MONITORING

EQUIPMENT

CONDITION

Pipelines [18, 25]

Factory
automation

[13, 27, 29]

STRUCTURAL

HEALTH

Building [30]

Wind turbine [26]

Coal mine [15]

Tunnel [24]

Bridges [9, 19]

HUMAN BEING

MONITORING

Healthcare
applications

[3, 5, 28]

FIGURE 1.3
Condition monitoring applications.

1.4.2.1 Structural Health Monitoring

Wireless sensor networks are well suited for the structural health monitoring
since they are easily deployable and configurable for this purpose. Here we
cite some of the recent works that tackle the problem of structural monitoring
(notably the vibration monitoring) on buildings [30], wind turbines [26], coal
mines [15], tunnels [24], and bridges [9, 19].
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In [30], authors deployed a wireless data acquisition system that is used
for damage detection on the building. Their proposed system continuously
collects structural response data from a multi-hop network of sensor nodes,
displays and stores the data in the base station. They propose the system
design and evaluate their approach by practical WSN implementation.

Prior to the monitoring system implementation, it is necessary to charac-
terize the structure under consideration. In [26], authors deploy wireless sensor
network on two wind turbines in order to gather the vibrational output data
and to provide better models of wind turbine dynamic behavior and response
to loading. Authors made the acquired data available for future structure
health monitoring designs.

Authors in [15] discuss the design of a structure-aware self-adaptive ap-
proach that rapidly detects structure variations in coal mines caused by un-
derground collapses. The goal of their system design is to detect the collapsed
area and report it to the sink node, to maintain the system integrity when the
structure is altered and to provide a robust mechanism for query handling over
the network under unstable circumstances. They conducted field experiments
and deployed a prototype system that proves the approach feasibility.

One of the hot topics in structural monitoring research are bridges, as a
part of the public infrastructure. Numerous research papers are written on
this topic and there are numerous attempts to propose solutions and practi-
cal implementations for bridge health monitoring. We present only most re-
cent works in this field. In [9], authors describe requirement, challenges, their
design, and implementation of WSN for health monitoring of Golden Gate
Bridge in San Francisco Bay, USA. Authors identify requirements needed to
obtain data of sufficient quality to have a real scientific value to civil engineer-
ing researchers for structural health monitoring. Furthermore, they propose
the monitoring system that is scalable and applicable to different kinds of
monitoring applications and address the typical problems encountered during
the monitoring system practical implementations. In [19], authors present a
low-cost wireless sensing unit designed to form dense wireless mesh networks.
This device is developed for earthquake early warning projects, but it can
be efficiently used as a tool for wireless structural monitoring as well. In or-
der to determine the suitability of proposed system for structural monitoring
applications, they conduct experiments on Fatih Sultan Mehmet Bridge in
Istanbul, Turkey. Finally, in [24], authors tackle some problems and solutions
for structural health monitoring (especially for tunnels and bridges), but also
discuss the current state and limitations of the sensing and wireless technol-
ogy that is currently used. Their work presents advice for future experimental
practice and lessons learned from three deployment sites in United Kingdom:
Ferriby Road Bridge, Humber Bridge, and London Underground tunnel.
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1.4.2.2 Equipment Condition Monitoring

The production process speed and quality depends on the equipment condition
and accuracy. In this section we present some of the recent works in the field
of industrial equipment condition monitoring for pipelines [18, 25] and factory
automation [13, 27, 29].

In [18], authors develop the wireless network system for a team of underwa-
ter collaborative autonomous agents that are capable of locating and repairing
scale formations in tanks and pipes within inaccessible environments. Authors
describe in detail ad-hoc network hardware used in their deployments, that
comprises the pH, proximity, pressure sensors, and repair actuator. Further-
more, they describe the communication protocol and sensor/actuator feedback
loop algorithms implemented on the nodes. Another work that focuses on
WSN for pipeline monitoring is [25], where authors describe the WSN whose
aim is to detect, localize, and quantify bursts, leaks, and other anomalies
(blockages or malfunctioning control valves) in water transmission pipelines.
Authors report the results and experiences from real deployment and provide
algorithms for detecting and localizing the exact position of leaks that is tested
in laboratory conditions. The system presented in this work is also used for
monitoring water quality in transmission and distribution water systems and
water level in sewer collectors. In this context, the work can be classified as
the process evaluation group of works (Section 1.5.2.1) as well.

In [27], authors develop a WSN for factory automation condition-based
maintenance and they present design requirements, limitations, and guide-
lines for this type of WSN applications. Furthermore, they implement their
condition monitoring system in Heating & Air Conditioning Plant in Automa-
tion and Robotics Research Institute in University of Texas.

Authors of [29] propose the use of accelerometer based monitoring of
machine vibrations and tackle the problem of predictive maintenance and
condition-based monitoring of factory automation process in general. They
demonstrate a linear relationship between surface finish, tool wear, and ma-
chine vibrations thus proving the usability of proposed system in equipment
monitoring.

In [13], authors focus on preventive equipment maintenance in which vibra-
tion signatures are gathered to predict equipment failure. They analyze the
application of vibration analysis for equipment health monitoring in a cen-
tral utility support building at a semiconductor fabrication plant that houses
machinery to produce pure water, handle gases, and process waste water for
fabrication lines. Furthermore, authors deploy the same sensor network on
an oil tanker in order to monitor the onboard machinery. In the end, they
discuss design guidelines for an ideal platform and industrial applications, a
study of the impact of the platform on the architecture, the comparison of
two aforementioned deployments, and a demonstration of application return
on investment.
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1.4.2.3 Human Being Monitoring

WSN and wireless technology are a practical and convenient way to assess
medical procedures and cares to patients and people in need. The key factors
of innovative solutions that mix Wireless Body Area Networks (WBAN) and
infrastructured networks are self-care, self-management, and cost effectiveness.

The objective of [5] is to provide a general architectural solution to provide
wireless technology and self-learning solutions in planning and developing a
wireless hospital or distributed hospital of which cognitive radios, smart com-
ponents, and WBAN are the key components.

In [28], authors describe a policy-based architecture that utilizes wireless
sensor, advanced network topologies, and software agents to enable remote
monitoring of patients and elderly people; through the aforementioned tech-
nologies they achieve continuous monitoring of a patients condition and they
can proceed when necessary with proper actions.

Body Sensor Networks (BSN), can remotely collect data and upload vital
statistics to servers over the Internet [3]. In this work, authors propose to use
BSNs to efficiently monitor and record data while minimizing the energy ex-
penditure of nodes in the BSN. The collected data is transferred by connecting
a BSN to a social network in order to create the unique ability to share health
related data with other users through social interaction. The final objective of
this work is to integrate social networks and BSNs to establish a community
promoting well being and great social awareness.

1.5 Process and Service Monitoring Applications

1.5.1 Concept and Objectives

The last group of applications that we have considered are those concerned
with monitoring processes and services. In this sense, the former is industry-
oriented and it consists of all the activities performed by human workers or
machines to produce goods; whereas the latter is user-oriented and it consists
of the operations needed to provide end-users with specific services, such as
electricity, water provision, or more integrated approaches involving building
automation.

Process monitoring involves many industrial fields, since it focuses on
tracking the quality of the entire life of a product, step by step from the
materials provision used for its production till its disposal. Therefore, all the
IWSN applications dealing with manpower and production materials track-
ing as well as logistics and transportation systems fall in this category. The
role of IWSNs in these applications is driven by the need for evaluating and
improving each and every step of goods production-distribution-consumption
process as well as the cycle as a whole.
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Service monitoring is mainly related to evaluating the quality of the provi-
sion of a specific service to end-users. The quality assessment can be performed
in terms either of the efficiency of the provision line or the effectiveness of the
service provision at the end-user’s location. In the first case, service monitor-
ing overlaps with the public/private infrastructure monitoring already investi-
gated in Section 1.4, whereas the second is object of study in what follows. In
service monitoring applications the IWSNs have the important role of offering
both the provider and the consumer valuable information about the provi-
sion. From providers’ perspective, remote monitoring/metering of electricity
power, heat, water, or gas is a simple and effective solution, in fact it has gained
great momentum in the last years. Several works integrate the evaluation of
the quality detected by the WSNs with the capability to modify the environ-
ment by proper actuators. This case is referred as building automation. From
consumer’s perspective, IWSNs’ applications represent a remarkable step in
the direction of the green building deployment because they allow end-users
to constantly estimate their energy expenditure as well as the quality of the
environment where they live.

The applications for both the fields studied in this section would highly
benefit from the integration of the actuator system in order to automatically
improve the process/service provision and achieve the desired results. For
this reason, we split the existing solutions subsection in two parts: the first
describes research works aimed at evaluating and monitoring processes and
services provision, whereas the second includes also the actuation, which allow
the designer to close the feedback control loop and move towards completely
automated systems.

1.5.2 Existing Solutions

PROCESS
AUTOMATION
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Supply/cold
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FIGURE 1.4
Process automation and service provision monitoring.
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1.5.2.1 Process and Service Provision Evaluation

In this subsection we present some recent research works on developing IWSN
applications aimed at gathering all the needed information from the prod-
uct/service in order to assess the quality of the production/provision process.
This kind of application is very useful from both the private citizen’s or com-
pany’s perspective and the public system’s perspective. For example, in the
United States, the Environmental Protection Agency claims that more than
$18 billion a year could be saved by reducing the water consumption by 30%
and that the American public water supply and treatment facilities consume
about 56 billion kWh per year, which is enough electricity to power over 5
million homes [32].

In [11], authors present an easy-to-install self-calibrating system that pro-
vides users with information on when, where, and how much water they are
using. The approach is non-intrusive, cost-effective, and easy to deploy. It is
based on wireless vibration sensors attached to pipes, which are able to mea-
sure the water flow passing through the pipe and estimate consumption with
a mean absolute error of 7%.

The United States Department of Energy in [31] estimated that 10% of the
total energy used by commercial sector is wasted by parasitic energy use in
commercial building HVAC systems. Green building deployment is the best
response to this energy waste, but it will take some years before local and
international communities and politics will accept and implement a different
way to design and build public and private constructions. In the meantime,
HVAC monitoring system are very useful to evaluate waste and consumption.
For example, in [7], authors present a system for AC energy monitoring in large
and diverse building environments. Their system provides real, reactive, and
apparent power measurements and comprises the metering control interface,
IP compatible network structure and software that provides various power-
centric applications.

As we said, the monitoring activities can involve also the life-cycle of a
product, from its production to its disposal. Specifically, we have selected two
research works that fall in the subcategory of resource tracking and logistics,
in order to show how IWSNs, because of their intrinsic capability to deal with
dynamic process, are well suited to be used in highly constrained and resource
demanding processes. In [4], authors present a way to apply the dynamic WSN
in temperature controlled supply chain (cold chain) for fruit and pharmaceu-
tical product storage and transport to avoid degradation and spoilage. The
approach supports real-time monitoring and remote maintenance via wired
and mobile wireless network access. In [20], author presents the architecture
and implementation of a self-configuring WSN used in a cold chain manage-
ment tool that contributes to quality improvement and waste reduction.
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1.5.2.2 Process and Service Provision Improvement

WSN dedicated for industrial process improvement represent maybe the most
important part of all the industrially applicable WSNs since they usually
comprise the actuator components as well. In this way, these IWSNs could be
observed as Automated Industrial Wireless Sensor and Actuator Systems, used
for complete process automation that are, therefore, widespread and present in
all the branches of industry. Backed up with the development of the sensing
and communication component technology they represent the future of the
Intelligent Process Automation Systems used in industry. A great number
of works focuses on the agriculture production process amelioration. In [16],
authors describe the design, development, and deployment of a WSN that
improves the water efficiency in the field irrigation located in dry regions. In
this way, with the use of temperature and humidity information it is possible
to implement the automated control system that consume irrigation water in
efficient manner.

Authors of [17] present the architecture, hardware, and the software of
the platform used for precision viticulture. A major feature of this platform
is its power-management subsystem, able to recharge batteries with energy
harvested from the surrounding environment. It allows the system to sustain
operation as a general-purpose wireless acquisition device for remote sensing
in large coverage areas. The platform is currently being used as a simple and
compact yet powerful building block for generic remote sensing applications,
with characteristics that are well suited to precision viticulture.

The two mentioned works consider the automation of agriculture processes,
the next will highlight the usage of IWSNs in building automation and the
last in factory automation. In [1], authors tackle the problem of energy con-
sumption control by presenting a novel control architecture that uses occu-
pancy sensing to guide the operation of a building heating ventilation and
air-conditioning systems. By interacting between sensing and actuating part
of the HVAC control, they achieve significant results in energy saving.

Another example of WSN used for factory automation is given in [12].
In this case the emphasis is on highly dynamic processes in modern factory
facilities. This work presents a conceptual study of a wireless real-time system
dedicated for remote sensor/actuator control in production automation. It
discusses the timing behavior and power consumptions and reviews the system
design aspects such as network topology, multiple access schemes, and radio
technologies suitable for these constrained application environments.
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1.6 Commercial Solutions for IWSN

Commercial solutions for infrastructural and equipment monitoring include
complete wireless system solution, comprising wireless data acquisition, vibra-
tion sensors, signal conditioning for vibration sensors, and signal processing
software for equipment failure prediction and diagnostic. The sensors and net-
work hardware used in these solutions are capable of coping with most of the
aforementioned technological challenges. Table 1.2 provides a list of services
and solution providers to which an interested reader should refer.

1.7 Conclusions

Following the above description of the available wireless sensor network so-
lutions for industrial applications, we conclude this chapter by proposing a
discussion about open issues and future trends for different types of indus-
trial applications in environmental sensing, condition monitoring, and process
automation.

Environmental sensing. Depending on the environment in which sen-
sors will be deployed, the hardware should be carefully studied. Indeed, en-
vironment monitoring refers to outdoor applications. Thus, sensors should be
water-proof, prone to shocks, etc. This has a cost which represents a real
challenge since such applications require the deployment of a great number of
sensors, which cannot be done if each single sensor is expensive. An impor-
tant feature of wireless sensor networks deployed for environment monitoring
is that the environment is not controlled, not controllable, and possibly not
easily accessible, i.e., if a sensor is moved (by animals or wind for instance),
the network must continue to work properly. Network basic mechanisms such
as neighbor discovery or routing must adapt this mobility. This remains a
great challenge.

Condition monitoring. Recent technological advances will permit the
development of intelligent sensors and therefore the development of low-cost
intelligent monitoring systems capable of reliable equipment failure predic-
tion. Furthermore, technological advances allow the development of struc-
tures, production lines, and individual equipment components with built-in
sensors, emergence of self-monitoring equipment that would behave as an ad-
hoc network and that would easily communicate with other parts of condition
monitoring system. In the context of automation and maintainability, the
integration of complex software solutions onto sensing network and sensor
firmware that would introduce the concept of failure prediction and real-time
problem diagnostics. In the end, all the acquired condition monitoring in-
formation provide important guidelines and could serve the purpose of ”to
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TABLE 1.2
Commercial solution and service providers for IWSN

No. Name Environmental sensing Condition monitoring Process automation website
Pollution Hazard Security Structural Equipment Evaluation Improvement

1 ABB • • • abb.com
2 Accutech Instruments • • accutechinstruments.com
3 AES • • • • • • aesolutions.com.au
4 Aginova • • • • aginova.com
5 Apprion • • • apprion.com
6 Augusta • • • • augusta-ag.de
7 AVIDwireless • • • • • avidwireless.com
8 Azbil • • • azbil.com
9 Banner • • • bannerengineering.com
10 Bridge Diagnostics Inc. • bridgetest.com
11 Coalesenses • • coalesenses.com
12 Dust • • dustnetworks.com
13 Electrochem • • • • electrochemsolutions.com
14 Elpro • elpro.com
15 Emerson • • • emerson.com
16 Endress+Hauser • • • • • endress.com
17 Ferguson Beauregard • • • • fergusonbeauregard.com
18 FreeWave • • • • • • freewave.com
19 GridSense • gridsense.com
20 GST • • globalsensortech.com
21 Hitachi • • • • • • • hitachi.com
22 Invensys • • • invensys.com
23 Invisible Systems • • • invisible-systems.com
24 Meastim • • meastim.com
25 Memsic • • • • • memsic.com
26 National Instruments • • • ni.com
27 Nivis • • • • nivis.com
28 On-Ramp Wireless • • • onrampwireless.com
29 Panasonic • • • • • panasonic.com
30 Pepperl+Fuchs • • • pepperl-fuchs.co.uk
31 RF Code • rfcode.com
32 Rockwell • • • • • • rockwellautomation.com
33 Scanimetrics • • scanimetrics.com
34 Sensormetrix • • • • sensormetrix.co.uk
35 Siemens • • • • • • • automation.siemens.com
36 SKF • • skf.com
37 Synapsense • • synapsense.com
38 Timken • • • timken.com
39 Wessex Power • • • wessexpower.co.uk
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do” list for future civil infrastructure and production equipment design and
construction.

Process automation. Designers and developers of Wireless Sensor Net-
works have lost their initial view of WSN as a single system composed of
simple and homogeneous devices. From the referenced works, we have seen
that, especially in industrial applications of WSNs for process and service
monitoring, the trend is to deploy pervasive systems of heterogeneous capabil-
ities. These systems look at the nodes capabilities as the constituent blocks for
designing new applications and, in turn, this calls for a standard communica-
tion paradigm. The process monitoring also offers the possibility to pave the
way for the concept of “plug-in network”, which is a network of heterogeneous
devices able to become part of a larger network, when some spatial proximity
condition is satisfied. Therefore, we can imagine networks of devices deployed
in a container to monitor the transportation conditions of some goods, which
are able not only to communicate immediately with the “driver” if a prob-
lem occurs, but also to participate in successive phases of the consumption
phase once they arrive on the delivery site. Specifically for service provision
monitoring, as we have already mentioned the IWSN deployed to measure
consumption and quality of the service provided represents an important step
towards the design of green building where the consumption of energy is lim-
ited by new construction techniques, but IWSN can ensure a continuous and
constant monitoring and fixing of consumptions, failures, wastage, etc. IWSN
applications for process and service provision have gained a lot of market in
the last years, because of the complete control they offer in the whole life-cycle
of a product, it is very likely that the growth of this technology in the years
to come will be even stronger, if designers and developers are able to create
highly-specialized products for specific needs as well as cheap and customiz-
able platforms for householders and small companies.
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2.1 Introduction

Modern industrial processes are built from a broad range and large number
of machines and systems. To maintain the whole industrial process running in
a reliable and efficient condition, suitable device monitoring, fault diagnosis,
and process control techniques are necessary. These techniques are continu-
ally evolving to make best use of the latest technological advances, from the
earliest watching, listening, feeling of skilled engineers and manual operating,
to on-site analog instruments and analog controllers, and then to digital in-
struments and digital control, currently to large online wired monitored and
controlled systems such as a Distributed Control System (DCS) or Field Bus
Control System (FCS). Fault diagnosis techniques also developed from simple
threshold to AI techniques, while control algorithms developed from classical
PID control to many novel control algorithms.

Although online wired monitored and controlled systems are successfully
employed to monitor and control the critical devices and process parameters,
there are still many other non-critical devices that are not regularly moni-
tored. Combining these into the wired monitoring system may significantly
increase system cost because of the need for additional cabling. Sometimes
the installation cost may be even higher than the cost of the sensor itself,
in particular for remote monitoring. Adding monitors using a wired system
is also inconvenient for doing temporary or specialized tests. Wireless sensor
networks (WSNs) provide one potential solution to tackle these challenges
and an opportunity for a new routine revolution of industrial processes mon-
itoring and control techniques. Compared with a wired system, WSNs have
many inherent advantages, such as lower cost, convenience of installation, and
ease of re-location. These features make a low cost condition monitoring or
control system for non-critical equipment possible. However common WSN
sensor nodes are resource constrained, which is a problem for the high system
requirements of industrial process monitoring and control.

2.2 System Requirements of Industrial Wireless Sensor
Networks

2.2.1 Industrial Wireless Sensor Networks Application Cases

There have been relatively few reported instances of industrial wireless sensor
networks (IWSNs) for industrial processes. Some typical application cases are
given in this section.

A wireless sensor network for plastic machinery temperature monitoring is
proposed in paper [14]. This application system with 4 temperature nodes at



Machine Condition Monitoring with Industrial Wireless Sensor Networks 25

a cycle time of 128 ms has been successfully installed and tested on a plastic
injection molding machine. The sampling and payload data transmission rates
in this paper are relatively low (8 Hz) because the temperature is a slowly
changing parameter.

The industrial monitoring system in [35] has both wired and wireless com-
munication approaches to a supervisory system. A set of experiments were
conducted to analyze the system’s performance, in terms of packet losses, and
the maximum achievable data acquisition and transmission rates considering a
60 Hz signal. The results show that the intelligent sensor modules can analyze
up to the 5th harmonic of the fundamental 60 Hz signal.

A single hop wireless sensor network for machinery condition-based main-
tenance with commercial WSNs products is presented in [40]. This WSN is
implemented in a heating and air-conditioning plant.

A scheme of applying WSNs in online and remote energy monitoring and
fault diagnostics for industrial motor systems is proposed in [5]. A rotor eccen-
tricity fault is tested to verify the feasibility of the proposed approach. A Fast
Fourier Transform is applied to the stator current signals accumulated from
multiple records received at the central supervisory station over the WSN.

Paper [25] proposes a ZigBee/IEEE 802.15.4 based wireless sensor network
for health monitoring of an induction motor subjected to an imbalance fault.
A three-axis accelerometer ADXL330 is employed to measure the motor vi-
bration signature. Rotor imbalance faults with different levels were created
on an induction motor to validate the proposed system. However, the sensor
nodes only record and transmit the vibration data to the base station, all the
signal analysis and processing functions have been implemented by MATLAB
software on the base station.

As well as the research systems described above, a small number of com-
mercial wireless condition monitoring systems are available, including WiMon
from ABB, and Essential Insight.mesh from GE which are described below.

WiMon [8] is a wireless vibration monitoring system based on Wire-
lessHART developed by ABB. WiMon comprises WiMon 100 sensor units,
Gateway, WiMon Data Manger, OPC (Object Linking and Embedding for
Process Control) server, and ABB Analyst. The WiMon 100 sensor unit con-
sists of a vibration sensor, a temperature sensor, a long life battery, and a
WirelessHART radio. The WirelessHART Gateway is especially developed by
Pepperl+Fuchs GmbH to integrate with ABB’s wireless systems. So the sys-
tem supports the IEEE 802.15.4 radio standard and WirelessHART network
standard. The battery lifetime is estimated to reach at least 5 years if vibra-
tion root mean square (RMS) and temperature values upload interval is once
per hour and waveform upload interval is once per day.

Essential Insight.mesh is a wireless solution for condition monitoring
from GE [11], which comprises wSIM (wireless mesh network node), wSIM
Repeater, Manager Gateway, and Transducers. The system supports IEEE
802.15.4 compliant radio and wireless mesh communications, and the com-
munication interfaces of Gateway is IEEE 802.15.4 (for future support of
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ISA100.11a) [12]. One wSIM sensor node supports up to 4 temperature or
vibration transducers. However for this product the minimum sample interval
is 15 minutes for temperature or static vibration, and 24 hours for dynamic
vibration. A battery pack provides up to 3 years of power with standard con-
figurations, which is defined as static data from all 4 channels every 2 hours
and dynamic data from each channel once per day [12]. Besides WiMon and
Essential Insight.mesh there are a number of other commercial wireless mon-
itoring systems, for example, TCLinK from Microstrain [38], which allows
sample rates from 2 Hz to 1 sample every 17 minutes.

2.2.2 System Requirements of IWSNs

From looking at the example systems in previous section, some requirements
for IWSN monitoring systems can be determined [17].

Processing heterogeneous sensor signals: An industrial monitoring system
typically needs to measure both slowly changing scalar values such as temper-
ature, and fast changing dynamic signals such as vibration. IWSNs need the
capability of acquiring and processing heterogeneous sensor signals, and then
transmitting the data.

Special sensors for IWSNs: Compared to the conventional wired monitor-
ing systems, IWSNs monitoring systems can impose additional constraints on
the sensors, such as small size, low energy consumption, and low cost, which
are hard to fulfill with many conventional sensors. For example, a traditional
proximity probe for vibration monitoring requires too much power for sus-
tained battery-powered operation. Newly developed Micro-Electro Mechanical
Systems (MEMS) sensors can provide an alternative to such expensive and
power-hungry conventional sensors [2].

Higher sampling rate: The sampling rate of IWSNs typically has to be
much higher than the sampling rate of WSNs for environmental or structural
applications because of the need to perform accurate monitoring for high speed
dynamic signals such as vibration.

Fast transmission rate: Higher sampling rates lead to a need for faster
transmission rates if the sampled data is directly transmitted. Often the lim-
ited wireless bandwidth impedes high-speed data collection and transmission.

Energy efficiency: To achieve wireless operation, IWSN nodes are usually
powered by batteries, and battery lifetime often determines the lifetime of the
whole network. However, higher sampling rates and more transmitted data
increase the energy consumption. So energy efficiency needs to be factored
into the design of node hardware and communication protocols.

Higher reliability data transmission: Process-critical monitoring applica-
tions are more intolerant to loss of data and thus the communications have
to be more reliable. However, the higher sampling rates make retransmission,
which is often used for enhancing the reliability, more difficult.

Accurate time synchronization: Fault diagnosis and multi-sensor fusion al-
gorithms require the joint study of the signals from several sensors. Time
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synchronization and clock drift become important for complex machine mon-
itoring.

2.3 Resource Constraint versus Higher System Require-
ments

2.3.1 Resource Constrained Wireless Sensor Nodes

A wireless sensor node is characterized by its small size, its ability to sense en-
vironmental phenomena through a set of transducers and a radio transceiver
with autonomous power supply [4]. Wireless sensor platforms have been de-
veloped and produced by different manufacturers, such as Crossbow [28] and
CSIRO [15]. Several companies also provide some wireless modules including
both the microcontroller and the RF components, and the relevant develop-
ment kits (e.g., JN5148 from Jennic [22] and RCM4510W [30] from Rabbit
Semiconductor), which enables users to implement WSNs with minimum time
to market and relatively low development cost. There are also some wireless
sensor nodes developed by individual researchers themselves using a commer-
cial available microcontroller, RF transceiver, and other electronic compo-
nents, for example the node presented in paper [44]. Table 2.1 compares some
existing sensor node and module architectures.

Currently, commercial WSNs nodes and modules typically employ a RISC
(Reduced Instruction Set Computer) microcontroller. Among the products in
Table 2.1, four of them are 8-bit, while the JN5148 from Jennic is a 32-bit
microcontroller with significantly higher processing capability. The program
and data memory sizes of the sensor nodes or modules are also small and some
products require additional external memory in addition to the memory on
microcomputer - for example the prototype presented in paper [44] employs
128 KB external SRAM besides the 4 KB RAM on the microcomputer. Some
types support the IEEE 802.15.4 standard operating at 2.4 GHz and having
250 Kbps data rate, while others operate with a data rate at 40 or 50 Kbps.
The current draw on active status is from 8 mA to 150 mA, while the sleep
state consumes current on the order of µA. The transmission range varies
between about 90 and 4000 meters. Some manufacturers provide a broad va-
riety of sensor boards to combine with the wireless modules. This approach
has good expandability for measuring different phenomena. WSNs with trans-
ducers built directly on the sensor node are another choice which trades off
expandability for robustness and compactness.

In summary, the low-end microcomputer, limited memory size and data
rate, and limited battery energy constitute the resource constrained charac-
teristic of common WSNs nodes.
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TABLE 2.1
Comparison for various sensor node and module architectures.

MICAz [28] FLECK3B [15] JN5148 [22] RCM4510W
[30]

PAPER [44]

Manufacturer Crossbow CSIRO Jennic Rabbit Semi-
conductor

Stanford Univ
Univ of Michi-
gan

Microcontroller ATmega128L ATmega128L JN5148 Rabbit 4000 ATmega128
CPU Clock 8 MHz 8 MHz 4 to 32 MHz 29.49 MHz 8 MHz
CPU bit 8 8 32 8 8
RAM (KB) 4 8 128 512 132
ROM (KB) 128 128 128 512 128
Radio Chipcon CC2420

2.4 GHz 250Kbps
Nordic RF 905
433/915 MHz
50Kbps

Custom
RF board
2.4 GHz
250Kbps

MaxStream
XBee 2 2.4 GHz
250Kbps

MaxStream
9XCite
902-928 MHz
40Kbps

Wireless Protocol IEEE 802.15.4 GFSK IEEE 802.15.4 IEEE 802.15.4 FHSS
Max range 75-100 m > 1000m Up to 1000 or up

to 4000 m
Up to 90 m Up to 90 m

Current draw 8 mA active, <15
µA sleep

33 µA standby 17.5mA RX,
15mA TX, 1.25
µA sleep

150 mATX/RX,
<20 µA sleep

77mA active,
100 µA standby

OS TinyOS TinyOS/FOS N/A N/A N/A
Transducers On sensor board Temp sensor is on

board, others on
sensor board

N/A N/A On sensor board
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2.3.2 Resource Constraints versus Higher System Require-
ments

This section investigates the tension between the higher system requirements
of industrial monitoring and the resource constrained characteristics of IWSN
nodes using the case of induction motor condition monitoring. These same
principles can be more broadly applied to many other industrial machines.

In general, a motor fault leads to corresponding signal changes such as
bearing vibration, stator current, and bearing and stator winding tempera-
ture. Supposing one stator current signal and four vibration signatures, viz.
vibrations in x and y direction on both ends of the motor, are monitored.
3.1 kHz sampling rate and 12 bit ADC are used in our system to measure
the parameters and obtain sufficient harmonic information for further fault
analysis. The raw data rate for continuous monitoring is then:

5× 3100× 12 = 186 kbps

Although the data rate of a typical WSN radio channel, such as IEEE
802.15.4, can reach 250 kbps, transmission overheads reduce the actual
achieved payload data rate to well below 250 kbps. In experiments reported
in [37], the data rates observed by a sensor node with a streaming application
using IEEE 802.15.4 non-beacon-enabled mode is about 42 kbps, and is about
4 kbps using beacon-enabled mode (Beacon Order: 8, Super frame Order: 5).
So, even modest IWSN monitoring systems using raw data transmission can
saturate the available payload bandwidth.

Large amounts of transmitted data also result in the wireless radio
transceiver being in its active mode for a significant time. Because the ra-
dio transmitter is often the highest power component on an IWSN node, large
transmission volumes limit node lifetime. If additional signals or higher reso-
lution A/D converters are considered, the situation will become even worse.

So there is a tension between the higher system requirement of IWSNs such
as higher sampling rate and faster data transmission rate, and the constrained
resources of IWSNs nodes, such as the limited radio bandwidth and limited
battery energy. The following sections will discuss several possible solutions for
this tension, e.g., IWSNs protocol and standards, on-sensor data processing,
and energy harvesting for sensor nodes.

2.4 Standards and Protocols of Industrial Wireless Sen-
sor Networks

To apply WSNs successfully, it is necessary to select appropriate wireless pro-
tocols for various layers of the network protocol stack, in particular the phys-
ical (PHY), medium access control (MAC), and network (NWK) layers. For
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PHY and MAC layers, the popular and commercially available wireless pro-
tocols for WSN include IEEE 802.11, IEEE 802.15.1, and IEEE 802.15.4 [23].
All of the three standards have been designed for use in different scenarios,
thus each of them offers various advantages and disadvantages depending on
their use [41].

IEEE 802.11 is the networking technology used for WiFi wireless local
area networking. The design of IEEE 802.11 protocols, in general, is targeted
towards high bitrates and the available transceivers require an order of magni-
tude more energy than is acceptable in low bitrate sensor network applications
[23]. Another drawback of IEEE 802.11 is the relatively high cost, especially
for simple WSNs.

The Bluetooth system (IEEE 802.15.1) is designed as a Wireless Personal
Area Network (WPAN) with one major application, the connection of de-
vices to a personal computer or mobile phone [23]. Two major drawbacks of
Bluetooth are the need to constantly have a master node, which spends much
energy on polling its slaves, and the rather limited number, up to seven, of
active “slave” units (a new version of Bluetooth remedies this limitation) [23].
The data rate and the power consumption of Bluetooth are between that of
IEEE 802.15.4 and IEEE 802.11. Bluetooth low energy (BLE) is a feature of
Bluetooth 4.0 wireless radio technology for low-power and low-latency appli-
cations in areas such as healthcare, security, and home entertainment. The bit
rate of BLE is less than 200 kbit/s. BLE was accepted as a part of Bluetooth
4.0 in December 2009 [6].

IEEE 802.15.4 is designed for WSNs requiring low cost, low power, low to
medium data rate (up to some few hundred kbps), and scalability. Because
of the low power consumption, longer battery life and cheaper cost of IEEE
802.15.4 compared to IEEE 802.11 and IEEE 802.15.1, it is more suitable for
the industrial device monitoring system requiring long lifetime nodes powered
by battery.

Recently, significant standardization efforts related to IWSNs have been
conducted. Three industrial wireless network standards, ZigBee [46], Wire-
lessHART [42], and ISA100.11a [18], have been ratified. They are all based on
the IEEE 802.15.4 physical layer. There are also several non-standard proto-
cols for industrial wireless sensor networks built on IEEE 802.15.4.

2.4.1 ZigBee

ZigBee is a specification for Low-Rate Wireless Personal Area Networks (LR-
WPANs) [27]. ZigBee is widely used in many wireless monitoring and control
application domains due to its low-cost, low-power, and implementation sim-
plicity. ZigBee can work in a Non Beacon Enabled mode using Unslotted
CSMA/CA (Carrier Sense Multiple Access/Contention Avoidance) or Beacon
Enabled mode using Slotted CSMA/CA with or without Guaranteed Time
Slots (GTSs). GTSs can be allocated by the network coordinator to devices
which require specific bandwidth reservation [27]. Currently, there are many
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chip vendors, including Atmel [3] and Jennic [20], producing commercially
available products adopting the ZigBee specification.

2.4.2 WirelessHART

WirelessHART is a wireless mesh network communication method designed
to meet the needs for process automation applications [42]. The timeslots
of WirelessHART are fixed length, 10 ms each, and organized by the super-
frame. Frequency hopping on a packet by packet basis and channel blacklisting
techniques are used in WirelessHART to enhance the system robustness. Cur-
rently, WirelessHART is supported by many instrumentation suppliers, such
as ABB [8] and Pepperl+Fuchs [32]. As an interoperable standard, Wire-
lessHART provides an easy way to setup, operate, and maintain a wireless
sensor network [39]. In addition, it is compliant with the existing HART de-
vices and systems.

2.4.3 ISA100.11a

ISA100.11a is a wireless system standard for industrial automation, which
is intended to provide reliable and secure wireless operation for non-critical
monitoring or control applications in industrial applications [18]. ISA100.11a
adopts a hybrid MAC layer, which combines TDMA (Time division multiple
access) and CSMA/CA [33]. The timeslots of ISA100.11a are flexible with
configurable length, which provides more flexibility for different system re-
quirements. Frequency hopping and channel blacklisting techniques are also
supported in ISA100.11a to ensure the robustness of wireless communications.
ISA100.11a can be mixed with existing wired networks, including Modbus,
PROFIBUS, Foundation fieldbus, and HART using tunnelling techniques [16].
Currently, there are some commercial ISA100.11a productions from different
suppliers, for example, Yokogawa [45], and GE [12]. However, there are tech-
nical challenges to implement the full ISA100.11a stack architecture on low
cost hardware [1].

2.4.4 Other Protocols for IWSNs

Besides the above-mentioned commercial industrial wireless sensor network
standards, there are also some wireless protocols developed by individual re-
searchers for industrial application.

By improving the ZigBee standard, paper [1] presents a complementary
industrial specification called OCARI (Optimization of Communication for
Ad hoc Reliable Industrial networks). This protocol was specially designed
for industrial wireless application by supporting deterministic MAC layer,
optimized energy-consumption routing, and HART application layer.

On a COTS hardware module (XBee module from Maxstream) a pro-
prietary protocol stack has been developed in paper [14], in which a MAC
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layer with a hybrid medium access strategy employing TDMA and CSMA/CA
based on an IEEE 802.15.4 compliant physical layer and star architecture are
proposed. The beacon interval (Tcycle) is comprised of two parts, Join Pe-
riod and Real Time Period. The former is used for network constitution and
other acyclic transactions by utilizing CSMA/CA, while the latter is devoted
to guarantee the cycle time deadline of sensory data transmission using a
TDMA allocation scheme.

A hybrid MAC protocol named user-configured (UC) TDMA is developed
in paper [40]. Scheduling characteristics of TDMA are used in this protocol to
provide deterministic time slots for sensor nodes, while different length time
slots can be employed for various signals. In one frame, the nodes may access
the channel more than once. The TDMA slot assignment table is calculated
and maintained by the base station to reduce the resource requirement such as
the memory of the sensor node. A contention scheme liking the RTS (request
to send) and CTS (clear to send) mechanism used in IEEE 802.11 is developed.

2.5 On-sensor Data Processing for IWSNs

This section introduces a novel IWSN for industrial device condition moni-
toring, in which on-sensor feature extraction and fault diagnosis are explored
to address the tension between higher system requirements of IWSNs and
resource constrained characteristic of sensor node. The prototype system is
illustrated by an IWSN for induction motor condition monitoring and fault
diagnosis. Experiment results show that on-sensor data processing is an effec-
tive approach to reduce data transmission, reduce energy consumption, and
prolong node lifetime.

2.5.1 Experimental System Architecture

The architecture of the experimental induction motor monitoring system using
IWSNs is illustrated in Figure 2.1. A star topology consisting of one coordi-
nator and several end nodes is used to monitor motor parameters such as
stator current and vibration. Many industrial processes will have more than
one device which needs to be monitored. For monitoring multiple machines,
a star network can be built with one coordinator for each machine, with all
the coordinators constituting a mesh or tree network. Such a system will be a
two-tier architecture; however, this section focuses on a star network for one
monitored device. IEEE 802.15.4 and ZigBee protocols are used for the radio.

Signal conditioning module conditions the output of different sensors to
the input voltage range requirement of the A/D converter. A low-pass filter
is employed in this module for anti-aliasing and noise reduction. After being
processed by the signal conditioning circuit, the sensor outputs are input to an
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A/D converter integrated in the microcontroller of the IWSN node to achieve
signal acquisition function and get a stream of digital samples.

Fault feature extraction module extracts the relevant fault features from
the raw digital data stream for further fault diagnosis. Many fault feature ex-
traction methods have been investigated by researchers in different domains.
This system uses the frequency spectrum calculated by the Fast Fourier Trans-
form (FFT) as the relevant feature. The FFT algorithm is suitable for imple-
mentation on the resource constrained sensor nodes. After feature extraction
by FFT, Principal Component Analysis (PCA) can be employed to reduce the
dimensionality of the fault features. The reduction of the dimensionality of a
data set by PCA is achieved by transforming to a new set of variables, the
principal components (PCs), which are uncorrelated, and which are ordered
so that the first few retain most of the variation present in all of the original
variables [19].

The purpose of fault diagnosis module is to give an estimation of the motor
condition by analysis of the extracted fault features. This is basically a signal
classification problem - to separate signals representing correct operation from
those representing faulty operation. Many such analysis techniques exist, such
as neural networks, fuzzy logic, and expert systems. For our specific applica-
tion, training data belonging to different classes (healthy, loose foot fault, and
mass imbalance fault) are well separated into clusters using simple clustering
analysis. Prototype or template vectors are firstly chosen for each class, which
lie at the center of each cluster of vectors. When the fault feature of new data
is extracted, the distances between the new data point and each prototype
vector will be calculated and compared. The new data sample is classified by
its closest prototype vector. This method is quick and simple to implement.
Other machine learning techniques, such as neural networks, can also be used,
at the cost of slightly increased computational cost.

In many current condition monitoring and fault diagnosis systems, fault
feature extraction and fault diagnosis algorithms are run on the centralized
computer. However, considering the powerful calculation capability of the sen-
sor node and the desirability of node energy saving, an alternative approach is
to conduct fault diagnosis on the sensor node or coordinator, and only trans-
mit diagnosis results to the centralized computer through the coordinator.

2.5.2 Experimental Validation

To verify the feasibility of the proposed IWSN machine condition monitoring
and fault diagnosis system, a series of laboratory experiments were performed.
In this section, the experimental setup is first introduced. The machine is run
in three conditions - normal working condition and two typical motor faults,
imbalance and loose feet. These conditions are then examined to investigate
the monitoring and the fault diagnosis capability of the proposed system.

A. Experimental Setup
The experimental setup used in this section is shown as Figure 2.2(a). A
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FIGURE 2.1
Schematic diagram of the proposed IWSN with on-sensor data processing.

single phase induction motor and a DC generator are installed on the same
bench. A slide resistor is included as the variable load of the DC generator. A
variable transformer provides the adjustable power for the motor. The key pa-
rameters of the AC motors are 0.56 kW, 110 V, and 1420 rpm. The parameters
of DC generator are 0.56 kW, 2450 rpm maximum.

The Jennic JN5139 sensor board and controller board were selected as the
hardware platform for the sensor nodes and the coordinator node, respectively.
The JN5139 micro-controller supports IEEE 802.15.4 and ZigBee protocols,
and it integrates a 32-bit RISC processor with a fully compliant 2.4 GHz
IEEE 802.15.4 transceiver, 192 kB of ROM, and 96 kB of RAM [21]. The
JN5139 represents a state-of-the-art small IWSN node suitable for on-sensor
data processing.

A current transformer, DIGITECH OM-1565, is used to sense the stator
current with a conversion ratio of 10 mV/A. The vibration signature is mea-
sured by ADXL335, a MEMS accelerometer, with a minimum full-scale range
of 3 g and 300 mV/g typical sensitivity. After signal conditioning, the signa-
tures are sampled by a 12-bit A/D converter, integrated in JN5139 with a
sampling rate of 3.1 kHz.

To test the motor subjected to mass imbalance, a flywheel structure is
mounted on the motor shaft. Mass blocks with different weights can be added
on the flywheel through the drilled hole to simulate the various severity of
fault. The details of the MEMS accelerometer, flywheel, and mass imbalance
block are shown in Figure 2.2(b).
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(a)

(b)

FIGURE 2.2
View of experimental setup. (a) Overall motor monitoring system using IWSN.
(b) Accelerometer, flywheel, and mass imbalance block.

B. Induction Motor Condition Monitoring
In this section three motor operating conditions, healthy motor, motor

with imbalance, and loose feet, were created and monitored to evaluate the
feasibility of the proposed IWSN motor monitoring and fault diagnosis system.
In this experiment, raw data sampled by the sensor nodes were transmitted
to the coordinator directly and then sent to laptop through a USB port, the
signal processing was conducted on the laptop using LabVIEW to calculate
the frequency spectrum of the signatures.

Figure 2.3(a) show the vibration signal and spectrum of a healthy induction
motor. The main vibration concentrates at 100 Hz, twice the line frequency.
The vibration signal and spectrum of an induction motor subjected to 12 g,
24 g, and 36 g mass imbalances are shown by Figure 2.3(b) - Figure 2.3(d).
From the vibration waveforms, it can be seen that in the time domain the
vibration amplitude increases with the weight of imbalance. In frequency do-
main, mass imbalance generally shows up as a vibration frequency exactly
equal to the rotational speed [43], namely 16 Hz. Considering the 3.1 kHz
sampling rate and 512-points FFT employed, the resolution of the frequency
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FIGURE 2.3
Vibration signal and spectrum of (a) healthy induction motor, (b) motor with
12 g mass imbalance, (c) motor with 24 g mass imbalance, (d) motor with 36
g imbalance, (e) motor with loose feet, (f) motor with loose feet by on-sensor
fault feature extraction.

spectrum is about 6 Hz per bin. When 24 g and 36 g are added on the fly-
wheel, Figure 2.3(c) and Figure 2.3(d) show that a single tall peak is present
at 16 Hz, (bin 3), which explicitly indicates the existence of an imbalance
fault. When the imbalance is decreased to 12 grams, in Figure 2.3(b) the fault
feature at 3 bins can be seen, which is a bit larger than the vibration at twice
of line frequency (100 Hz, at 16 bins) caused by magnetic force between stator
and rotor, there also are vibration components at bin 14, 19, and 22.

The vibration and spectrum signal of an induction motor subjected to
loose feet are shown in Figure 2.3(e). It can be seen that besides twice the
line frequency, harmonics are detected at 2, 4, 5, 1, and 3 times rotational
frequency, in order of decreasing amplitude.

The effectiveness of on-sensor fault feature extraction was also investigated.
Figure 2.3(f) shows the fault features extracted by on-sensor data processing.
After FFT on the sensor node, the top 10 peaks of frequency components and
their location information were selected and transferred to the coordinator
and centralized computer. Compared with the vibration spectrum obtained
by data processing on the centralized computer in Figure 2.4(e), it can be seen
that on-sensor fault feature extraction successfully extract the principal fault
characteristics, which will be used for further fault diagnosis.

C. Induction Motor On-sensor Fault Diagnosis
The data sets of healthy motor and motor subjected to loose feet and 24

gram imbalance were used to verify the feasibility of on-sensor induction motor
fault diagnosis. A total of 45 training data sets, 15 sets for each condition,
were used to calculate principal component coefficients. Then 15 data sets, 5
for each condition, were used for testing and verification.

The motor fault features (10 key frequency components) are extracted,
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FIGURE 2.4
Two-dimensional plot of the first two principal components.

and then used as the input variables of PCA for reducing the dimensionality
of the fault features. Finally, on-sensor fault diagnosis is carried out.

The first two PCs are plotted in Figure 2.4 to illustrate the classification
capability by using principal components. It can be seen that the clusters for
three different conditions are clearly separated.

In Figure 2.4, the blank diamond, upward-pointing triangle and square
represent the training data set of healthy motor, motor with loose feet, and
motor with imbalance respectively. The filled markers with black edge are the
center of training data sets for different condition. The filled markers without
black edge show the results of the test data set, 5 points for each condition. It is
clear that the locations of the test data samples are close to the corresponding
center of motor condition clusters.

Using the first two PCs, the distances from test data points to the pro-
totypes from training data are calculated and given in Table 2.2. It is clear
that the distance to the correct condition prototype is significantly shorter
than the distance to the other conditions. By calculating and comparing the
distances to the different working condition prototypes the working condition
is correctly classified.

The diagnosis margins, defined as the distance to the second nearest center
divided by the distance to the correct center, are also presented in Table 2.2.
The minimum diagnosis margin is 2.7 for using the first two components,
which displays the feasibility of the proposed on-sensor feature extraction and
on-sensor fault diagnosis approach.

A set of tests to evaluate, compare and analyze the data transmission rate,
energy consumption and node lifetime, for data transmitted after on-sensor
data processing and direct raw data transmission, were also carried out. In
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this experiment 512 points data are used, the detailed results are given in
Table 2.3.

1) Payload Transmission Data: For on-sensor feature extraction, after cal-
culating the 512-point FFT, the 10 peaks of the frequency spectrum and
corresponding location information are selected and transferred. The trans-
mitted payload decreases from 1024 bytes to 40 bytes, a 96% reduction. For
on-sensor fault diagnosis, only the device operating condition is transmitted
to the coordinator and centralized computer, so the payload transmission data
will decrease to 2 bytes.

2) Energy Utilization and Node Lifetime: Energy utilization was deter-
mined by measuring the predictable battery voltage droop over time, with
the node waking at regular intervals to either raw data transmitting, or on-
sensor data processing and transmitting summary results.

It is evident that node’s energy consumption will reduce due to the large
payload transmission data decrease. However, the data processing algorithm
embedded on the sensor node will consume additional energy. The key ques-
tion is whether the saving in energy from reduced radio transmission exceeds
the increased energy for on-sensor computation. These consumptions are de-
termined by the running time and complexity of the algorithm, and the current
consumption for CPU processing and wireless radio transmission.

The typical current consumption for the JN5139 during CPU processing
is 7.57mA when a 16 MHz system clock is used. Typical current consumption
values for radio transmit and radio receive are 38mA and 37mA, respectively

TABLE 2.2
The distance from verifying sample to the center of training data sets of
different working condition.

Test
number

Motor
operating
condition

Distance to the centre of Diagnosis
margin

Diagnosis
resultHealthy

motor
Loose feet
motor

Imbalance
motor

1

Healthy

0.10 4.47 3.39 33.9

Healthy
2 0.91 3.77 3.03 3.3
3 0.92 5.58 4.44 4.8
4 0.64 4.26 3.07 4.8
5 0.63 4.33 3.08 4.9
6

Loose
Feet

4.71 0.73 2.94 4.0

Loose
Feet

7 4.08 0.94 2.55 2.7
8 4.69 0.30 3.26 10.9
9 5.05 0.64 3.35 5.2
10 5.17 0.53 3.94 7.4
11

Imbalance

2.77 3.79 1.00 2.8

Imbalance
12 4.25 2.93 0.85 3.5
13 4.14 3.47 0.44 8.0
14 4.34 3.46 0.65 5.3
15 3.06 3.73 0.71 4.3
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[9]. The sensor nodes are powered by two general AAA alkaline batteries, the
average voltage is about 2.7 V. Assuming Ttrans is the time for data or results
transmission, so the energy consumption for transmission, Etrans , can be
calculated by:

Etrans = 2.7V × 38mA× Ttrans

If Tproc indicates the running time for on-sensor data processing algorithm,
the energy consumption for on-sensor data processing, Eproc, can be obtained
by:

Eproc = 2.7V × 7.57mA× Tproc

The total energy consumption for this on-sensor feature extraction mode
by 512 floating FFT is 22.4 mJ, reducing energy by 33.4% compared to 512
points raw data transmission. The total energy consumption for on-sensor
fault diagnosis after on-sensor feature extraction by fixed FFT and PCA fea-
ture reduction is about 0.8 mJ, reducing by more than 97% energy compared
to raw data transmission. The energy saving of on-sensor data processing is
evident, particularly for the simplest data processing algorithm.

The node lifetimes under different operating modes were also measured.
Figure 2.5 shows the node lifetime curves. When the sleep interval is 3 seconds
compared to the 106 hours for raw data transmission, node lifetime reaches
120 hours and about 150 hours for on-sensor data processing by floating FFT
and fixed FFT, respectively, extending lifetime by 13% and 43%.

There is a significant energy overhead in simply switching on the radio,
even if just a few bytes are transmitted, so significant reductions in data

TABLE 2.3
Comparison of node lifetime and energy utilization of raw data transmission
and on-sensor data processing.

Data process-
ing and trans-

mission mode

Reduced
payload

(Byte)

Ttrans

(ms)
Etrans

(mJ)
Tproc

(ms)

Eproc

(mJ)

Total
energy

(mJ)

Energy
saving

(%)

Node
lifetime
(Hour)

Raw data trans-

mission

1024 328 33.7 0 0 33.7 n/a 106

On-sensor float-

ing FFT

40 6.3 0.6 1065 21.8 22.4 33.4 120

On-sensor fixed

FFT

40 6.3 0.6 28.9 0.6 1.2 96.3 152

On-sensor fixed

FFT & PCA

fault diagnosis

2 0.3 0.032 8 0.764 0.796 97.6 153



40 Industrial Wireless Sensor Networks

FIGURE 2.5
Node lifetime test on the implemented IWSN using 512 points data.

transmission result in only modest extensions to node lifetime. Another sys-
tem operating mode is therefore explored, which only transmits the on-sensor
fault diagnosis result to the coordinator when a motor fault happens or at
a fixed interval, for example every one hour. Otherwise the sensor nodes do
not operate their radios. The sensor node lifetime for no data transmission
reaches 74 days for a 3-second sleep period. Together with the node lifetime of
on-sensor fault diagnosis with results transmission every routine, namely 120
hours, the node lifetime using limited data transmission can be calculated.
The results show that the node lifetime reaches 73 days if sensor nodes trans-
mit diagnosis results once per hour, and reaches 70 days for one transmission
every 15 minutes. This operating mode using the on-sensor fault diagnosis can
significantly prolong the node lifetime, while still continuously monitoring the
condition of the equipment.

2.6 Energy Harvesting for Wireless Sensor Nodes

The majority of wireless sensor nodes are powered by battery, because this
method allows the sensor node to be compact. It does not need additional
components for energy conversion, and it is convenient to install. However,
sensor node lifetime will be impacted by the capacity of the battery. Periodic
replacement of the battery also increases the cost of system operation.

Besides saving sensor node energy, another possible method to prolong
node lifetime is energy harvesting, also known as energy scavenging. Recent
review papers about energy harvesting for WSN provide good summaries of



Machine Condition Monitoring with Industrial Wireless Sensor Networks 41

the field, such as papers [31], [29], [7]. The most commonly used sources of
energy for scavenging include solar, wind or other fluid materials, vibration,
and electromagnetic radiation.

For example, paper [26] proposed a wireless actuator node for irrigation
systems using solar energy and super-capacitors. The node lifetime reached
about 26 hours without solar energy support, if the synchronization period is
4 seconds.

Self-autonomous wireless sensor nodes with wind energy harvesting (WEH)
for remote sensing of wildfire spread were proposed in paper [24]. The experi-
mental results show that 7.7 mW energy can be harvested using the proposed
WEH system with a wind speed at 3.62 m/s. Another self-powered wireless
sensor for air temperature and velocity measurement using energy harvesting
from the airflow in the duct is presented in paper [36]. The results indicate
that the maximum power harvested reaches 45 mW at 9 m/s airflow and 500
Ω load, and the sensor node installed in the duct can operate without any
battery.

Paper [34] presented a 1.9 GHz RF transmit beacon using environmen-
tally harvested vibration and solar energy. The maximum power obtained
from vibration (0.23 g at 60 Hz) by the piezoelectric generator is about 180
µW. A resonant packaged piezoelectric power harvester for machinery health
monitoring is proposed in paper [10]. The experimental results show that the
piezoelectric bimorph can provide 2.8 mW energy when it is strained to the
maximum value, 700 µε.

RF energy transmission for a low-power wireless impedance sensor node
for structural health monitoring is reported in paper [13], in which 36 element
rectennas are used to harvest the emitted energy from a parabolic grid antenna
mounted on a car. The results show the voltage of the sensor node can be
charged to 3.6 V in 27 s, when 1 W power was transmitted. The transmission
range in field test is 1 to 2 meters.

In summary, energy harvesting is usually limited by the availability of
the ambient sources. For example, solar and wind power are more suitable
for outdoor applications, while energy scavenging based on vibration is suit-
able for the motioned or vibrated objects. Additional components for energy
conversion will increase the system cost and impact the system reliability. In
addition, the power obtained by energy harvesting is limited, from hundreds
of µW to tens of mW, which is not sufficient for common sensor nodes.

2.7 Conclusions

In this chapter, the industrial wireless sensor networks application cases, in-
cluding the general application cases and commercial systems, are reviewed.
The system requirements for IWSN monitoring systems are then summa-
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rized. Several state-of-the-art wireless sensor platforms are introduced and
compared. The low-end microcomputer, limited memory size and data rate,
and limited battery energy constitute the resource constrained characteristic
of common WSNs nodes. The tension between the higher system requirements
of industrial monitoring and the resource constrained characteristics of IWSN
nodes are demonstrated by the case of induction motor condition monitoring.

Three industrial wireless network standards, ZigBee, WirelessHART,
ISA100.11a, and several protocols developed by individual researchers for
IWSNs are reviewed. On-sensor data processing is also investigated to address
this tension. A novel IWSN with on-sensor data processing for induction motor
condition monitoring is presented for verification. Finally, energy harvesting
for IWSNs is reviewed as another way for prolonging node lifetime.
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3.1 Introduction

Wireless sensor networks are systems that are comprised of wirelessly con-
nected heterogeneous sensor nodes that are spatially distributed across an
area of interest. A multitude of different sensors can be used to measure and
analyze a system’s parameters. The sensor nodes are typically equipped with
radio transceivers, microcontrollers, and batteries. They are designed to have

47
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small form factor, low in cost, and consume little power to operate for years
with a small battery. They are integrated with various sensors and data fusion
is usually performed to derive useful information. In recent years, WSN has
been used in a wide variety of applications ranging from military, environment
monitoring, healthcare system, agriculture, manufacturing, and automotive
applications [1, 51].

For telerehabilitation applications, a measurement system based on a wear-
able wireless sensor network for tracking the human arm motion was devel-
oped in [46]. As compared with existing approaches, the developed system
is portable and easy to use. It allows the patients to be monitored without
restraint, and rehabilitation can be carried out in a home environment instead
of a specialized laboratory in the hospital.

For inventory management, WSN has been used by British Petroleum
(BP) to remotely monitor the liquid levels of factory tanks [65]. A WSN for
cylinder inventory management in the packaged gas industry is presented in
[53]. Apart from tracking the locations of gas cylinders, the WSN also uses
pressure sensors to detect leaks and accelerometers to sense if the gas cylinders
are stored in the proper position. General Motors (GM) also uses WSN for
parts and vehicle inventory tracking at its plants and dealerships, respectively.
WSN technology is also used by GM to monitor its manufacturing equipment
and predict when the equipment might fail or require repair. This approach
allows them to perform preemptive maintenance [34]. Predictive maintenance
for factory machinery based on WSN is also the subject interest in [67]. In
[67], the health information of the machinery is regularly monitored and any
digressions from the tolerable behavior during operations are stored in RFID
tags. The information can be retrieved by the maintenance personnel through
a wireless querying of the tag. Similarly, a self-powered wireless sensor node
was developed in [14] for detecting rotor asymmetries in induction motors
which are indicative of damage. Intel and BP have also reported successful
use of WSN on a crude oil tanker at Scotland to monitor machinery vibration.
This study validated that the WSN can function well in a hostile shipboard
environment [38].

In [3], a WSN-based system for monitoring the structural health of bridges
was implemented using piezoelectric sensors to measure the ambient vibrations
of the bridges. By identifying changes in a structure’s modal parameters, dam-
age can be detected and localized at an earlier time, and the remaining lifetime
of the structure can be estimated.

WSN has also been developed for electric power distribution system [55,
39]. The WSN node can be attached to the conductor to be monitored and
used in the Smart Grid. On the demand side of the Smart Grid, Intel Labs
Wireless Energy Sensing Technology (WEST) is a device that plugs in to
an electrical socket and wirelessly transmits electrical consumption data to
a laptop, smartphone, or television. The consumption data can be used by
the end user or electrical utilities for demand profiling. Intel Labs Eco-Sense
Buildings project also aims to maximize the energy efficiency of buildings
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through sensor networks that detect ambient conditions such as temperature
and room occupancy. This information is then used for intelligent control of
a buildings lighting, heating, ventilation, and cooling.

For vehicular applications such as traffic monitoring or intra-vehicle sen-
sors monitoring, the use of sensor networks for real-time data acquisition and
control has been around for decades based on wired line solutions [26]. The key
drawback to this approach is the high installation and maintenance costs. In
wired networks, each sensor node requires a separate shielded-pair wire con-
nection. This approach becomes expensive if the cabling across sensor nodes
and the controllers are long. Moreover, configuration management would be-
come difficult. The adoption of WSN in this application can potentially offer
lower system and operating costs, improve the product reliability and the ease
of upgrading. Furthermore, its self-configuring and self-organizing character-
istics make the network more robust for harsh operating environment in the
automotive applications.

The development of various transportation technologies has resulted in a
more connected world. People are traveling frequently and are increasingly
depending on vehicles. For developed cities, this leads to the traffic conges-
tion and parking problems. To overcome these issues, various developments of
technologies have emerged. Previously, these systems were connected through
wired networks. With the advancement of RF technology, wireless monitoring
and management of intelligent transportation applications have become at-
tractive for the industry. Besides traffic and parking management, WSN has
also been studied for improving the traffic safety and intra-car sensor network
system. The importance of WSN in these areas can be witnessed by the in-
creasing number of research papers in this field. To benefit the WSN research
community, this chapter presents a survey paper covering the use of WSN for
intelligent transportation systems.

The organization of this chapter is as follows. A survey of the traffic moni-
toring and control systems that are based on WSN is first presented, followed
by a study of WSN applications for car park management systems. The use
of WSN for intra-vehicle applications, traffic safety applications, and vehi-
cle sensor networks are then discussed. A discussion of potential issues such
as noise and interferences in the outdoor environments that are typical for
transportation is then presented. The power consumption, sensor technolo-
gies, and comparison of the various techniques used by different papers are
also discussed. Finally, we conclude the chapter.

3.2 Traffic Monitoring and Control System

Traffic congestion is a major concern in every big city around the world.
The economic, social, and environmental costs of traffic congestion is quite
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FIGURE 3.1
Diagram of a WSN-based traffic monitoring and control system.

substantial. In recent years, transport authorities have been placing increased
emphasis on efficient operation of existing systems rather than increasing road
capacity. Though it is essential to acquire accurate and reliable traffic infor-
mation for driver guidance and traffic performance measurements, the cost of
installing and maintaining the traditional sensor system has severely limited
its widespread use [23]. Through the use of WSN, this problem could be over-
come and traffic information can be collected and analyzed in a cost effective
manner.

A typical configuration of a wireless sensor network for traffic monitoring
and control is shown in Figure 3.1. Multiple sensors are placed along the
highway to detect, count, and measure the velocity of passing vehicles. This
information is then sent to a central server through a more powerful gateway
node for storage and further analysis. The information is also used by the
sensor network to determine lane congestion. If a lane is found to be congested,
the traffic light signal timing is adjusted automatically. Road signs can also be
updated automatically to inform commuters of traffic congestion. To minimize
delays and transmission energy costs, in-network processing of traffic data is
recommended.

In [71], a real-time vision system based on a network of autonomous track-
ing units was implemented for traffic monitoring. Each autonomous tracking
unit (ATU) is equipped with standard CCTV cameras that are pre-calibrated
and static (fixed field of view). Each ATU is composed of an embedded PC that
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performs image processing on the frames captured by the CCTV cameras at-
tached to it. The image processing includes background extraction, foreground
segmentation, and blob classification, among other things. The output of each
ATU is then sent to a Sensor Data Fusion (SDF) server through wired or
wireless transmission. For wireless transmissions, either WiFi or WiMax is
used. The SDF uses the information from the ATUs to produce estimates of
each moving target’s position and velocity. The SDF is also responsible for
tracking multiple targets. The performance of their system was evaluated in a
tunnel and on an aircraft parking area. A major disadvantage of video-based
traffic surveillance is the performance degradation experienced when there is
poor visibility.

In [7], a system for real-time traffic data collection and traffic jam detection
was developed. Unlike [71], an array of passive acoustic transducers is deployed
along the roadside to sense the sound generated by passing vehicles. The
vehicle angle of arrival relative to the transducer axis is computed by obtaining
the time delay between the sound waves detected by two different transducers
in the array through cross-correlation. The system was tested for 10 months of
continuous operation along a highway, with its results showing good agreement
with the results of a nearby magnetic loop detector.

The main objective of real time traffic controllers is optimization of traffic
flow. An example of a real time traffic controller is the Best First controller,
which prioritizes lanes with the maximum queue length, and thus relieves the
most congested lanes. A wireless sensor-based traffic light controller was simu-
lated in [88]. In this study, data from the wireless sensors are used to calculate
the number of vehicles waiting at or approaching a traffic light. Simulation
results show that the sensor-enabled traffic light controller performs on par
with, and in some scenarios better than, a Best First controller. Only two
sensors are needed in a single lane, and the controller performs better when
the sensors are placed closer to the junction.

In [95], wireless magnetic sensors are used for a vehicle detection system
that is capable of providing real time statistics of traffic flow, vehicle speed,
and type. The eventual objective is to develop an algorithm that could cate-
gorize vehicles according to the Federal Highway Administrations 13 category
classification scheme [89]. In [32], a commercially available vehicle detection
system based on a wireless magnetic sensor network is described. The VDS240
[73] is envisioned to serve as a general-purpose sensor network for applications
that require vehicle detection and counting. These applications include traffic
monitoring, traffic signal control, and parking guidance. Estimating the travel
time along arterial roads by vehicle identification was studied in [44]. By using
the wireless magnetic sensor network described in [32], they perform a match
of magnetic signatures at two different locations to estimate the travel time
between those locations. The matching is based on a statistical model of mag-
netic signatures. In [69], a vehicle detection algorithm using information from
roadside magnetic sensors was developed. Using both sensor response strength
and velocity information, the system was able to distinguish between cars and
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bikes travelling along the road. However, no work was performed by the sys-
tem to distinguish between different vehicle classes (i.e., between a car and a
truck). Though the magnetic sensor is useful for vehicle detection, it is difficult
to use for vehicle classification. To address this issue, a single magnetic sensor
is used together with an improved support vector machine classifier in [45].
Their experimental results show a recognition rate of 90%, and that they can
classify vehicles into three broad types: heavy tracked vehicles, light tracked
vehicles, and light wheeled vehicles.

An alternative approach to using magnetic sensors for vehicle classification
is the use of acoustic sensors based on sound spectrum analysis [97] and prin-
cipal component analysis [98]. To support the research community, a compila-
tion of data set based on real world measurements has been presented in [21]
and made available for downloading. Four vehicle classes, namely assault am-
phibian vehicle, main battle tank, high mobility multipurpose wheeled vehicle,
and dragon wagon have been used for the data collection. For the experiment,
seventy-five WINS NG 2.0 nodes were used. For classification of urban ground
vehicles such as buses, passenger cars, trucks etc., a distributed classification
based on wireless audio sensor network has been reported [6]. The acoustic
signals are recorded using Panasonic US395 microphones.

A method for vehicle passage and lane detection using Dedicated Short
Range Communication (DSRC) transmissions between a vehicle and two an-
chor nodes is proposed in [2]. The two anchor nodes are placed five meters
above the road and periodically broadcast packets containing their position,
height, and packet transmission period to oncoming vehicles. By determining
the relative acceleration difference between the vehicle and the two anchor
nodes, the lane position of the vehicle and its time of passage between the
anchor nodes can be derived. This information can then be transmitted to a
control center for traffic monitoring purposes. A simulation of the proposed
method was conducted and the vehicle detection rate was found to be constant
at 95% for vehicle speeds ranging from 10 to 110kph. The lane detection rate
is nearly 100% for speeds below 40kph. For speeds greater than 40kph, the
lane detection rate starts to decrease to nearly 91% at 110kph. The advantage
of this approach is that the lane and time of passage detection algorithms are
performed by the vehicle, reducing the processing load on the anchor nodes
and control center.

In [87], some of the issues concerning the use of WSN for highway and
traffic applications have been reviewed. One of the issues is the optimal place-
ment of sensors for best possible and most accurate measurements. The other
issue is the activation policies of the sensor nodes for energy conservation.
Four activation policies have been highlighted, namely the naive activation,
randomized activation, selective activation based on prediction, and duty cy-
cle activation. From the simulation study, it concludes that the best tracking
strategy is the combined strategy based on duty cycle selective activation
scheme.

WSN has been researched for traffic monitoring and control in China
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metropolises [59]. Its main research activity is in the distributed traffic infor-
mation collection and processing to enable decision making for transportation
planning and regulation. As the amount of collected data is huge, the central-
ized approach for data analysis is infeasible. Instead, distributed cooperative
processing for raw local data is considered in their study.

In summary, acoustic, magnetic, and image sensors are the most commonly
used devices in traffic monitoring systems. Among these sensors, the magnetic
sensor has been used for vehicle detection and speed measurement. Various
research has shown that it is reliable and has good accuracy. However, an ad-
ditional acoustic sensor may be needed if the vehicle type is to be identified.
A combination of the two sensors using data fusion algorithms could be re-
searched in the future. Vehicular sensor networks for use in traffic monitoring
applications will be discussed in a later section.

3.3 Intelligent Car Park Management System

Almost all modern cities today are facing the congestion problem. Further-
more, people who drive to the city always find it challenging to locate an
unoccupied parking space in a large car park or along the street. As a result,
the driver may end up spending considerable driving time searching for an
unoccupied parking space. This is particularly common if some events are or-
ganized in the area. Finding an unoccupied parking space in the maze of a
downtown area often works on a trial-and-error basis. The time needed and the
driving distance could be significantly reduced if the drivers could be guided
to an unoccupied parking space nearby. Besides saving time, it improves the
environment by reducing the production of exhaust gas. In [77], a study was
conducted at Westwood Village near the University of California, Los Angeles
on how long it usually takes for drivers to cruise for a parking spot. It was
found that on the average, drivers spend 3.3 minutes looking for a parking
space. Given the number of drivers going through Westwood Village, the to-
tal amount of time spent looking for parking adds up to 95,000 hours per year.
This results in the wastage of around 47,000 gallons of fuel and 730 tons of
CO2 emissions. Various research works have been conducted in recent years to
explore new technical solutions that could provide information on individual
parking space occupancy. The details are discussed in the following sections.

3.3.1 WSN-Based Car Park Management System

Most existing car parks employ simple vehicle detection and counting system.
For such system, sensors are installed at the car park entrance to track the
net number of vehicles entering the premises. Subsequently, this information
is conveyed to the vehicle drivers via signboard mounted at the entrance or
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nearby streets. The key weakness to this approach is the lack of information
on the actual location of the unoccupied lot. This poses a great challenge to
the driver in a big car park. To overcome this limitation, car parks that track
the occupancy of individual spaces have started to appear in recent years. For
instance, the Siemens SiPark system [17] uses an ultrasound sensor mounted
on the ceiling above a parking space for individual car-park lot detection.
The sensor devices are connected using a bus-style network for information
transmission and power supply.

A typical WSN-based car park management system is shown in Figure 3.2.
In this setup, each car park lot is equipped with a wireless sensor node. Some
sensors that can be used for parking lot occupancy detection include magnetic
sensors, infrared sensors, ultrasonic sensors, and acoustic sensors. The sensor
node is powered by a battery and is designed to operate with a life span of 3
to 5 years. Once the sensor node confirms the new status of a parking space, it
transmits messages through its RF module. The node can be mounted on the
berth surface or curb of the parking lot. The sensor data are transmitted to a
cluster coordinator that is responsible for relaying the data to the management
and control center via a gateway. Drivers can query the database through their
mobile phones to inquire about the status and location of a parking berth.
The sensor node also receives commands from the coordinator to carry out
procedures such as time synchronization, debugging, working status reporting,
and so on. For large car parks, multiple coordinators are needed. The network

- Sensor node installed beneath the parking berth. 

Cluster coordinator node

 Gateway node

Car Park Management 

and Control Center

- Occupancy indicator

- Mobile device for user-initiated database queries

FIGURE 3.2
Diagram of a WSN-based car park management system.
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topology varies across the different implementations, ranging from star, mesh,
and multi-hop ad hoc networks [74, 11, 18, 100, 64, 82, 85, 48, 8, 13].

A WSN-based parking guidance system that guides a driver to an avail-
able parking lot has been described in [74]. The system consists of a vehicle
detection sub-system that gathers information on the availability of individ-
ual parking lots, and a management sub-system that processes the available
information for guiding the driver through a variable messaging system. Ex-
perimental trials have been conducted with 7 makes of cars for evaluation.
A multi-hop ad-hoc routing algorithm was used for the network. From their
measurements and calculations, it is estimated that the system can last for 5
years with traffic of 1 vehicle per minute using a 2400mAh AA sized lithium-
ion battery.

In [11], the proposedWSN based car-park system comprises a large number
of parking space monitoring nodes, a few parking guiding nodes, a sink node
and a management station. Similar to [74], multi-hop routing is used. Experi-
mental measurements have been conducted to study the packet loss rate, the
throughput and propagation delay for up to 67 nodes placed in the building
office. From the study, the use of link quality information for improvement of
the routing protocol to reduce packet loss rate has been recommended.

For commercial developments, several companies offer WSN-based parking
management systems. [64] and [82] offer city-wide parking solutions but do not
provide much technical detail. Libelium’s commercially available Waspmote
platform for a smart parking application is discussed in [4]. A magnetic field
sensor is used to detect the occupancy of a parking space. The electronics
are placed inside a PVC cylinder and buried just under the parking space.
Customers have the option of using either a 2.4GHz or 868/900MHz radio for
communications.

3.3.2 Sensor Technology

The success of an intelligent parking application in detecting vehicles accu-
rately and reliably is dependent on the types and locations of the sensors.
In [100], an anisotropic magneto-resistive (AMR) sensor is used to detect the
presence of a vehicle in the parking berth, and the time division multiple access
(TDMA) scheme is adopted for the sensor nodes to communicate wirelessly
to the gateway.

Owing to their ease of implementation, ultrasonic sensors are used in [16]
to detect the occupancy of parking slots. A 2.4GHz radio was used for wireless
communications, with the sensor nodes organized in a tree topology. While
the ultrasonic sensors were able to reliably detect parking lot occupancy, a
limitation on the radio transmission range was encountered. The maximum
distance between a sensor node and a router node was found to be 8.04m.
This makes the use of multiple router nodes placed at different locations in
the parking lot necessary. In [48], a combination of magnetic and ultrasonic
sensors is used together with detection algorithms to improve the detection



56 Industrial Wireless Sensor Networks

accuracy. Their experiments also show that magnetic and ultrasonic sensors
both perform better than infrared and other sensors at detecting vehicles.
However, the application is only for counting vehicles entering and leaving
the car park, as the sensors are placed only at the entrance and exit points
of each floor. In [8], some practical issues in deploying WSNs for car park
management systems have been reported. It was found that placement of
the magnetic sensors along the East-West orientation yields stable results
when detecting cars directly above the sensor. They conclude that a more
sophisticated sensor system capable of self-calibration and correct operation
regardless of orientation is highly desirable. Zigbee radio connectivity tests
also showed that communication is reliable at a range of below 5 meters,
unstable between 5 to 10 meters, and nearly impossible at greater than 10
meter range.

Instead of using magnetic, infrared, or ultrasonic sensors, an image-based
approach is used in [13] to obtain car park occupancy information. Image
processing techniques such as seeding, boundary search, object detection, and
edge detection are integrated to form a complete structure of the system. The
results show that accuracy can be as high as more than 93% under cloudy
or heavy rain conditions. The main advantage of the image-based approach
is that one video camera can potentially cover many car-park lots. However,
the placement of the video cameras to avoid blockage and vandalism may be
challenging. It is also difficult to develop a vision-based system to achieve
near 100% accuracy, as its performance is highly dependent on lighting and
visibility conditions. It should be noted that the implementation in [13] is
based on a wired video camera, as using a video sensor in a WSN is impractical
due to the high energy cost of transmitting and processing image data.

A combination of infrared sensors and a physical pressure belt is used to
detect vehicles in [28]. This two-pronged approach to detecting a vehicle was
used to increase the security of the system by making it harder for roadside
attackers to unfairly reserve parking slots by posing as vehicles. In [28], a
vehicle that intends to use the parking slot must be equipped with a short-
range wireless transceiver and a microcontroller. As soon as the vehicle enters
the parking area, it is assigned an available parking slot at the entrance booth.
When the vehicle enters a parking space, its front wheels activate the pressure
belt, initiating a handshake sequence with the belts wireless transceiver that
validates if the vehicle is in its allocated parking space. The infrared sensor
double-checks if the object pressing on the pressure belt is indeed a vehicle.

In [17], optical transmitter-receiver pairs are used to detect the presence
of a vehicle in a parking space. One disadvantage to this approach is that
the optical transmitter-receiver pairs will have to be perfectly aligned for the
system to work reliably. Another factor that may affect this system is the
buildup of dust or dirt on the optical heads, which may cause false positives
to be reported. Finally, the setup described in [17] is prone to tampering, as
the optical heads are readily accessible to passersby.

In conclusion, the authors recommend the use of AMR magnetic sensors for
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vehicle detection. For intelligent parking management systems, several studies
have shown that it is more robust as compared to other sensors such as ultra-
sound, infrared, and imaging systems, especially in the outdoor environment.
It is also easier to package and install just under the surface of the parking
lot. Moreover, it can operate over a wider temperature range. In a car park,
the transmission quality can be seriously hindered by various obstacles such
as the parked vehicle, passing cars, pillars, and walls. This reduction in trans-
mission quality may lead to routing problems, resulting in packet loss and
disconnected networks. Hence, the network protocol design should use multi-
hop ad-hoc routing. If necessary, additional routing nodes can be installed at
strategic locations to forward packets and maintain routes.

3.4 Intra-Vehicle Applications

The number of sensors that are installed in a vehicle have increased signif-
icantly in recent years due to new applications as well as improved safety
features. In the extreme case such as F1 vehicles, the sensors are numbered in
the hundreds [93]. Typical measurements include:

• voltages and currents

• engine and gearbox oil temperature

• water levels

• strains on the suspension members

• positions and speeds of the servo valves

• wheel speeds

• engine and gearbox rpm

The addition of sensors and actuators to the modern vehicle results in an
increase in the cost, complexity, and weight of the wiring harness. The wiring
harness continues to be the most expensive, complex, and bulky electrical
component in a vehicle. It can contribute up to 50kg to a vehicles mass, which
can adversely affect its acceleration/deceleration and fuel efficiency [49].

Clearly, reducing the amount of wiring in a vehicle will result in wide rang-
ing benefits in terms of cost and ease of system integration. These potential
benefits have led to a growing interest over the past few years in replacing
sections of automotive wiring with a wireless sensor network. An added ben-
efit to using a wireless approach is that WSNs can provide an open sensor
network architecture that is scalable with reprogrammable functionalities.
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In [92], a network based on wireless sensing modules has been developed to
measure strains, temperatures, and accelerations of a public transport vehicle.
The objective is to log the data during its normal operation. This data provides
the loading characteristics and is useful for designing the vehicle. The RF
system of the sensing module is design to operate at 2.4GHz with a data rate
of 1 Mbps. They communicate to the base station using a star network. The
data is subsequently transmitted to the remote gateway via GPRS.

3.4.1 Intra-Vehicle Communication Link Quality Studies

Before any attempt to deploy WSNs for intra-vehicle applications can be
made, it is necessary to investigate the communication link quality as the ve-
hicle consists of many metallic parts and obstructions that may cause severe
multipath fading effects. In [36], the use of ZigBee sensor nodes to perform
packet transmission experiments in a car environment has been conducted.
Various scenarios such as traveling on the road, waiting at the car-park lot
or servicing at the maintenance garage have been studied. The results have
demonstrated that the link quality with respect to locations of nodes in the car
changes significantly. For instance, the engine noise can change the received
sensitivity threshold by 24 dB. Moreover, Bluetooth interference can decrease
the goodput performance by 340 percent. A similar result was obtained in [24]
wherein the coexistence of Zigbee and Bluetooth networks within the same
vehicle was investigated. In [36], detection algorithms were developed to adap-
tively adjust the transmit power of the sensor nodes depending on the current
link quality, thus maintaining network performance while optimizing power
consumption. Preliminary results show improved performance when these de-
tection algorithms were used as opposed to keeping the transmit power of the
sensor nodes at a fixed level. Although issues such as interference, sensor node
placement, and engine noise could have adverse effects on the performance
of an intra-vehicle sensor network, these problems do not seem to be unsolv-
able [36]. Thus, WSN is a plausible and promising technology for intra-vehicle
sensor network.

In another study [37], statistical analysis based on the experimentally mea-
sured received power from 4 representative in-car wireless channels has been
conducted. The four channels are (i) to/from sensor node on the hood (H);
(ii) to/from sensor node in the trunk (TR); (iii) to/from sensor node inside
the engine compartment (IE); and (iv) to/from sensor node under the engine
(UE) compartment. In terms of average fade duration and probability of low
received power, the TR and H channels are the best while the UE channel is
the worst. Moreover, it was found that the TR and IE channels could support
a packet reception rate of at least 98%. All four channels (UE, IE, TR, H) were
also found to achieve the required maximum packet delay of less than 500ms.
To further improve the performance of an all-wireless in-car network, the use
of stronger forward error correction, higher transmit power, and automatic
repeat request techniques are recommended.
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3.4.2 UWB-Based WSN

From the studies in [36, 37], it is clear that the intra-vehicle environment fea-
tures short-range and dense multipath. For the automotive industry, the key
challenge is to explore ways to provide the same level of reliability, end-to-end
latency and data rate as those offered by the wired system. One approach is to
explore the use of new wireless technology such as the ultra-wideband (UWB)
communication technique. UWB is a communication system that transmits
short pulse width signal with a fractional bandwidth greater than 0.2 or oc-
cupying more than 500MHz of bandwidth. The FCC has allocated 7.5 GHz
of free spectrum from 3.1GHz to 10.6GHz for commercial UWB devices pro-
vided they operate at low power with an EIRP less than -41.3 dBm/MHz.
Several UWB based WSN systems have been studied [60, 81, 66, 30, 61, 62].
In [60], a communication testbed for UWB technology has been developed
and its experimental data has been studied for its efficiency and reliability in
transmitting automotive sensor data.

3.4.3 Other Issues

In [22], the IEEE 802.15.4 standard was evaluated with respect to its usability
in an intra-vehicle wireless sensor network. Specifically, its performance in
terms of meeting the latency requirements of an intra-vehicle application was
analyzed. In a typical modern vehicle, the most demanding sensor latency
requirement is approximately 1msec with a throughput of 12 kbps for up to
15 sensors. Based on a star network, the bounds on the slot duration of a
TDMA scheme as a function of the sensor latency requirements among other
parameters can be established. The study shows that the IEEE 802.15.4 could
support up to 40 nodes with a guaranteed latency of not more than 100msec.
However, latencies smaller than 15.9ms cannot be supported for a star network
of any size, as the smallest superframe duration for IEEE 802.15.4 at a 250kbps
bit rate is already 15.36ms.

Contention-free or scheduling-based medium access control (MAC) pro-
tocols were used in [36, 22, 19] to help ensure that the stringent latency re-
quirements of the intra-vehicle application are met. The work in [19] presents
a hybrid TDMA scheme with a flexible channel allocation mechanism that
may be suitable for time- and safety-critical automotive applications. In [70],
the performance benefits that may be obtained by using a frequency agile
MAC for intra-vehicular sensor networks was assessed. Little research has
been conducted on the MAC layer for intra-vehicle networks, even though its
importance in the realization of intra-vehicle WSNs cannot be understated.

In summary, the development of intra-vehicle WSN is a very promising
but challenging application. Due to the dense multipath environment and de-
manding latency requirement, traditional wireless communication approaches
are inadequate for this application. UWB based WSN has many desirable
characteristics such as robustness against multipath fading and high data
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rate capability [31]. Thus, it is one potential candidate technique for use in
intra-vehicle communication applications and is a research area for further
investigation.

3.5 Road Safety

Wireless sensor networks for road safety applications have the potential to
prevent both human and economic losses arising from accidents on the road.
Based on data released by the U.S. National Transportation Safety Board,
there were 33,833 highway fatalities in 2009. Of these fatalities, 2175 were
intersection-related and 4109 were pedestrians. The amount of non-fatal in-
tersection crashes recorded for 2009 was 1,110,900 [91, 90]. Most accidents
usually occur at intersections or wherever there is merging traffic.

Wireless sensor networks for road safety applications can be broadly clas-
sified into two types: road sensor networks and vehicular sensor networks
(VSNs). In road sensor networks, the sensors are used to detect passing ve-
hicles speed and direction. This information is then used to control roadside
signals at intersections or traffic merges, warning pedestrians or other vehicles
about approaching traffic. The main challenges for road sensor networks are
accurate vehicle detection and timely transmission, reception, and processing
of data. In vehicular sensor networks for road safety, each vehicle transmits
information such as its speed, position, and heading to other neighboring ve-
hicles or to a central server. This information is then processed to provide
collision warnings and guidance to drivers.

3.5.1 Road Sensor Networks

A WSN based driving guidance system that provides speed, weather informa-
tion, and road condition (e.g., icy, wet, etc.) has been described in [75]. The
speed measurement subsystem measures the vehicle speed using two wireless
magnetic sensor nodes. The accuracy is 99% at a speed of 80 kph as compared
to a speed radar gun. For this study, three vehicle types namely a passenger
car, Jeep, and SUV have been used. This speed information can be used to
trigger a camera or a message signboard when the vehicle speed exceeds the
speed limit. Drivers can be alerted to the presence of speeding vehicles on the
road and can react appropriately.

The issue of providing early warning to the driver for two-way single car-
riageways based on WSN with magnetic sensors has been studied in [42]. The
focus on such road is due to the fact that 80% of all road accidents in Ire-
land occur on this type of road. As the responsiveness and accuracy of the
sensor node are highly important in such application, minimizing the duty
cycle and communication of the sensor node for energy conservation could
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compromise the performance. Thus, the use of energy harvesting technique to
supplement the battery may be desirable. For accurate speed estimations, the
nodes should be localized accurately using GPS during the deployment.

In [43], a Kalman prediction algorithm that receives updated position and
velocity estimates from deployed magnetometer sensors is reported. The sys-
tem presents an early warning to the driver to mitigate collisions in highway
intersections with non-stopping traffic. Particular attention was given to the
latency of the system to validate that the data will be received and warnings
will be sent in a timely manner. The maximum latency between initial vehicle
detection to processing of warning was estimated to be 158ms. This is accept-
able, as the vehicle would only move 4.39m at a speed of 100km/h. In [40],
a prototype of safety control services using wireless magnetic sensor networks
at a non-signalized intersection has been developed. To enhance energy effi-
ciency, an event driven mechanism was adopted. The magnetic sensor nodes
are normally in sleep mode until an external event (such as variations in the
sensed magnetic fields) occurs, in which the sensor node will wake up and
perform its operations. Moreover, a hybrid network topology using star and
mesh was used to achieve reliable and efficient sensor data transmission. The
magnetic sensor nodes are organized in a star topology with a by-pass node,
while the by-pass nodes communicate with each other and the base station in
a mesh topology. To help achieve the latency requirements of the application,
a TDMA-based MAC was used.

Similar to [40], the work in [9] also implements a wireless magnetic sensor
network for collision avoidance at non-signalized intersections. In this work,
four sensor nodes spaced five meters apart are placed on each of the four
roadsides leading to the intersection. A timestamp is generated by each sensor
node as a vehicle passes by. These timestamps are then sent to the base station,
which uses the timestamps to estimate each vehicle’s entrance and exit times
at the intersection. If the estimated entrance time of one vehicle is less than
the estimated exit time of another vehicle, a collision is highly probable and
a warning is given out. The latency of the collision detection algorithm was
measured to have a maximum value of 100ms. However, the accuracy of the
collision detection algorithm and its immunity to false detections was validated
only with simulations.

3.5.2 Vehicular Sensor Networks (VSNs) for Road Safety

A popular approach to VSNs for road safety involves the collaboration of
multiple vehicular sensor nodes to forecast and prevent collisions. Such VSNs
are referred to by some as Cooperative Collision Warning (CCW) systems
[83, 99, 72].

The accurate measurement of a vehicles speed, position, and heading is
necessary for Cooperative Collision Warning systems. In [76], the measure-
ment accuracy requirements for CCW systems were derived by using simple
kinematic models. From their analysis, the lateral position error must be less
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than 50cm, speed errors must be less than 2m/s, and heading errors must be
less than 5◦.

In [83], the feasibility of a future-trajectory-prediction-based cooperative
collision warning system using a simple DGPS unit and basic motion sen-
sors was explored. An Extended Kalman Filter was used to fuse the sensor
readings from the DGPS unit, the speed sensor, and a MEMS yaw rate gyro.
Vehicles were outfitted with sensors and data was gathered for various maneu-
vers and DGPS coverage conditions. From the gathered data, simulations were
performed for 1720 different collision scenarios. The simulation results show
that their future-trajectory prediction was effective in detecting all possible
collisions at least 1.4s in advance.

A similar approach is presented in [68] for a real time position estima-
tion scheme using an extended Kalman filter and integration of DGPS with
vehicle speed sensors, steering angle encoder, and an optical yaw rate gyro.
The objective is to provide potential collision warnings based on motions of
neighboring vehicles. The work in [76] was used to set the requirements for
the design of the position estimator. The filter performance was evaluated
in 60km of driving experiments with both good and bad GPS coverage. The
experiment results show that the requirements for CCW can be achieved by
their system in most but not all scenarios.

In [63], increases in accuracy and reliability over GPS-based approaches are
claimed with the use of radio-based ranging techniques for measuring inter-
vehicle distances. A Kalman filter fuses information from RSSI-ranging and
velocity readings to generate position estimates. Since vehicles are constrained
to move along the confines of a road, road map data is used to constrain the es-
timates to road boundaries. For the purpose of simulation, the paper assumes
that Gaussian random variable with a standard deviation of 6m describes the
noise characteristics of the inter-vehicle distance measurements.

A cooperative driving system was proposed in [54], in which vehicles auto-
matically detect road hazards, such as low road friction or reduced visibility,
and relay this information wirelessly to other vehicles, particularly oncoming
traffic. As an added feature, each vehicle verifies the positional relevance of
the reported hazards and displays the information to the driver only when the
hazard is in the driver’s path.

The MAC and routing layer implementation requirements for a vehicu-
lar sensor network-based cooperative collision avoidance (CCA) system was
presented in [12]. Their analysis shows that for vehicular safety applications,
the existing MAC and routing protocols for traditional mobile ad-hoc net-
works are inapplicable. For such applications, the routing protocols should be
broadcast oriented and use geographical or directional packet forwarding. Sim-
ulated intra-platoon vehicle crash experiments were performed to investigate
the performance of a CCA system using different networking protocols. The
sensitivity of the CCAs performance with respect to noisy channel conditions
was also evaluated.

In a highway scenario where a string of vehicles are traveling at relatively
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similar speeds and inter-vehicle spacing, sudden braking of a vehicle may cause
rear-end collisions especially in poor visibility conditions. In [56], emergency
braking notifications through inter-vehicle WSN is proposed, taking into ac-
count the vehicles’ speed, inter-vehicle spacing, driver reaction times, and
vehicle deceleration rates.

The issue of network congestion due to frequent exchange of range informa-
tion for cooperative positioning was investigated in [41]. Network congestion
causes severe packet loss, which affects the reliability of cooperative position-
ing as used in safety applications. Improvements such as information piggy-
backing, data compression, and network coding were proposed as solutions to
reduce the range information overhead.

To summarize, both road sensor networks and vehicular sensor networks for
road safety applications share stringent latency requirements. Algorithms that
process sensor data for determining collision probabilities must finish within a
specific amount of time so that collision warning systems can give out timely
warnings. For road sensor networks, accurate vehicle detection is necessary.
For vehicular sensor networks, accurate lane level position detection and inter-
vehicle distance measurements are required in order to realize a cooperative
collision warning system. From the literature reviewed, no single technology
will provide an optimal solution for position detection. GPS alone cannot
meet the needed accuracies. Fusing data from GPS, in-vehicle sensors, and
road maps greatly increases the positioning accuracy, integrity, availability,
and continuity of service [80]. Due to the tight latency requirements, suitable
MAC and routing protocols must be developed, as the protocols used for
traditional mobile ad-hoc networks are inapplicable.

3.6 Implementation Issues

For the deployment of sensor nodes in a road sensor network, the precise lo-
cations of the sensor nodes are typically well studied and planned before the
actual installation. The optimal placement of sensor nodes for hilly terrains
and roads with sharp turns is particularly important, as the road’s charac-
teristics pose a challenge in maintaining radio connectivity between sensor
nodes. In [25], road segments are broken down into cells which are categorized
into six different types depending on their height, slope, and aspect or the
direction in which the road faces. Using trigonometric and geometric meth-
ods, analytical expressions for the optimal number of sensor nodes per cell
type were derived, taking into account the sensor nodes’ known transmission
ranges. These expressions were then used to develop algorithms for sensor
placement.

In practice, a hand-held PDA with GPS capability can be used to deter-
mine the sensor node location and preferably transmit the information wire-
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lessly to the node during the installation. Better localization can be achieved
if the GPS data is fused with communication ranging information [29, 58].
Accurate localization is particularly important for large scale deployment.

Before deploying WSN, one should be aware that the coverage areas and
reliability of data in the outdoor environment may suffer due to noise gener-
ated from equipment, co-channel interferences, multipath, and other interfer-
ers. Consequently, the signal can be severely affected [10, 57, 27]. Despite the
presence of noises and interferences, the data integrity must be maintained
in particular for the automotive applications. To ensure reliable delivery of
messages from sensor to application host, optimization in the signal level and
network connectivity need to be addressed [84, 47].

In an urban setting, the effect of buildings on the wireless channel must also
be considered, as their presence may cause signal reflections and diffractions
[52]. Buildings can also obstruct radio line-of-sight, especially in intersections.
Systems that warn vehicles of the presence of oncoming vehicles at intersec-
tions must have the capability for non-line-of-sight reception (NLOS). While
NLOS reception is achievable with DSRC, [52] contend that it is first neces-
sary to qualitatively study if the NLOS condition is frequently encountered
in urban settings.They analyzed building positions at intersections in the city
of Munich and found that only 20% of the intersections provide radio line-of-
sight. A data mining technique for classifying intersection types within city
areas was also presented. These intersection types can aid in the generalization
of DSRC simulations for city areas.

Other important issues for consideration are the power consumption and
security. These will be addressed in the following sections.

3.6.1 Interference

The interference signal can be classified as narrowband and broadband. Nar-
rowband are discrete and single frequency signals. Broadband interferences are
signals with a constant energy spectrum over all frequencies and are usually
unintentional radiating sources.

Both types of interferences have varying degradation effects on wireless link
reliability. To reduce the interferences, spread spectrum radio modulation or
UWB techniques are desirable as it offers anti-multipath fading capability, and
anti-jamming capability [30, 61, 62, 31]. There are two main spread spectrum
techniques, namely the DSSS (direct sequence spread spectrum) and FHSS
(frequency hopping spread spectrum). Due to different physical mechanisms,
DSSS and FHSS react differently in industrial settings. Both have their ad-
vantages depending on the applications and environments. DSSS distributes
information combined with a higher data rate bit sequence (chipping code)
over a wider bandwidth and lower power level. Chipping codes are usually 11
to 20 bits. In DSSS, data are transmitted over many carrier waves in parallel.
The reliability is achieved through the redundancy where redundant chipping
codes are added to the information signal. De-spreading process at the re-
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FIGURE 3.3
Diagram of a typical wireless sensor node for vehicle detection.

ceiver will also cause reduction in the power levels of interference. In contrast,
FHSS sends the information through hopping different carrier frequencies at
different times in pseudo-random fashion to avoid the interference.

3.6.2 Power Consumption

Batteries are the primary power sources for sensor nodes. In general, batteries
are expected to last for years at a time to reduce the maintenance and replace-
ment costs of the WSN installation. This is achieved through efficient power
management and communication protocols. As sensor nodes are meant to be
installed in outdoor and automotive environments, the impact of environmen-
tal factors such as temperature on the battery capacity cannot be neglected.
As an alternative to batteries, energy harvesting techniques for self-powered
wireless sensor nodes have also been studied [20, 94].

Figure 3.3 shows the block diagram of a typical wireless sensor node com-
posed of four major blocks: the power source, the microcontroller, the sensor
system, and the RF transceiver. Table 3.1 summarizes the various technolo-
gies used by the researchers surveyed in this paper. From Table 3.1, it can be
seen that one of the most commonly used RF transceiver is the CC2420, and
the microcontroller is the ATmega128L.

The overall energy consumption of a wireless sensor node is dependent
on multiple factors. To optimize the energy consumption, factors such as ac-
tive and sleep current, clock frequency, operating voltage, and duty cycle of
operation must be considered.

The total energy ETs
required for one sampling period can be computed

using
ETs

= Vcc × (Iactive × Tactive + Isleep × Tsleep) (3.1)

where Vcc is the supply voltage, Iactive and Isleep are the active and sleep
currents, and Tactive and Tsleep are the active and sleep durations, respectively.

Table 3.2 shows the computed values for the overall energy consumption
of a typical sensor node in mJ for one sampling period.
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TABLE 3.1
Summary of technologies.

Reference µP/µC Radio Comms./OS Power source Sensor

[95] TI MSP430 CC2420 Point-to-point,
TinyOS

No info MicroMag2 magneto-inductive sensor

[32, 73] VSN240 802.15.4 Sensys Networks
Nanopower Proto-
col (SNP), TDMA

Li-SOCl2 3.6V
7.2Ah battery

3-axis magneto-resistive sensor

[69] ATmega128L CC1000 TinyOS No info HMC1021Z magnetic sensor

[98] ATmega128L No info TinyOS No info Microphone

[87] AtMega103L RFMTR1000 TinyOS No info Mica Sensorboard

[75, 74] ATmega128L CC2420 Multihop 3.6V, 2.4Ah, AA Li-
Ion

Magneto-resistive sensor

[11] ATmega128L CC1000 TinyOS No info Ultrasonic sensor

[18, 17] 8051 CC1010 Star topology 1.8Ah battery Q45BB6DL Photoelectric sensor

[100] MSP430-149 nRF905 TDMA/CSMA No info HMC1021 magneto-resistive sensor

[85] ATmega128L CC2420 XMesh, TinyOS No info MTS310 Sensor board

[48] TI
MSP430F161

CC2420 TinyOS No info HMC1052 magnetometer, SRF02 ultrasonic
sensor

[8] ATmega128L CC2420 TinyOS 3V/9V battery pack Speake FGM-3 magnetic field sensor

[92] PIC16F88 nRF2401E Star topology 4.8V battery pack strain sensor, MMA7260 accelerometer,
AD22103 temperature sensor

[36] ATmega128L CC2420 TinyOS No info N/A

[40] ATmega128L CC2420 Hybrid of star and
mesh, multihop,
TDMA

No info HMC1021 and HMC1022 magnetic sensors

[16] MSP430 nRF24L01 Tree topology No info Ultrasonic sensor

[50] ATmega1281 XBee-
802.15.4/Xbee-
868/900

P2P/Tree/Mesh 13Ah Lithium 3-axis magnetic field sensor
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TABLE 3.2
Energy consumption of a typical sensor node for vehicle detection.a

Current,mA Power,mW Energy,mJ
Component active sleep active sleep active sleep
ATmega128L 2.30 0.008 6.90 0.024 0.69 0.24
[5]
CC2420 18.55b 0.020 55.65 0.060 5.57 0.59
[86]
HMC1021 3.75 0.00c 11.25 0.00 1.13 0.00
[35]
Total 24.60 0.028 73.80 0.084 7.38 0.83

Total energy consumption for one sampling period,mJ 8.21

aFor Vcc = 3V , fc = 1MHz, Tactive = 100ms, and Tsleep = 9900ms.
bThis is the average of the current draw values for TX (17.4mA) and RX
(19.7mA).
cIt is assumed that the microcontroller disconnects the sensor from the voltage
supply when in sleep mode.

The total energy consumed by the sensor node over a specified lifetime
duration can be computed using

Etotal = ETs
×
Tlifetime

Ts
(3.2)

where Tlifetime is the lifetime duration and Ts is the sampling period in sec-
onds.

From the total energy Etotal in Equation 3.2, we can solve for the minimum
required battery capacity in Ampere-hours by

Cbattery = Etotal ×
1hr.

3600s
×

1

Vbat
(3.3)

where Vbat is the voltage of the battery during discharge.
As an example, for the typical sensor node describe in Table 3.2, and for

a lifetime duration of three years together with a sampling period of 10s, the
total energy consumed by the sensor node is

Etotal = 8.21mJ ×
94, 608, 000s

10s

Etotal = 77, 673.17J

For a battery voltage of 3V , the minimum required battery capacity for a
lifetime duration of three years can now be computed as

Cbattery = 77, 673.17J ×
1h

3600s
×

1

3V

Cbattery = 7.19A · h
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3.6.3 Security Issues

Wireless signals can be detected easily by data thieves or eavesdroppers. Thus,
there are also security concerns over the deployment of wireless sensors [33].
Technology such as Zigbee uses 128-bit AES algorithm to provide strong au-
thentication mechanisms that prevent unauthorized devices from joining and
using the network key to control devices. However, the collected vehicle lo-
cation data in traffic monitoring systems must be kept secure as well. This
requires other schemes aside from strong authentication and encryption mech-
anisms. In [96], the location privacy of drivers is protected by anonymizing
the IDs of cars. Their system uses short IDs which are derived from the vehi-
cles full ID using periodically updated random patterns. The use of short IDs
allow vehicles to be re-identified without revealing their full identities.

The addition of security and privacy mechanisms can introduce significant
overhead to vehicular communications, especially when each vehicle period-
ically transmits beacons to other vehicles [15]. This may cause it to fail in
meeting stringent latency requirements in critical applications such as colli-
sion avoidance. The effects of security on the overall vehicular communica-
tions performance must be studied, taking into account the communication
technology, system computing resources, network configuration, environmen-
tal factors, security protocols, and supported applications.

3.7 Conclusions

In this chapter, a survey on the use of wireless sensor networks for intelligent
transportation applications has been presented. The key application areas are
the traffic and car park management, intra-vehicle monitoring systems, and
road safety. The use of this technology promises significant advancements in
the industry. The existence of a wide array of wireless technologies and sys-
tem architecture require the users to evaluate and select the right technology
for their applications. For successful deployment, several metrics in terms of
power consumption, range, data rates, cost, scalability, security, robustness
and software integration need to be adequately addressed.

For the near future in intelligent transportation system, it could be foreseen
that more wireless sensor networks will be installed at the highway and traffic
light junctions. Besides counting and classifying the vehicles, the signals can
also be used to link the traffic signals at adjacent junctions to coordinate the
start of their green times. This will allow the motorists to travel from one
junction to another without having to stop often at the red light. With the
wireless sensors to detect both the motorists and pedestrians at the traffic
junction, the timings of the traffic light can be set adaptively according to the
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real time needs to balance the conflict demands between the motorists and
pedestrians.

For a compact city such as Singapore, each vehicle is mandatorily installed
with an in-vehicle-unit (IU) by the Land Transport Authority. The in-vehicle
unit was initially meant for the purpose of electronic road pricing [79]. The
driver is responsible for inserting a cash card into the IU before the vehicle
passes through the charging gantries. Its application has lately been extended
to car park payment system. By expanding the IU features with GPS, sensors
and inter-vehicle communication capabilities, many possible emerging appli-
cations for large scale sensor network can be explored. The key concern here
is to address the individual privacy adequately. For public vehicle such as bus
or taxis, the privacy is less of an issue. These vehicles can be monitored to
provide live traffic information such as the traveling speed or estimated arrival
time through processing the GPS information from these vehicles.
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4.1 Introduction

In recent years the advances in wireless sensor networks have grown exponen-
tially and WSNs have been deployed in diverse application areas such as agri-
culture, disaster management, intelligent transport systems, and industrial
automation. In industrial automation, wireless sensor networks have so far
mostly been considered within building automation, factory automation, and
process automation in order to save cost in cable reduction and maintenance
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but also improved flexibility [14]. Recently, wireless sensor networks for smart
grid applications have been discussed. Several market forecasts have recently
predicted exponential growths in the sensor market over the next few years,
resulting in a multi-billion dollar market in the near future. For instance, ABI
research [18] predicts that in 2015 around 645 million IEEE 802.15.4 chipsets
will be shipped and that the worldwide market for automation systems in
process industries will grow to roughly $150 billion.

Building Automation Systems (BAS) can be used in schools, hospitals, fac-
tories, offices and homes, to enhance the quality of building services and reduce
the operation and maintenance costs. Typical functionalities of BAS include
the monitoring and controlling of heating, ventilation, and air conditioning
(HVAC) systems, the management of building facilities and the automation of
meter reading. KNX, LonWorks, and ZigBee are standards that are used and
deployed in building automation. In building automation systems the require-
ments on latency and data throughput are more relaxed compared to process
automation and factory automation. The main challenge for wireless sensor
networks in BAS is to provide a low-cost solution which is robust against
changing wireless channel conditions, coexist with other wireless technologies,
and provide long battery lifetime.

Smart grids will provide more electricity to meet rising demand, increase
reliability and quality of power supplies, increase energy efficiency, and be able
to integrate low carbon energy sources into power networks [16]. Traditional
electric-power-systems monitoring and diagnostic systems are mainly realized
through wired communication but in the future it can realized with wireless
sensor networks due to cost-efficiency [15]. It should be noted that most of the
foreseen applications using wireless sensor networks in smart grids are pure
monitoring with relaxed requirements. This implies that available commer-
cial WSN chip sets are good enough for fulfilling the smart grid monitoring
applications. For more demanding areas such as substation automation there
is more challenging requirements with real-time communication and latency
demands on some milliseconds which put high demands on reliable communi-
cation.

Wireless technologies for factory automation has been available since early
2000 when WISA was launched [13]. The requirements in factory automation
are demanding with respect to determinism, reliability, and availability. With
an update frequency of 100 ms to < 1 ms, the domain of factory automa-
tion is one of the most challenging to use wireless communication technology.
With state of the art technologies, wireless solutions may serve applications
with an update frequency of 10 ms to 20 ms. Because of the wide spreading
of PLCs and decentralized peripherals, the ranges between devices may vary
from a few meters up to some hundreds of meters. The network topologies
for wireless solutions range from simple cable replacement point-to-point and
point-to-multipoint connections up to cellular networks with roaming capabil-
ities (production lines, automated guided vehicles). Some examples of domain
and typical requirements are given in Table 4.1.
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TABLE 4.1
Requirements for some typical automation domains

Application Domain Update Frequency Nodes / 10 m2

Building Automation seconds 1− 20
Process Automation 10− 1000 ms 1− 20
Factory Automation 500 µs− 100 ms 20− 100
Substation Automation 250 µs− 50 ms 1− 10
High Voltage DC control 10− 100 µs 300− 500

The usage of industrial wireless sensor networks within Process Automa-
tion domain has gained a lot of interest in both academia and industry. The
main concerns about reliability, security, and integration along with the lack
of device interoperability have hampered the deployment rate although there
exists a lot of research work regarding WSN based on IEEE 802.15.4 [11] and
ZigBee for industrial automation applications with very relaxed requirements.
However, for applications in the process automation domain these standards
becomes obsolete [17] and in order to overcome the constraints in the Zig-
Bee and IEEE 802.15.4 standards, WirelessHART, the first open and inter-
operable wireless communication standard designed specifically for real-world
applications in process automation, was approved and released in 2007. Wire-
lessHART builds on proven international standards - the HART Communica-
tion Protocol (IEC 61158), IEEE 802.15.4 radio and frequency/channel hop-
ping, spread spectrum and mesh networking technologies to ensure reliable
communication in harsh environments.

It is foreseen that wireless technology and especially wireless sensor net-
works has the potential to contribute significantly in areas such as cable re-
placement, mobility, flexibility, and scalability. It offers competitive advan-
tages such as lower life-cycle cost and reducing connector failures which is
one of the most common reliability problems. Below we summarize the major
advantages of industrial wireless sensor networks.

• Cost - With capital at a premium, process manufactures are looking for
quick investments that cost little and save even more. The major incitement
for deploying WSN in process automation (all automation business) is that
they are easier and less costly to install than traditional wired systems.
Consider a green field installation today, it cost roughly $200 per meter
to install wires in an ordinary process plant, and approximately $1000 per
meter in offshore installations. As wires age they crack or fail. Furthermore,
inspecting, testing, troubleshooting, and upgrading wires require time, labor,
and materials.

• Flexibility - Many secondary process variables have long gone unmea-
sured, and expensive pieces of critical rotating equipment remain non-
instrumented. With the advent of WSN, we are able to unlock stranded
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FIGURE 4.1
Tumbling mills in mining automation creates severe fading dips.

FIGURE 4.2
Hot rolling mill.
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information in instruments, gather information from where it previously has
been economically unfeasible, such that the process can be enhanced with
respect to quality and quantity, and reducing the possibility of mechanical
failures. Furthermore, another advantage is that WSN enables temporary
measurements of certain process values and quality indicators without in-
stallation of additional wires.

• Emerging Applications - With the advent of wireless infrastructure andWSN
in process automation several new wireless applications are emerging such as
empowering mobile workers, location of assets, safety mustering, integration
on nontraditional signals such as video, bridging remote or isolated control
systems, enabling wireless control applications, and allow connectivity for
equipment that is “sealed-for-life.”

• Reliability - Industrial applications require reliability and determinism in the
automation systems to avoid serious consequences such as injury, explosions,
and material losses. Industrial wireless sensor networks can offer built in
redundancy and capabilities for anticipatory system maintenance and failure
recovery. This could for example be achieved by designing meshed networks
where there always exist available links to the control system.

Although there are several benefits with deploying wireless in industrial
automation there are some challenges to consider. In most cases, the wireless
sensor networks will be deployed in harsh environments (See Figures 4.1 and
4.2) which contain a lot of steel, metals, and rotating machinery which cre-
ate multipath fading and deteriorate the performance of the wireless systems.
These fading dips can be deep under a short time period and the received sig-
nal strength can drop as much as 30 - 40 dB and creates severe communication
problems (could even lose the communication link temporarily). Typically in
industrial environments the signal is static during a symbol period. In cel-
lular communication the signals typically fluctuate within the symbol period
and causes inter-symbol interference. Other problems that may occur in in-
dustrial plants is moving objects such as trucks parking in front of wireless
sensor nodes and creating shadow fading which sometime can eliminate the
communication completely and the only solution to that problem is using sev-
eral communication links (i.e., using mesh network topology). The presence of
electrical motors, cranes, and vehicles can also produce interference in commu-
nication systems. These interferences are a composition of random high energy
spikes with randomly occurrence in terms of time and frequency which does
not correspond to Gaussian noise and consequently affect the communication
systems differently. Impulse interference typically occurs between 200 MHz
- 1 GHz frequency band but can sometimes be present in higher frequency
bands [8, 10]. The presence of multipath fading and impulse interference in
industrial automation environments needs to be considered when designing
industrial wireless sensor networks in the future.
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4.2 Applications and Requirements for Industrial Au-
tomation

From the previous section we know that the general requirements, such as,
reliability, low-powered, and enable to coexist with other wireless systems
are the same for different industrial automation domains. However, some do-
mains such as process automation and factory automation have much stricter
requirements and in this section we highlight some important requirements
that need to be met for a successful large scale deployment of WSNs in pro-
cess automation and discrete manufacturing. Some typical examples of process
automation industries are: pulp and paper (see Figure 4.3(a)), mining, steel,
oil, and gas (see Figure 4.3(b)) to mention some. The main characteristic that
groups them together is that the products are produced in a continuous man-
ner, i.e., the oil is produced in a continuous flow. In discrete manufacturing,
the products are produced in discrete steps, i.e., the products are assem-
bled together using sub assemblies or single components. Typical examples of
discrete manufacturing industries are automotive, medical, and the food in-
dustries. Discrete manufacturing heavily relies on robotics and belt conveyors
for assembly, picking, welding, and palletizing. To generalize, discrete man-
ufacturing normally have stricter requirements with respect to latency and
real-time requirements compared to process automation. However, as always
there are cases when this general assumption is not true. The main reason for
this generalized assumption is that in order to pick, assemble, or palletize at
high speed, the latency, refresh rates, and real-time requirements are stricter
compared to a tank level control in process automation to achieve the re-

(a) Pulp and paper (b) Oil and gas

FIGURE 4.3
Examples of process automation.
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quired production quality. However, the focus in this chapter is on process
automation, while keeping in mind that requirements might be even stricter
for discrete manufacturing.

In the automation domain, many different communication protocols exist
on various media such as fiber, copper cables, radio, or even power-line carrier
communication. Since the automation equipment ranges from high-end server
hardware from the IT domain, down to small tailored embedded systems with
8 bit processors and just a few kilobytes of memory, it is a challenging task
to solve all needs with one single protocol. From an automation application
point of view, communication is for example used for

• interconnection of automation equipment distributed over large geographical
areas

• interconnection of dedicated real-time automation systems with operator
work-places for control and supervision

• closed loop control, ranging from slow processes such as tank level control,
to fast processes such as motion control

• interlocking and control, a major part of control applications in process
control require discrete signaling. For example, a machine might have start,
stop, and safety interlocks.

• monitoring and supervision, where large amount of data is transmitted and
evaluated to predict and avoid interruption of production.

As illustrated in Figure 4.4 the automation network is divided into several
different networks, with different demands and importance of various prop-
erties. Typically, the higher levels of the automation networks, i.e., server
networks, have more relaxed constraints on for example latency and real-
time properties, compared to the field networks. On the other hand, the field
networks have in general relaxed constraints with respect to throughput, as
real-time behavior, low latency, and low jitter are more important for process
control.

4.2.1 Targeted Applications

Typical applications at the field network level that is targeted for industrial
wireless sensor networks are monitoring and supervision, interlocking and con-
trol, and closed loop control. That means that the industrial WSNs should
support all the requirements in order to fit the expected application scenarios.
A design that for example only supports monitoring and supervision, but not
interlocking and control will have a limited success probability in the domain
of process automation.
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FIGURE 4.4
Future wireless infrastructure and its applications in the process automation
domain.

Measuring the quality, production statistics, finding discrepancies and re-
solving them before unplanned shutdowns occurs are typical application sce-
narios for monitoring and supervision. As an example of preventive mainte-
nance, a sensor is measuring the vibrations from an electrical machine in or-
der to detect worn bearings such that maintenance can be scheduled at next
planned production stop. Most of the measures are displayed for the plant
operators such that they can monitor the production and tune the automa-
tion systems based on production rates and quality. Most measuring values
are associated with alarm conditions, for example the tank is full or empty.
Typically those alarms are collected in alarm lists that require the operator’s
attention in order to keep the production rate.

Another important use-case of physical measurements is for closed loop
control where the automation system automatically stabilizes unstable pro-
cesses without manual intervention. In some cases closed-loop control is con-
venient for the operators such that they do not need to manually open and
close a valve to maintain a steady flow. But in most of the cases humans can-
not control fast processes manually as for example in the case of controlling
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the speed and torque of electrical machines on a paper machine to keep the
paper web stretched without dragging the paper or causing web breaks at
high speeds (1800 m/min).

Furthermore, due to safety reasons, interlocking and control is another
important area for process automation. If a control valve in an oil pipeline
is closed the electrical machine controlling the pump needs to be stopped
immediately in order to keep the oil pressure within the specifications. Thus,
the pump is interlocked with the control valve. Another important scenario
is that a control command needs to be issued to the oil pump for the gear
box before starting the electrical machine that is connected to the gear box
to avoid damages in the gear box. A more critical scenario is when sensors
are located in the direction of a belt conveyor in a mining application. The
sensors should indicate that the rocks will fit in the tunnel. If too large pieces
of rocks are detected, the belt conveyor needs to be stopped before it jams
the tunnel.

4.2.2 Requirements

Since fieldbuses are used to transmit data for interlocking, closed-loop con-
trol, and monitoring there exist several important properties. Some of the
most important and sometimes even contradicting properties of industrial
communication at various levels are given in Table 4.2.

In Table 4.3, the different types of applications are grouped and listed in
three sub-categories:

• Monitoring, supervision - this sub-category collects different types of sensors
that provide diagnostics and supervision that normally can be pre-processed
and transmitted and updated on a period time from 1 second and more.
This information is generally not sensitive for packet losses and jitter as it is
used for supervision and condition monitoring. However, in some cases data
consistency might be important.

• Closed loop control - sensors and actuators are connected to proportional-
integral-derivative (PID) controllers that control the process with respect
to the actual set-point. The purpose of the control loop is to continuously
stabilize the (instable) process by controlling the actuators based on the
actual sensor readings. Generally, closed loop control is sensitive to jitter
and delays.

• Interlocking and control - normally the major part of control applications
in process control require discrete signaling. For example, before a start
command can be issued to a machine, several start conditions have to be
fulfilled. A machine might have start, stop, and safety-interlocks. Therefore,
interlocking and control signaling are sensitive to delays.

The reason for the separation of closed loop control and interlocking and
control is that when closed control is used, the controller can compensate for
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TABLE 4.2
Important properties of industrial communication

Property Description

Safety Failures in communication should not affect the health
of persons, equipment, or environment

Security The transmitted data should be secure against malicious
manipulation to avoid loss of production or safety of
person, equipment, and environment

High avail-
ability

Avoid a single-point-of-failure that can compromise the
plant production. The production should be able to con-
tinue without major degradation in the case of a single
failure

Deterministic Data must always be delivered within given time con-
straints, for example to be able to stop a conveyor belt
before any material transported on the conveyor will
cause long time of production loss or affect safety

Low latency
and jitter

Data must be transmitted with low latency and jitter
for motion control in order to keep control performance
and precision

High
through-
put

Plant operators will request production statistics from
the control system that will be presented as a trend
curve displaying different key performance indexes or
to monitor the current production and react before any
disturbances in production will occur

Efficient de-
ployment and
maintenance

The lifetime of automation equipment is expected to be
longer than 10 years. In case of malfunctioning equip-
ment the on-site maintenance staff should be able to
replace faulty equipment and restore plant production
without help from automation system experts. Another
reason is that plants can be at inconvenient geographic
locations and it would take a long time for an expert
to reach the site, for example an offshore oil-rig or deep
down in a distant mine

Flexible
topology

The asset owners constantly seek new methods to im-
prove the production speed and quality, and rearrange-
ment or addition of automation equipment is not uncom-
mon due to new discoveries in the production method-
ology.

delays and retransmissions without major degradation of control performance.
On the other hand a process interlock, that should for instance stop a ma-
chine, is less tolerant for delays and retransmissions as the consequences of
delays are most likely to introduce spurious problems in the production or
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TABLE 4.3
Typical requirements for Industrial Wireless Sensor and Actuator Networks
in the Process Automation Domain

Sensor Network Applications Delay Update Frequency

Monitoring and supervision
Vibration sensor s sec - days
Pressure sensor ms 1 s
Temperature sensor s 5 s
Gas detection sensor ms 1 s
Closed loop control
Control valve ms 10− 500 ms
Pressure sensor ms 10− 500 ms
Temperature sensor ms 500 ms
Flow sensor ms 10− 500 ms
Torque sensor ms 10− 500 ms
Variable speed drive ms 10− 500 ms
Interlocking and Control
Proximity sensor ms 10− 250 ms
Motor ms 10− 250 ms
Valve ms 10− 250 ms
Protection relays ms 10− 250 ms

even dangerous situations. Generally the update frequency, or period time,
equals the deadline. This means that real-time communication in a meshed
network should have a time-to-live (TTL) that equals the deadline in order
to avoid network congestion. Furthermore, in order to be resilient to spurious
transmission errors or deadline misses the control system typically accepts
two out of three lost packets without any further action. If three consecutive
packets are lost, the fail-safe state is activated in order to avoid uncontrolled
processes and to signal that an error has occurred.

4.2.3 Design Objectives

As always, the key for success is in the details but more importantly the de-
tails needs to be hidden from the end-users as much as possible. One of the
main design objectives is to design the system in a way such that the end-
users have to interact with the communication system as little as possible.
The motivation for this is that when a device or communication link fails,
the production will be affected directly or indirectly, and in the worst case
there will be a complete production stop. Thus the time to repair is a cru-
cial parameter to consider. It should be possible to restore production with
maintenance personnel who are typically not experts in WSN, but rather have
a vast and broad experience of the multitude of different systems and com-
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ponents in order to restore production as fast as possible. There is not time
to fly in an international recognized expert to restore production due to the
cost of lengthy production losses in the case of a failure in a single device.
Current systems are designed in such a way that the maintenance personnel
identify and replace the faulty equipment and the system will download the
previously used configuration in the new device in order to resume production
without any further configuration or extensive testing. Furthermore, the real-
time characteristics need to be preserved in case of maintenance and further
motivates the central storage of configuration data that enables consistency in
the system and eliminates the human factor. The major design objectives are
to design for safety, security, test and maintenance, determinism, and reliabil-
ity while keeping the total design as simple as possible. The main challenge is
that some of the requirements are in contradiction with each other and many
trade-offs are necessary in order to for example meet the real-time constraints.

The devices and systems needs to be designed to withstand harsh environ-
mental environments such as high temperatures, designed for usage in areas
with risk of explosion, small form factors, and that devices might be stacked
in closed cabinets without forced ventilation. In other words, equipment needs
to be reliable, rugged with a plug and play feeling, and cost sensitive due to
relative small volumes and product life-cycles of up to 20 years. This typically
implies that less is more, and the systems and devices are tailored for their
specific needs without any additional nice to have features that you might find
in the consumer market.

4.3 Research Challenges

In automation and control, sensors are just one part as the physical process
measured is typically communicated to a control system that will react and
actuate depending on the physical measurements. For example a robot needs
to move based on the positioning information, or the flow of materials in
pipes needs to be controlled in order to guarantee the expected mixture of
chemicals in the process. In order to control a process the actuators are an
important part of the total system. Some examples of actuators are control
valves, discrete valves and electrical contactors, or variable speed drives. For
economical reasons it is preferable to have the actuators as well integrated
part of the WSNs, otherwise a parallel wired network needs to be deployed
for the actuators.

Since the majority of available wireless sensor networks origins from the
consumer market they are tailored for monitoring purposes. As mentioned
earlier, there are several applications targeting closed loop control and inter-
locking which means that actuators are involved into the system. This implies
that we need to be able to guarantee some kind of determinism and also that



Design Challenges and Objectives in Industrial Wireless Sensor Networks 91

bandwidth is available when needed to close a valve etc. [4]. Unfortunately
the real-time guarantees and quality of service aspects have been neglected
in existing solutions which make it a real challenge to completely utilize the
benefits that wireless brings into the process automation domain.

In the remainder of this section we will briefly outline some research ar-
eas that need attention in order to have real-time wireless capabilities that
supports the requirements in process automation domain given in Section 4.2.

4.3.1 Safety

Safety of humans, environment, and property should always be the number
one priority. In process automation some functions are safety-critical by defi-
nition, but most of them are not safety-critical. This does not mean that only
the safety-critical functions should be designed, developed, and certified with
care [1], as most process automation equipment depend on that the rest of
the system operates within the boundaries of the specifications. Even if the
functionality is not safety-critical by definition, there can be substantial pro-
duction losses or damages to the property if the automation equipment is not
designed to reduce the risk of uncontrolled or dangerous situations.

The prevention of uncontrolled processes is extremely important. As an
example, if a set point from the control system to a control valve cannot be
transmitted, the valve should fall back into a safe state (normally closed) after
a time out. The time out depends on how long time the process can tolerate
a malfunction of the actuator before a possibly dangerous situation occurs,
ranging from milliseconds to seconds. In addition to this, the control system
should detect this communication loss and indicate the failure. In this way,
the rest of the equipment that depends on the correct operation of the control
valve is signaled to avoid dangerous situations due to error propagation. Non-
safety-critical automation equipment is designed such that if a problem can
occur, it should be detected and force the process into a safe state. One of the
worst scenarios that can occur is that the operator’s view in the control room
is not consistent with the actual state of the equipment on the factory floor.
This implies that field devices cannot have extremely small duty cycles to
preserve battery since both the operators and control system will neither get
any life sign from the field devices, nor meet the required update frequency.

Some work with safety-critical communication using WirelessHART and
PROFINET IO has been presented in [5] and the main result is that the
WSNs need to have deterministic and synchronized communication in both
the uplink and the downlink in order to avoid spurious fail-safe timeouts.

4.3.2 Security

Most information that is transmitted to and from field devices is usually nor-
malized valued of the measured entity, i.e., 0-100% of the range of the mea-
suring instrument. In some cases the actual measurement is transmitted along
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with the SI unit. The control system is collecting information of the state of
the process, and the process is controlled based on the collected measurements
and the control strategy by transmitting set points for actuators based on the
actual state of the process. However, the main point is that it is not confiden-
tial information as such that is transmitted. As the confidential information
resides inside the control system, i.e., recipes or control strategies, and those
are not transmitted on the field networks. However, from a security perspec-
tive authentication, integrity, availability, and non-repudiation are important
security objectives. With respect to this, the current situation is that confi-
dentiality, authentication, and integrity are provided in WSNs. Here optimiza-
tions can be made with respect to security to improve energy consumption,
latency, and security overhead. The most problematic situation besides delib-
erate manipulation of control data is denial-of-service attacks, which cannot
be prevented by cryptography at all. In case of a denial-of-service attack, the
automation system will transition into a safe state, if designed correctly.

Secondly, how to integrate the security mechanisms in the overall automa-
tion system in an efficient way with respect to key management and replace-
ment of faulty field devices is an important issue. Users of control systems
today are used to exchange faulty devices during operation without any ad-
ditional configuration, i.e., “hot swap,” to minimize the downtime.

4.3.3 Availability

In industrial large-scale production, availability is of significant importance.
Even short and transient communication errors can cause significant produc-
tion outages. This is mainly due to that the process has to be stopped in
a controlled manner in case of a single communication problem, and it can
take up to several hours to achieve full production rate again, with produc-
tion losses in the range of hundreds of thousands dollars per hour. Self-healing
mesh networks are appealing to use in industrial automation for several rea-
sons, i.e., for redundancy, availability, etc. [19]. However, in literature it is
commonly assumed that routing protocols in industrial settings should be
able to deal with mesh networks containing thousands or tens of thousands
nodes. Furthermore, it is assumed that all of the devices are battery oper-
ated, thus energy aware routing protocols are of significant importance in
order to distribute the routing load in a fair manner amongst the nodes [23].
The first assumption is not correct, even though there are tens of thousands
of instruments that need to communicate, they do not belong to the same
network because of the availability concern. The nodes are distributed over
a set of process controllers, divided in several process sections, in order to
avoid a complete production stop in case of for example a “babbling idiot”
failure in one node. Furthermore, energy optimized routing protocols might
have a severe and negative impact on the latency and real-time performance of
end-to-end communication using mesh networks in the case of link problems
caused by fading. In industrial automation the mesh networks would rather
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benefit of rapid adoptions in routing, in the case of for example fading, while
meeting the real-time constraints. Flooding might be one feasible alternative
for usage in industrial automation [20].

4.3.4 Real-time Performance

Due to the nature of automation the data transmitted in the field networks
is only valid for a short time. If the data is delivered too late it is of limited
use, as in most real-time systems. Therefore new data should be propagated
through the network instead of guaranteeing delivery of all transmissions. This
is an important area of research, especially within the area of WSN where it
can be mesh networks, multi-hop situations, and synchronized communication
in both directions between the nodes. In addition, the automation systems will
download configuration data to the field devices both at startup and during
operation that should be end-to-end acknowledged and retransmitted to be
able to guarantee delivery in case of communication losses.

Reliability and latency are the primary requirements in WSNs to guarantee
deterministic real-time communication in industrial automation. A common
method in wireless communication systems to improve the link reliability is
to employ an automatic repeat request (ARQ) procedure (a retransmission
procedure) but this gives a limited improvement in link reliability. Further-
more, an inherent drawback of ARQ is the increased latency of packet deliv-
ery, due to a number of packet retransmissions. This is in direct conflict with
time-critical requirements of industrial applications. With respect to retrans-
missions in mesh networks and multi-hop situations, it has to be guaranteed
that data is delivered in the correct order. It can easily occur that data is
received in the wrong order if packets are not discarded in the mesh before
the next periodic data is transmitted and delivered. The consequences can be
substantial, as a single bit is used to start and stop electric motors ranging
from kilowatts to megawatts. Another approach to ensure reliability is to ap-
ply forward error correction (FEC) strategies, reducing the bit error rate and
consequently the number of retransmissions. In available IEEE 802.15.4 indus-
trial wireless sensor network chips, FEC strategies have been omitted mainly
due to power consumption of decoding operation. Nevertheless, by using FEC
the overall energy consumption will become less since we will spend less en-
ergy on retransmission as shown in [22] and re-scheduling our network. The
major trade off between the additional processing power and the associated
coding gain need to be optimized in order to have a power, energy-efficient,
and low-complexity FEC schemes in industrial wireless sensor networks [25].
In addition to that, we need to consider memory constraints in the embedded
system and not jeopardizing the WSN requirements given in Table 4.3.



94 Industrial Wireless Sensor Networks

4.3.5 System Integration and Deployment

In order to make a smooth and efficient integration of industrial wireless sensor
networks into existing automation infrastructures, the most critical point to
consider is the gateways. Today there exist a small number of gateway vendors
and they are proposing proprietary solutions, which prevents an open and
efficient integration to existing infrastructure. Since all commercially available
solutions today provide web-based configuration, everything is done manually,
which slows down the engineering, commissioning, and maintenance of the
system.

Today, most wired fieldbuses have services to download configuration and
to simplify the integration work in general. What is currently missing is a
standardized approach for WSN integration to the different fieldbuses in the
IEC standards [2]. Some standardization efforts are currently ongoing [21, 19]
as well as proposals for integration [3]. Therefore it is essential that the services
provided by the industrial wireless sensor networks are possible to integrate
efficiently in the automation system to have a seamless transition from wired
to wireless communication, as well as simple deployment, commissioning, and
maintenance.

Deployment of wireless sensor networks in industrial automation differs a
lot compared to the consumer market. First of all, in process automation the
sensors are placed on a fixed location to measure some entity and there is no
option that this sensor could be placed ad hoc as in military and consumer
market applications. This leaves only room for the gateway to be placed in
an optimal place on the plant to cover as large areas as possible with good
signal-to-noise ratio as possible. With this in mind, it becomes very impor-
tant that the industrial wireless network can guarantee robust communication
since some nodes are exposed to severe interference. It is also important that
the network is scalable and can adapt to changing network size. Without this
kind of support the network performance will degrade significantly as the net-
work size increases. Although scalability is needed it is important to stress
that network size for industrial automation will differ remarkably compared
to consumer market. A large network in industrial automation will most likely
contain 20-50 nodes while in consumer market it is about 200-300 nodes con-
nected to one gateway. Network sizes of several hundred nodes will have severe
problems with fulfilling the requirements given in Table 4.3 since the routing
algorithms are not aimed for wireless real-time communication.

A way of building reliable networks is to consider mesh technologies such
that there is always one available path from the sink to the gateway. However,
building mesh networks with several hops and still maintaining requirements
is a daunting challenge. A more appealing approach in industrial automation
is to build star networks, but with available industrial wireless sensor networks
we would jeopardize the communication reliability which is not an option.
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FIGURE 4.5
Distribution of IEEE 802.11 and IEEE 802.15.4 channels in the 2.4 GHz band.

4.3.6 Coexistence and Interference Avoidance

It is well known that performance of different wireless technologies can vary
quite substantially within different environments and with several wireless
systems deployed it is clear that the performance will degrade even more. A
clear trend within industrial automation is the rapid deployment of many dif-
ferent wireless communications technologies such as WLAN, Bluetooth, and
industrial wireless sensor networks that operate in the unlicensed 2.4 GHz
ISM band. Thus, it is very important that a solution can coexist in a radio
environment with a large amount of interferences from the harsh industrial
environment as well as limit its own disturbance. Some sources of disturbances
occurring in the harsh environment are multipath propagation [6], noise gen-
erated from the equipments or heavy machinery, or strong vibrations as dis-
cussed in the introduction of this chapter. Figure 4.5 show the distribution of
IEEE 802.11 and IEEE 802.15.4 channels in the 2.4 GHz band and it is typi-
cally common in industrial deployments to configure WLAN access points to
use non-overlapping channels 1, 6, and 11. It is obvious then to see that IEEE
802.15.4 can run relative interference-free operation in channels 15, 20, 25, and
26. In literature the effect of WLAN as interferer on IEEE 802.15.4 and vice
versa have been studied in [24, 9, 7]. In general, the coexistence of industrial
wireless sensor networks based on IEEE 802.15.4 with both WLAN and Blue-
tooth networks in the same area is possible with an acceptable performance,
when nodes are not in a close proximity of each other and/or channels are
adequately selected to prevent overlapping. In order to utilize the spectrum
in a good way it is important to use simple means of coexistence management
at the industrial plant. This is mainly comprised of following steps:

1. Registration of all applications using wireless communications in
the plant
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2. Assessment of coexistence situation, and if necessary,

3. Minimize the radio influences.

In order to handle coexistence and interference in an efficient way,
many industrial wireless sensor network standards employ various spectrum-
management techniques. A clear channel assessment (CCA) is performed be-
fore data transmission to ensure that the RF channel is free to use. For instance
in WirelessHART, the CCA reports a busy medium if a signal compliant with
IEEE 802.15.4 PHY modulation and spreading characteristics is detected.
Other countermeasure for combating interference is to use different diversity
(time, frequency, and space) schemes but also some more fancy innovative
techniques such as interference cancellation and effective radio resource man-
agement.

4.3.7 Energy Consumption

Research on energy consumption and energy harvesting / scavenging is a hot
topic today. However, due to refresh rates required in process automation it is
difficult to save much energy by minimizing the duty cycle of a wireless field
device. Secondly, as previously mentioned actuators are a mandatory part of
process automation and they are sometimes pneumatic. Therefore, true wire-
less field devices are not foreseen in the near future in process automation.
However, temporal installations of sensors used for validation of possible pro-
cess optimization will greatly benefit since they can be true wireless, operated
on battery power. Future research in energy scavenging will improve the situ-
ation and more kind of field devices can become true wireless. However, many
devices are unlikely to become true wireless using today’s technology, both
sensors (i.e., acoustic or laser) and actuators (i.e., large valves or pneumatic
control valves). Nevertheless, the advantages are still significant even if power
supplies have to be wired to the sensors and actuators as the fieldbuses are not
necessary to route between all sensors, actuators, and controllers in the spe-
cific process sections. Power is almost always found close to the field devices
today and is likely to remain there, even in green field installations.

Assume for a while that all field devices could be battery operated today, a
new significant problem would occur, namely scheduled battery maintenance
of tens of thousands of nodes in a typical process industry. This would cause
serious problems for the industries that are expected to operate flawlessly
24/7 with a few short schedule maintenance periods per year. In addition,
the end-users need to keep batteries of various size and capacity on stock in
order to quickly replace exhausted batteries. That means in the end that the
life-cycle cost for a true wireless device would be more expensive compared to
a device that only communicates wirelessly.
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4.4 Conclusions

Industrial wireless sensor and actuator networks will become an important
component in future industrial automation because it offers simplicity, flexi-
bility, and less maintenance. Today most of available radio chips origins from
consumer market with much more relaxed requirements than industrial au-
tomation requires. Furthermore, the available industrial wireless sensor net-
work standards in process automation are tailored for condition monitoring
applications with slow update frequency of measurement values. For future
applications such as wireless control, it will become a major challenge to de-
sign industrial wireless sensor and actuator networks that are robust against
interference, handle the tough real-time requirements that are given in process
automation domain, and still be very cost effective.
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5.1 Introduction

The collaborative nature of industrial wireless sensor networks (WSNs) brings
several advantages over traditional wired systems, including self-organization,
rapid deployment, flexibility, and intelligent-processing capability [9]. Re-
cently, WSNs have found their way into a wide variety of applications and
systems with varying requirements and characteristics [1], [14]: ocean water
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monitoring and bathymetry, avalanche rescue, object tracking, remote mon-
itoring of oil and gas reservoirs, and, preventive and predictive maintenance
(PdM)1, which is considered to be an important and relevant example of
the class of industrial sensor networking applications that provide measurable
value in real deployments.

Resource management is just as critical in the industrial environment as
in other deployment scenarios. This may seem counterintuitive since most
industrial plants have ample power supplies and distribution systems. How-
ever, as also discussed by Krishnamurthy et al. in [14], operating and safety
regulations typically call for each piece of equipment to have a dedicated
power circuit, requiring separate power connections for sensor nodes. Hence,
to reduce installation costs, the WSN must either be battery powered (and
employ aggressive resource management) or make use of energy harvesting.
Since industrial WSNs are expected to be deployed in harsh or inaccessible
environments for long periods of time, recently, employing energy harvesting
(via ambient energy sources such as solar [2], vibrational [13], [18], wind [30]
and thermal energy [29]) to replace/supplement batteries that power WSNs,
has earned much interest. Detailed information about different types of en-
ergy harvesting approaches can be found in [29], which is a useful source that
investigates the current energy harvesting WSN applications in several areas,
and, provides examples of leading development enterprises.

The most popular source of the ambient energy is the sun. Solar energy
is becoming widely used, due to its high power density (about 15 mW/cm3)
compared to other sources of ambient energy [20]. Consequently, numerous
researchers have designed energy harvesting circuits to efficiently convert and
store solar energy [12], [23], [27], and, most of the studies mentioned in this
chapter focused on solar energy harvesting. As claimed by Yu and Yue [31],
solar energy harvesting is a comparatively full-fledged technology for WSNs
used for outdoor applications. However, for indoor applications, it is not suit-
able since the efficiency of photovoltaic cell is very low under low indoor light
luminous intensity. For indoor applications, one may prefer the micro-scale
indoor light energy harvesting system developed in [31], or, the energy opti-
mized sensor node [24] designed to harvest the energy from indoor light, for
building climate control application.

Moser et al. argue in [19] that, depending solely on energy harvesting gives
rise to new challenges and will trigger the revision of conventional resource
management. If, e.g., the size of a solar cell limits the available power/energy of
an electronic device, decisions such as when to provide how much power, rate,
service, etc., have to be made in order to satisfy the needs of the user as well
as possible. Successful demonstration of perpetual operation with indoor EH
WSNs have already been made, that are drawing attention to the importance
of routing and scheduling mechanisms that are aware of the energy harvest

1Predictive maintenance is a general term applied to a family of technologies used to
monitor and assess the health status of a piece of equipment (e.g., a motor, chiller, or cooler)
that are in service [14].



Resource Management and Scheduling in WSNs 103

process. For instance, in an indoor office environment, Hande et al. [10] used
monocrystalline solar cells to scavenge energy from 34W flourescent lightbulbs
in order to supply (via supercapacitors) the routers of a WSN. The routers,
operating in pairs, achieved virtually perpetual operation by resource-aware
operation. The authors in [10] stressed that in scenarios with mobility, re-
source management mechanisms for other forms of energy scavenging (such
as vibration-based or thermal) should be investigated in future work.

Resource (energy) management in WSNs equipped with energy harvesting
capabilities is substantially and qualitatively different from resource manage-
ment in traditional (battery-powered) WSNs. As stated by Mao et al. in [17],
conservative energy expenditure in energy harvesting networks, may lead to
(i) missed recharging opportunities because the battery buffer is full and, (ii)
long delays because the energy is not being fully used to transmit at high
enough data rates. On the other hand, aggressive usage of energy may result
in reduced coverage or connectivity for certain time periods, not to mention
complete battery discharges that could make the nodes temporarily incapable
of transferring time-sensitive data. In industrial applications, this may lead to
loss of production and may sometimes create hazardous situations [22]. Thus,
new resource allocation and scheduling schemes need to be designed to balance
these contradictory goals, in order to maximize the network performance.

5.2 Algorithms

In this section, we focus on resource allocation and scheduling schemes that
could be used for sustainable operation of industrial WSNs.

5.2.1 SSEA and ASEA Schemes

In [21], the authors present both basic and advanced expectation models for
solar energy harvesting. Based on these expectation models, they suggest en-
ergy allocation algorithms, SSEA (Simple Solar Energy Allocation), ASEA
(Accurate Solar Energy Allocation), to achieve optimal use of harvested en-
ergy. Both algorithms operate based on time-slots. Assuming that the cycle
of energy harvests has a period of T , and that T is divided into sub-periods
(called slots) of equal length, the base energy harvest expectation increases
during morning slots, decreases during afternoon slots, and stays nearly zero
during the night. The basis of the expected harvest for each slot reflects rel-
atively long-term tendencies such as seasonal or monthly trends. Neverthe-
less, short-term conditions, i.e., temporary environmental conditions are also
important, especially in locations or seasons with frequent weather changes.
Therefore, an “advanced” energy expectation that factors in faster weather
dynamics is also computed.
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Both algorithms focus on allocating energy fairly over time, leading to a
more stable application performance, while at the same time maximizing uti-
lization of the energy harvest. The SSEA algorithm is designed for a resource-
constrained sensor. It uses a basic expectation model. Thus, it is simple, and
has low overhead, but it sacrifices some degree of effectiveness in energy allo-
cation. SSEA operates as follows: (1) Determine the amount of residual energy
stored in the battery, and the expected amount of energy to be harvested dur-
ing each slot. (2) Using this information, find an appropriate energy budget
for every slot in a harvesting cycle. (3) Then, go to sleep until the start of
the next harvesting cycle. ASEA algorithm, on the other hand, is based on an
advanced expectation model, and is suitable for a node which needs a more
precise energy allocation and has adequate resources to support additional
computation, as it comes with a higher overhead than the SSEA scheme.
Based on the expectation of harvested energy, ASEA solves a linear program-
ming problem at every start of each slot [21], and calculates the energy to be
allocated for the next slot.

Both algorithms are reported to dramatically reduce the number of occa-
sions on which a node stays in sleep mode during an entire slot [21]. When
compared to the ideal scheme (which assumes that the amount of energy that
will be harvested during the harvesting period is known a priori), ASEA is
shown to achieve results closest to those of the ideal scheme in all respects,
and SSEA comes next.

5.2.2 A Practical Flow Control Scheme

Noh and Kang [20] develop a practical flow control (called PFC in this chap-
ter) algorithm that aims to maximize the amount of data collected by both
flow-centric2 and storage centric3 WSNs. The algorithm is distributed and
operates in a time slotted system. It cooperates with an energy allocation al-
gorithm (called Simple Solar Energy Allocation (SSEA) in [21]) so as to use
the harvested energy optimally. Under the constraints of the energy allocated
to each time slot, at the start of every time-slot, the algorithm determines
an appropriate flow-rate of the outgoing links, while aiming to maximize its
utilization of the energy budget for this slot. The algorithm tries to maintain
an ABP (Adaptive Back Pressure) super-flow as long as possible, and thus,
it can be seen as a modified version of the adaptive flow control algorithm
proposed in [8].

Mainly, the algorithm operates as follows: In a time-slotted system where
the unit block for energy allocation is slot, it is assumed that, each slot is
divided into several sub-slots; the unit blocks used for determining the transfer
rate. Under this setting, each node determines the transfer rate of each of its

2When there is a sink node in the network, WSN works as a flow-centric network and
aims to maximize throughput to the sink node.

3When the network operates without a sink, it operates as a storage-centric network
with the aim of minimizing the amount of data loss due to storage constraints.
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outgoing links at the beginning of each sub-slot, and maintains this rate during
the duration of a sub-slot. The transfer rate is computed by the transfer rate
determination algorithm proposed in [20] which is designed to maintain the
ABP superflow during a sub-slot. After the node determines the transfer rate
for all outgoing links during a sub-slot, it checks whether it has enough energy
to operate during that sub-slot. If it finds that there is not enough energy to
sustain the node, the algorithm is terminated while making the node go into
sleep mode and setting wake-up time to the start of the next slot. The flow-
control scheme is shown to produce [20] the lowest amount of data loss (for
the case of storage-centric WSN) as well as the highest throughput, proving
that it can maximize the amount of collected data by the sink while balancing
the data efficiently when the network operates in the flow-centric mode.

5.2.3 Fixed Power (FP), Minimum-Interference (MI), and
Multi-Sink (MS) Power Allocation Schemes

FP, MI, and MS are simple, location-based power allocation algorithms [28]
developed for structural monitoring applications with multiple sinks. Note
that, all these schemes assume that energy harvesting nodes can only commu-
nicate with the sinks, not with each other. Moreover, as they do not consider
energy harvesting statistics, all algorithms operate such that a data packet is
sent to the sink(s) whenever sufficient energy is accumulated. FP is the sim-
plest power allocation scheme since it assigns the same (fixed) transmit power
(P ) to all nodes. Tan et al. report in [28] that, for FP, a large P permits direct
communication with more sink(s) (causing multi-sink redundancy), but, not
only it results in a longer harvesting period, but also introduces the near-far
effect4. Assigning low P , on the other hand, shortens the harvesting period
and reduces the level of interference, at the expense of reducing the scope for
exploiting multi-sink redundancy. MS and MI schemes are designed so that
powers are assigned according to nodes’ proximity from the sinks, i.e., P for
each node depends on its communication range and distance from the sink.
MS is a multi-sink scheme, where each node is assigned a power level just
sufficient to communicate with its nearest j sinks. MI is the special case of
MS, where j = 1, i.e., each node is able to communicate only with its nearest
sink. This scheme minimizes the interference and near-far effect, while ensur-
ing connectedness. According to the simulation results obtained for various
node densities [28], FP poses a trade-off between throughput and fairness:
throughput is maximized at lower powers at the expense of fairness and vice
versa. The MS scheme does not perform as expected (close to MI) as the in-
terference outweighs the potential benefits of multi-sink redundancy. Finally,
by assigning the minimum P required for each node to communicate with its
nearest sink, the MI scheme enables more nodes (from different locations) to

4Near-far problem: At higher node densities, contention becomes more severe resulting
in nodes closer to the sink becoming more favored.
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have successful simultaneous transmissions, causing its superior performance
in terms of throughput, data reliability, and fairness.

5.2.4 QuickFix/SnapIt Algorithms

QuickFix and SnapIt [16] were proposed as two different algorithms that work
in tandem, to maximize the network utility, i.e., the sum of the utility functions
of the nodes, with the aim of achieving proportional fairness in a slotted-time
system. The system is designed in such a way that the time during a day is
broken into multiple time intervals called epochs, where each epoch consists of
τ slots. QuickFix is an efficient dual decomposition and subgradient method
based algorithm that operates within each epoch, to reveal the feasible region
and the optimum solution differing in each epoch. It exploits the special struc-
ture of a DAG (Directed Acyclic Graph) to form an efficient control message
exchange scheme, which is motivated by the general solution structure of a
dynamic program. QuickFix offers a distributed solution that does not require
any knowledge of the future recharging rates. Moreover, it can efficiently track
instantaneous optimal sampling rates (for every slot) and routes in the pres-
ence of time-varying recharging rates. However, QuickFix’s solution to the
proposed utility maximization problem depends on the average (long term)
energy replenishment rate of a node and not the state of the battery. Hence, if
fluctuations in recharging happen at a faster time-scale than the convergence
time of QuickFix, undesired battery outage and overflow scenarios may arise,
causing missed samples and lost energy harvesting opportunities respectively.
Therefore, Liu et al. introduce a localized scheme called SnapIt that uses the
current battery level to adapt the rate computed by QuickFix with the goal
of maintaining the battery at a target level, i.e., chosen as the half of the local
battery state in [16]. SnapIt chooses the rate, independently at each node i
based on the current state of the battery as follows: the rate found by Quick-
Fix is reduced by δi (different for each node) if the battery is less than half
full, and, is increased by the same amount when it is more than half full. We
refer the interested reader to [16], for the effect of δ on the performance of
QuickFix/SnapIt. In [16], QuickFix/SnapIt is compared to a modified version
of IFRC (Interference-aware Fair Rate Control) [25], a backpressure-based
protocol, which aims to achieve max-min fairness in WSNs. The results show
that the two algorithms, working in tandem, can increase the total data rate
at the sink by 42% on average when compared to IFRC, while significantly
improving the network utility.

5.2.5 DRABP and NRABP Schemes

Gatzianas et al. [5] model energy harvesting as a time-varying process and
consider jointly managing the data and battery buffers (queues). The authors
consider infinite data buffer and finite battery buffer sizes. They assume that
the energy harvesting process is memoryless (it is claimed that, for a more
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general process, a slot analysis can be applied whose complexity will grow with
the network size). Two policies (DRABP and NRABP) with decoupled admis-
sion control and power allocation are proposed with the goal of maximizing
the total system utility (the long-term rate achieved per link) while satisfy-
ing energy and power constraints. They are carefully crafted modifications of
the ABP-based policy of [7], which is known to achieve the optimal utility in
the infinite battery scenario (non-rechargeable batteries). DRABP (Downlink
Rechargeable Adaptive Backpressure Policy) is developed for downlink scenar-
ios, whereas NRABP (Network Rechargeable Adaptive Backpressure Policy)
is developed for multi-hop networks (ad hoc networks, sensor networks, etc.).
DRABP is proven to be asymptotically optimal [5] when all nodes have suffi-
ciently large battery capacities. Both schemes operate on virtual queues, which
are constructed in such a way that any policy that stabilizes them also satisfies
the appropriate long-term constraints. Since our main concern is WSNs, we
focus on NRABP and refer the interested reader to [5] for details of DRABP.

NRABP operates as follows: (1) At the beginning of slot t, observe the vir-
tual data queues and select appropriate packets for admission into the network
layer, for every link, as the solution to the related problem described in [5]. (2)
Observe the channel state, and, choose a power vector P (t) = (P1(t), ..., PL(t))
for each node (where Pl(t) is the selected transmission power in link l during
slot t), based on the constraints on the power-related virtual queues of each
link, and the result of (1). (3) Update the states of all queues according to the
number of bits that have arrived and departed in this stage. It is shown in [5]
that, under NRABP, all queues are bounded and thus, NRABP stabilizes any
multihop network. Performance bounds on NRABP can be found in [6].

5.2.6 Duty Cycling and Power Management Algorithm

Reddy et al. [26] develop a suboptimal duty cycling and power management
algorithm (which we call DC-PM) for a single hop WSN, where K EHS (En-
ergy Harvesting Sensor) nodes communicate with a powered destination over
a wireless fading channel. The algorithm manages the power harvested at the
individual nodes and duty cycle across them to avoid collisions in order to
maximize the average sum data rate, subject to energy causality constraint,
ECC (called energy neutrality constraint - ENC in [26]), at each node. The
algorithm is build on two basic assumptions: (i) Time is slotted, with each
constant channel (CC) slot of duration equal to the coherence time Tc of the
channel. (ii) The harvested power at each node is assumed to remain con-
stant for a constant power (CP) slot which contains a large number of CC
slots. DC-PM consists of an inner stage (IS) of optimal duty cycling over the
CC slots within each CP slot and an “outer stage” of power allocation across
the constant-power slots while satisfying ECC at each of the nodes. Although
suboptimal, the solutions to both stages are very simple in form and thus
convenient for implementation.

The outer stage sets the short-term power constraints with the goal of
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maximizing the long-term expected sum data rate, subject to long-term energy
causality at each node. It essentially solves the power management problem
for a virtual sensor whose harvested power equals the sum harvested power
across the nodes. The resulting power allocation scheme is to assign a clipped
version of the sum harvested power across all the nodes, where the clipping
thresholds are set to maximize the average sum throughput, subject to a sum
power ECC. Hence, the average sum throughput depends only on the sum
harvested power and its statistics. IS determines the duty cycles of the nodes
that maximizes the average data rate (expected sum throughput) within a
CP slot. It requires that the duty cycle allotted to each node be proportional
to the power consumed by it in the CP slot, i.e., the duty cycle allocated to
each node is the fractional allocated power of that node relative to the total
allocated power. The transmission depends on the channel gain threshold at
each node, which is noted to be the same [26] at all the nodes within a CP
slot. DC-PM is shown to outperform other naive schemes mentioned in [26],
such as equal duty cycling with scheduling, and optimal duty cycling without
scheduling.

5.2.7 MAX-UTILITY and MAX-UTILITY-D Algorithms

MAX-UTILITY [32] is an epoch-based (harvested energy is modeled as an
epoch-varying function), polynomial-time, and centralized rate allocation al-
gorithm, designed to maximize total network utility, i.e., the aggregate utility
of all nodes. It is applicable to arbitrary utility functions that are concave and
non-decreasing. MAX-UTILITY exploits the concavity of the chosen utility
function, and a special property of tree-based networks to allocate rates to
nodes as evenly as possible for achieving the main goal of utility maximiza-
tion, while maintaining the minimum sensing rate required by the application
and energy neutral operation for every node. The algorithm is shown to be
optimal [32] in terms of assigning rates to individual nodes to maximize over-
all utility, while ensuring energy-neutral operation. MAX-UTILITY runs in
multiple iterations, assigning rates to a subset of nodes in each iteration. The
algorithm uses one global variable and three per-node variables that are up-
dated from iteration to iteration. The global variable is a set containing all
the nodes in the network that have been assigned rates so far. The per-node
variables are; the remaining capacity of node i, the set of unassigned nodes
in node i’s subtree, the maximum common rate for unassigned nodes in node
i’s subtree. In each iteration, MAX-UTILITY picks a critical node (the node
with the least common rate among many unassigned nodes) of the current
tree, and assigns its rate to the unassigned nodes in the critical node’s sub-
tree, then, it produces a pruned tree by removing any newly assigned nodes.
MAX-UTILITY stops when rates are assigned to all N nodes. The distributed
version of MAX-UTILITY is also available, MAX-UTILITY-D [32]. MAX-
UTILITY-D is an entirely feasible alternative to MAX-UTILITY, and allows
sensor nodes to collaboratively produce optimal rate assignments. It only re-
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quires a single coordinator node such as a routing tree root, which can be
any node in the network. Each iteration of MAX-UTILITY-D consists of two
stages: (1) determining the minimum common rate and the critical node in the
tree, by requiring all the nodes to forward their maximum common rate for
the unassigned nodes in their subtree, to the root. (2) Requiring the root to
disseminate the minimum common rate discovered in (1), across the network,
so that all unassigned nodes in the subtree of the critical node can receive
and use this rate as their packet rate. MAX-UTILITY is a fast and efficient
algorithm that can operate with various utility functions, and has a run time
of O(N3), where N is the number of nodes. When compared to an alternative
heuristic called Random Rate Augmentation (RRA), proposed by Zhang et
al. [32], MAX-UTILITY is claimed to deliver superior utility improvement
while ensuring energy neutral operation for all nodes.

5.2.8 NetOnline Algorithm

NetOnline is a distributed low-complexity algorithm heuristically developed
for maximizing the throughput over a finite time horizon, in a sensor network
with energy replenishment. The main motivation for this development [4] is
the fact that, while the finite-horizon throughput optimization problem can
be formulated as a convex optimization problem, its solution suffers from high
complexity brought about by strong dependence of current decisions on future
performance, time coupling property5.

The NetOnline algorithm is comprised of two stages: (1) finding a through-
put maximizing energy allocation through T slots, (2) routing. In Part 1, it
is assumed that the energy replenishment (energy harvesting) profile can be
estimated (predicted) for that period, ahead of time. Every node performs
the following operations: Calculate the lower bound on the energy alloca-
tion from the lower-bound of the estimated replenishment profile, via the
shortest-path solution (SPS)6, i.e., SPS is shown to be optimal for a single
node case [4], when the replenishment rate profile for the entire finite-horizon
period is known in advance. Then, based on these estimations and current
amount of recharging (harvesting), determine the energy to be allocated for
each slot. In Part (2), the main concern is to determine the amount of data
in the outgoing links of each node for the corresponding destination node in
time slot t. The routing in each slot is determined by solving a simple lin-
ear programming (LP) problem. Since the defined problem is also a convex
optimization problem, the authors use duality and the Lagrange multiplier
method to get the optimal solution. The NetOnline algorithm is shown to

5In a time-slotted system, if energy is overused in a previous period, the total throughput
attainable over the time horizon will decrease as a result. On the other hand, if energy is
underused in a previous period, the total throughput will also decrease, even though there
is no wasted energy.

6The shortest path is calculated using the linear time algorithm in [15], whose complexity
is O(T).
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be optimal under homogeneous replenishment profiles with perfect estimation
for all nodes. Chen et al. reports in [4] that, in more general settings, the
algorithm significantly outperforms a state-of-the-art infinite-horizon based
scheme (NRABP proposed by Gatzianas et al. [5]), and it achieves empirical
performance close to optimal.

5.2.9 The Joint Rate Control, Power Allocation, and Rout-
ing Algorithm

The joint rate control, power allocation and routing algorithm [17] (called
RC-PA-R in this chapter) is a resource allocation algorithm developed for
multihop networks operating in a time-slotted setting, under node-exclusive
interference model. The algorithm jointly controls the data queue and battery
(energy) buffer to maximize the long-term average sensing rate of an energy
harvesting wireless sensor network under certain QoS constraints for the data
and battery queues. The resource allocation part of the algorithm consists
of two components: a rate control (RC) component and a power allocation
(PA) component. Both components are index policies, i.e., the solutions de-
pend on the instantaneous values of the system variables and thus, they are
memoryless. The algorithm can either be implemented in a centralized or dis-
tributed manner depending on the algorithm used for the (RC) component.
For the centralized version, the classical Maximal Weighted Matching (MWM)
algorithm [11] is used whereas the distributed version employs the Maximal
Matching (MM) based algorithm as in [3]. RC decides on the amount of data
that will be sensed, by comparing all available data with a finite tunable ap-
proximation parameter that controls the efficiency of the algorithm. Thus, the
rate controller makes sure that the data queue remains within a certain bound,
making a positive effect on the battery (energy level) as well, since a certain
portion of the data packets are not allowed into the transmitting node. PA
solves a simple convex optimization problem in each time slot to determine
the powers to be allocated so that no node transfers data of a flow to a relay
node that is not the destination of that flow, unless the differential backlog for
that flow is greater than a fixed value, which is chosen such that the resulting
backlog of the receiving node is not larger than that of the transmitting node
after the transmission. Thus, the data flow is pushed from the source node
to the destination with a positive back pressure. It is shown through both
analysis and simulation [17] that the performance of the proposed algorithm
is close to that of the optimal solution. Specifically, as V increases, the aver-
age total sensing rates of the MWM and MM based algorithm are reported to
keep increasing and get closer to the optimum and a value that is much larger
than half optimum, respectively.
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5.3 Comparison of the Algorithms

After having described several promising candidate algorithms above for pos-
sible application in energy harvesting industrial WSNs, we shall now com-
paratively address the drawbacks, advantages, and possible application areas
of these algorithms. As a quick referral guide, a detailed comparison of all
algorithms considered in this chapter is provided in Table 5.1.

TABLE 5.1
Comparison of algorithms considered in this chapter. (N.S. denotes “Not Spec-
ified”)

Despite their simplistic design, FP, MI, and MS algorithms [28] operate
only in a single-hop architecture, where a node can only be configured either
as a source or a sink. Moreover, the algorithms require the location of each
sensor node to be obtained from GPS or some other method, during deploy-
ment. The main drawback of these algorithms is that, when employed, nodes
can transmit sensed data only when sufficient energy is harvested. This may
cause long delays in terms of data delivery, i.e., when more energy is harvested,
the packets will be sent, but, when low energy is harvested, packets will be
kept waiting until required energy is accumulated. The best one of these three
algorithms is known to be MI. Although not applicable for event-driven appli-
cations (e.g., detection of threats and oil spills) where data dissemination is
only triggered upon the detection of abnormal phenomena, MI can be a good
choice for predictive monitoring based WSN applications such as monitoring
of road infrastructure, where sensed data is continuously being disseminated
(e.g., periodically). The algorithm proposed by Reddy et al. [26], DC-PM,
also operates on a single hop network where a bunch of energy harvesting
sensor nodes communicate with a powered destination (sink), with the goal
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of maximizing the sum data rate. DC-PM is the only algorithm (among the
ones mentioned in this chapter) that considers duty cycling as a part of the
optimization process. Although centralized and suboptimal, DC-PM turns out
to have a surprisingly simple form of power allocation and duty cycling. The
algorithm is suitable for applications that require simple duty cycling and
power management techniques. However, in order to implement solution, it
requires the knowledge of the sum normalized power (sum harvested energy)
for every slot (energy inter-arrival times form the slots) and its statistics.

In contrast to MI and DC-PM, QuickFix/SnapIt algorithms [16] can be
used in well-structured networks with an underlying directed acyclic network
graph (DAG). The algorithms working in tandem provide a distributed so-
lution that does not require any knowledge of the future recharging rates.
The combination (QuickFix/SnapIt) is suitable for WSN applications that
demand proportional fairness and perpetual operation. Another advantage of
QuickFix/SnapIt over MI is that, when solar energy harvesting is used, based
on the application’s minimum rate requirement, one can determine the min-
imum battery level that can support the minimum rate at night (when no,
or, too little energy harvesting is available) and, trust on SnapIt algorithm to
maintain the battery at that level to ensure the network remains active during
the night time. However, although [16] target general multihop networks and
offer an innovative solution, the proposed solution (QuickFix/SnapIt scheme)
is not optimal, and can incur high control overhead and unpredictable running
time, thus potentially limiting the practical implementation within resource-
constrained WSNs. MAX-UTILITY algorithm, on the other hand, offers a
time complexity of O(N3) for a system with N nodes. MAX-UTILITY-D,
fully distributed version of MAX-UTILITY, allows resource-constrained sen-
sor nodes to collaboratively produce optimal rate assignments. A common
limitation of the algorithms is that they apply only to tree-based WSNs. As
they require energy prediction, MAX-UTILITY and MAX-UTILITY-D algo-
rithms are not suitable for WSNs powered by unpredictable energy sources
(such as vibration). [21] and [20] also depend on energy prediction. The pro-
posed algorithms, SSEA, ASEA [21], and PFC [20], are developed for WSNs
that use solar energy harvesting. SSEA and ASEA are suitable for WSNs that
require minimizing variations in the energy allocation. Note that, there is no
energy to be harvested when the sun is down. However, in some industrial
applications, data needs to be collected at the same rate at all times. SSEA
and ASEA allow sensor nodes to reserve an adequate amount of energy to
operate at a constant level at all times. Hence, the target application of SSEA
and ASEA is time-driven WSNs, not the event-driven WSNs.

PFC algorithm cooperates with the SSEA energy allocation scheme to
maximize long-term performance, especially the amount of data collected at
the system level. It is suitable both for flow-centric and storage centric indus-
trial WSNs. In storage centric networks, the acquired data has to be stored
in the network temporarily (may be couple of days) until the sink node is
connected to the network in order to gather it. Note that, this algorithm is
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the only one (among the ones mentioned in this chapter) considering storage
centric networks. Hence, if the IWSN has the ability of solar energy harvest-
ing, and the sink node is not usually, but only periodically, connected to the
network, PFC algorithm seems to be the best choice in terms of minimizing
the amount of data loss due to storage constraints. The algorithm is a good
alternative for flow-centric networks (the aim is maximizing the throughput)
as well, since it can operate in a distributed manner. However, the algorithm
can only operate in solar-based networks and when a reasonable amount of
solar data is available for prediction process (SSEA).

When prediction is not possible (or available), approaches that dynami-
cally adapt to instantaneous energy and data buffer states are recommendable.
For example, Gatzianas et al. [5] model energy harvesting as a time-varying
process and consider jointly managing the data and battery buffers. The au-
thors consider infinite data buffer and finite battery buffer sizes. They assume
that the harvesting process is i.i.d, and, show that under the proposed policy,
DRABP, the probability of battery state being less than the peak power or
close to the full battery state vanishes as the battery size grows. NRABP,
the multi-hop version of DRABP, is also shown to stabilize [5] any multi-
hop network. Note that, if the data buffer size is infinite, the concern is the
stability of the data queue, while for finite data buffer, excessive data losses
should be avoided. A common drawback of the proposed schemes is that, al-
though Gatzianas et al. claim that for non i.i.d processes, a slot analysis can
be applied, this operation has high complexity and depends on the network
size.

In [17], Mao et al. consider all combinations of finite and infinite data
and battery buffer sizes by defining minimum number of virtual queues in
a general format. In addition to the constraint on the stability of the data
queue (constraint on the data loss ratio when the data buffer size is finite),
they also impose a constraint on the frequency of battery discharge. Rather
than assuming an i.i.d energy harvesting process as in [5], they allow for a
general harvesting process without assuming ergodicity, and, consider jointly
managing the data and battery buffers to deal with the coupling between
them. The developed algorithm is more advantageous over previously men-
tioned algorithms, as it has a built-in routing algorithm, and can be used
in industrial WSNs requiring high long-term average sensing rate. However,
Chen et al. argue in [4] that the infinite-horizon based solutions, such as those
proposed in [5] and [17], may be highly inefficient, especially in the context
of networks with energy harvesting. The stated reason is that the harvesting
profiles are time varying and may not even be stationary and ergodic. Note
that, the finite-horizon problem is important and challenging as well because
it necessitates optimizing performance metrics that are exhibited in the short
term rather than metrics that are averaged over a long period of time. One
difference between the finite horizon problem in [4] and the infinite-horizon
problem in [5] is, in the finite horizon problem inefficiencies cannot be made
to vanish to infinitely small values. This implies that new techniques, such as
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NetOnline [4], need to be developed to mitigate these inefficiencies. Although
no comparison of NetOnline to RC-PA-R [17] exists, NetOnline is shown to
outperform the NRABP algorithm proposed in [5].

5.4 Conclusions

This chapter investigated the state-of-the-art resource management and
scheduling algorithms that can be used in energy harvesting industrial WSNs.
Detailed operation of the algorithms, along with their drawbacks, advantages,
and possible application areas are discussed. It should be noted that, depend-
ing on the requirements of the chosen WSN application (whether long-term
or short term metrics are more appropriate), battery capacity, and the type of
application, the relative performances of the various proposals surveyed in this
chapter will be perceived differently. Depending on the type of the industrial
setting, the network size and the performance criteria, we believe that one of
these solutions, when appropriately tuned, will provide an efficient resource
management and scheduling solution.
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6.1 Introduction

Advancements in technology have made it possible to realize low-cost wireless
sensor network (WSN)-based industrial automation systems [16]. Wireless sen-
sor networks can be used for various industrial applications including factory
automation, process control, real-time monitoring of machineries, monitoring
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of contaminated areas, detection of liquid or gas leakage, and real-time in-
ventory management. In these systems, sensor nodes monitor and gather the
parameters critical to automation processes and transmit these data to a con-
trol center or an operator. Since sensor nodes are generally battery-powered
devices, their operational lifetimes are limited. Energy harvesting techniques
have a good potential to solve this constraint. This approach is already used
in passive Radio Frequency Identification (RFID) tags [30],[50].

Energy harvesting is a technique which harvests or scavenges unused am-
bient energy and converts the harvested energy into electrical energy [47].
In WSNs, energy harvesting from any sources near to sensor nodes such as
electric fields, magnetic fields, solar, thermal, air flow, vibrations, etc., can
be utilized to charge the batteries or to operate without using the batteries.
While energy harvesting techniques offer the ability of extracting energy from
the environment, a proper and efficient integration is necessary. In this way,
harvested energy can be translated into increased application performance
and system lifetime. In addition to energy harvesting, energy efficient design
techniques have been studied for WSNs. The use of energy management and
conservation schemes with proper node and network level adaptations can
considerably increase the lifetime of sensor nodes [4].

6.2 Wireless Sensor Networks for Industrial Applica-
tions

Industrial applications of WSNs can be mainly categorized into two broad
classes, wireless monitoring applications and wireless control applications.
Though these two application classes exhibit different characteristics, com-
mon challenges for wireless sensor networks for industrial applications are as
follows [2],[3].

1. Limited bandwidth

2. Latency

3. Coverage of the network

4. Power

5. Environmental conditions

6. Robustness

7. Cost

In general, WSN-based monitoring applications call for low-power sensor plat-
forms with low-power transceivers. In the applications of this category, low-to-
medium data rates are acceptable and medium-to-high latencies are tolerable
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[2]. Main challenge of these applications is the use of low-power sensor plat-
forms. Hence, efficient energy harvesting techniques with energy management
schemes can be utilized effectively to increase the operational time of these
applications. On the other hand, WSN-based control applications call for sen-
sor platforms with high-throughput low-latency radios [3]. In this type of
applications, medium-to-high data rates are acceptable and low latencies are
tolerable. Since, different from the WSN-based monitoring applications, main
challenge resides in the trade-off between robustness and latency, aggressive
energy conservation schemes in addition to efficient energy harvesting tech-
niques can be utilized.

6.2.1 Challenges

Implementation ofWSNs for industrial applications is constrained by technical
challenges of sensor platforms. The major technical challenges can be outlined
as follows.

1. Environmental conditions: In industrial environments, sensors may
be subject to high temperatures, humidity, liquids, dirt, dust, oil,
corrosive agents, or other conditions which challenge performance.
As a result of these harsh environmental conditions, a number of
sensor nodes may malfunction. Another common challenging prob-
lem in industrial environments is radio frequency (RF) interference.

2. Quality-of-service (QoS) requirements: Depending on goals of an in-
dustrial application, different QoS requirements and specifications
may be required. QoS requirements play an important role in im-
proving the quality of supplied services by industrial applications.

3. Deployment: For most industrial applications, a large number of
sensor nodes need to be deployed. Deployed sensor nodes form a
wireless mesh network whereby if source and destination nodes are
not in direct communication range, then intermediate nodes relay
the traffic. Hence, WSNs deployed in industrial environments estab-
lish connections and maintain network connectivity autonomously.

4. Resource constraints of sensor platforms: Sensor platforms are
small-sized low-cost electronic devices with limited memories and
computational capabilities [16]. Due to their limited physical size,
they have limited energy supplies provided by internal/external bat-
teries.

5. Topology changes, packet errors, and link capacity: In industrial en-
vironments, due to link and sensor node failures, the topology and
connectivity of the network may vary [16]. Due to obstructions and
noisy industrial environments, capacity of wireless links varies con-
tinuously. Another common problem with the deployment of WSNs
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in industrial environments is that high bit error rates are observed
in communication [16].

6. Integration issues and security: Integration with existing networks
is of fundamental importance for industrial applications to allow
data exchange between a WSN and an existing company network.
Currently gateways are used for the integration but researchers are
going on providing IP connectivity to sensor platforms [31]. The
integration of WSNs to existing networks or the Internet brings
security concerns. Therefore, security is a critical feature in the
design of WSNs for industrial applications.

6.2.2 Design Goals

To deal with the challenges and the requirements of existing and potential
WSN-based industrial applications, the following design goals need to be fol-
lowed.

1. Energy efficiency: Sensor nodes are powered through batteries which
often cannot be replaced. To deal with this problem, various energy
harvesting techniques depending on the conditions of the indus-
trial environment can be used to recharge batteries. In addition to
the energy harvesting techniques, minimizing the power usage of
sensor platforms by energy conservation schemes such as adaptive
sampling is a promising technique. Energy saving can also be ac-
complished with energy-efficient protocols [16].

2. Reliability: Due to the harsh conditions of industrial environments,
sensor nodes may not function properly. To deal with node failures,
node redundancy is a basic solution. Transmission errors due to fad-
ing, interferences caused by devices or machineries, and obstacles
may be observed. Collisions and congestions are other frequently
encountered problems in WSNs in industrial environments. To deal
with transmission related problems, mechanisms such as forward
error correction (FEC), packet retransmission, routing through re-
dundant paths, etc., can be utilized.

3. Timeliness: Since industrial applications are usually time-sensitive,
data gathered by sensor nodes need to be processed timely. Due
to communication or processing delays resulting from lack of in-
frastructure and dynamic topologies, accumulated data may not be
up-to-date and may lead to wrong decisions [16]. As a result, these
latencies may delay taking preventative maintenance steps. To meet
the deadlines of industrial applications, in addition to protocol level
improvements, new time synchronization strategies should be de-
signed. In-network processing, processing of data locally by sensor
nodes can also help reducing communication overhead significantly
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to transmit only the processed data and thereby meet the deadlines
of industrial applications [16].

4. Adaptive scalability: An adaptive scalable architecture can support
the requirements of heterogeneous industrial applications [16]. In
this way, the robustness and flexibility of industrial applications
can be enhanced. In addition to scalability, integration with existing
communication infrastructures is required.

5. Self-configuration and self-organization: To deal with dynamic
topologies and power-downs, and to minimize operational efforts
in large scale deployments, sensor nodes can turn on via auto-
configuration and can form a WSN. These capabilities also allow
new sensor nodes to participate in an existing WSN.

6. Meeting application specific requirements: Various industrial au-
tomation and industrial monitoring applications have different spe-
cific requirements and constraints. To find a solution which meets
the requirements of all these applications is not possible. Instead,
alternative designs should be developed [16].

7. Security: The integration with existing legacy networks and the
Internet brings several security concerns. Hence, in the design of
WSNs for industrial applications, security primitives at different
levels should be addressed.

8. Cost: Large scale deployments of WSNs in industrial environments
necessitate using low-cost sensor platforms. In addition to pre-
deployment costs, there are other costs such as implementation
costs, training costs, and maintenance costs which need to be con-
sidered.

6.3 Energy Harvesting Techniques for Industrial Wire-
less Sensor Networks

WSN-based industrial applications are designed with energy related con-
straints to meet desired design goals in addition to being optimized for various
parameters depending on the application-specific requirements. For example,
WSNs optimized for increased lifetime, such as monitoring applications, may
operate at low duty cycles. On the other hand, WSNs optimized for coverage
and robustness may need to operate with high-capacity batteries, or periodic
maintenance may be required to change depleted batteries.

Power consumption of wireless sensor nodes depend on several factors
listed below [23].
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1. Battery related factors (battery dimensions, electrode material, dif-
fusion rate in the electrolyte, discharge rate, supply voltages, relax-
ation effect)

2. Sensor related factors (signal sampling, signal conditioning, signal
conversion)

3. Analog-to-digital converter (ADC) related factors (aliasing, dither,
sampling rate)

4. Radio related factors (duty cycle, transmission power, data rate,
modulation scheme)

5. Microprocessor/Microcontroller related factors (operating fre-
quency, power, ambient temperature, peripheral utilization, code)

In [30], a realistic scenario which evaluates the battery lifetime of a sensor node
is given. In this scenario, it is assumed that the transmit and receive mode
consumptions of the sensor node with a 9V 1200mAh battery are 35mA and
the sleep mode consumption is 75µA. Then, if the node transmits or receives
data once every 15 minutes, its battery life will be less than a year.

The goal of energy harvesting techniques is to generate power to sensor
nodes. Typical forms of ambient energies which can be harvested are mechan-
ical energy, sunlight, wind energy, thermal energy, and RF energy. Energy
sources have different characteristics in terms of magnitude, predictability, and
controllability [22], [18]. Controllable energy sources can provide harvestable
energy whenever required. With this kind of sources, it is not required to
predict energy availability before harvesting. Non-controllable energy sources
may not provide harvestable energy all the time. Therefore with these kinds
of sources, it is required to harvest energy whenever available by using a pre-
diction model to forecast the availability of the source [42]. Though it depends
on the harvesting technique, average power which can be supplied is between
tens of microwatts and several hundred milliwatts. A comparison of the ef-
ficiency of energy harvesting solutions is given in Table 6.1. Since it is not
possible to harvest energy all the time and the voltage of the harvested en-
ergy is not stable, a rechargeable battery is required to store the harvested
energy and to provide a stable voltage to the sensor node. While through-
put and latency are usually traded off to extend network lifetime in WSNs
consisting of battery-operated wireless sensor nodes [40], longer lifetime can
be achieved using energy harvesting solutions without compromising perfor-
mance. Predicting future energy availability with a prediction module helps
determining sleep and wake-up schedules of energy-harvesting sensor nodes.

Energy harvesting solutions provide several benefits to the industry where
WSNs will be deployed. Major benefits are as follows.

1. Energy harvesting solutions reduce the dependency on battery
power.

2. Since energy harvesting offers supplementing the internal batteries,
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TABLE 6.1
The comparison of energy harvesting solutions

Solution Power density
in outdoor im-
plementations

Power density
in indoor im-
plementations

Commonly
available
in the
market

Safe

Solar energy
harvesting

15mW/cm2 [37] 100µW/cm2

(at 10W/cm2

light density)
[47]

Yes Yes

Thermal energy
harvesting

100µW/cm2

at 5◦C
gradient,
3.5mW/cm2

at 30◦C gradi-
ent [47]

100µW/cm2

at 5◦C
gradient,
3.5mW/cm2

at 30◦C gradi-
ent [47]

Yes Yes

Vibration based
energy harvest-
ing

500µW/cm2

(piezoelec-
tric method),
4µW/cm2

(electromag-
netic method)
3.8µW/cm2

(electrostatic
method) [8]

500µW/cm2

(piezoelec-
tric method),
4µW/cm2

(electromag-
netic method)
3.8µW/cm2

(electrostatic
method) [8]

Yes Yes

RF energy har-
vesting

15mW (with
a transmitted
power of 2–3W
at a frequency
of 906 MHz at
a distance of
30 cm) [46]

15mW (with
a transmitted
power of 2–3W
at a frequency
of 906 MHz at
a distance of
30 cm) [46]

Yes Questionable

Air flow energy
harvesting

3.5mW/cm2

(wind speed of
8.4m/s) [44]

3.5µW/cm2

(air flow speed
is less than
1m/s) [44].

No Yes

Electromagnetic
wave energy
harvesting

0.26µW/cm2

(from an elec-
tric field of
1V/m) [30]

0.26µW/cm2

(from an elec-
tric field of
1V/m) [30]

No Questionable

Acoustic energy
harvesting

960nW/cm3

(acoustic noise
of 100dB) [37]

960nW/cm3

(acoustic noise
of 100dB) [37]

No Yes

Biochemical en-
ergy harvesting

0.1-1mW/cm2

[27]
0.1-1mW/cm2

[27]
No Yes
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the batteries will last longer so the maintenance cost to change the
depleted batteries is reduced.

3. Energy harvesting reduces environmental impact by eliminating the
need of numerous batteries [45].

4. Long-term solutions can be provided by energy harvesting solutions.

5. Continuous monitoring and automation services can be provided in
hazardous industrial environments.

6.3.1 Solar Energy Harvesting

Harvesting solar energy is ideal for outdoor WSN deployments due to the
omnipresent nature of sun light. Solar energy is an uncontrollable but pre-
dictable type of energy source. Solar energy harvesting is achieved by solar
panels which capture the sun’s energy using photovoltaic cells. Solar panels
are made up of solar cells connected in series/parallel, and are designed based
on the voltage and current level required. Conversion efficiency and quantum
efficiency are the measures which characterize solar cell performance [53], [1].
Two parameters, the open circuit voltage (Voc) and the short circuit cur-
rent (Isc), characterize solar panels. Voc remains almost constant all the time,
though Isc depends on the amount of incident solar radiation.

Though a continuous supply of sunlight is needed, solar cells can generate
some electricity on cloudy days [54], [56]. Solar energy can provide 15mW/cm2

[9] out of the estimated available 100mW/cm2. Both for the outdoor and for
the indoor solar harvesting, power which can be harvested depend on the
light intensity. Indoor solar panels can harvest 100µW/cm2 at 10W/cm2 light
density [47].

The conversion efficiency of solar cells is around 15% [9], [37]. Besides the
low conversion efficiency of solar cells, solar panels exhibit current source-like
behavior. Hence, to provide a stable voltage to sensor nodes, rechargeable
batteries or ultracapacitors are used to store the harvested energy. The ad-
vantage of this technique is that there are various commercially available solar
cells including silicone, thin film, plastic based solar cells in the market. Also,
there are specific solar panels which are small enough to fit the form factor
of wireless sensor nodes [42]. Among many types of solar cells, in spite of the
low efficiency in the range of 8 – 13%, thin film cadmium telluride cells are
commonly preferred for the reason that they give satisfactory performance
under various light conditions [30].

6.3.2 Thermal Energy Harvesting

Thermal energy harvesting offers harvesting energy through heat transfer.
Thermoelectric generators produce electrical energy by following the principle
of thermoelectricity which is the phenomena of generating electric potential
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with a temperature difference [9]. Basically, two dissimilar metals joined at
two junctions kept at different temperatures generate an electrical voltage [30].
The maximum efficiency of this technique is determined by the Carnot cycle
[30]. Thermoelectric generators are relatively small, light weight devices with-
out any vibration and noise. They can work for long hours under harsh indus-
trial environments with little or no maintenance [47]. Commercially available
products require a temperature difference of 10-200◦C. The power density of
harvested energy using thermoelectric generators is 100µW/cm2 at the tem-
perature difference of 5◦C and 3.5mW/cm2 at the temperature difference of
30◦C [47].

6.3.3 Vibration-Based Energy Harvesting

Mechanical vibrations can be harnessed to produce electrical energy. Vibration
based energy harvesting techniques can be classified broadly into three types
[30]:

1. Piezoelectric technique: This technique uses the property of a piezo-
electric material, and produces electric potential under mechanical
stress. The power density of harvested energy using this technique
is 500µW/cm2 [8].

2. Electromagnetic technique: This technique uses Faraday’s law of
electromagnetic induction. Vibration of the magnet fixed to a spring
inside a coil causes an induced voltage. The power density of har-
vested energy using this technique is 4µW/cm2 [8].

3. Electrostatic technique: Electrostatic technique is based on chang-
ing the capacitance of a variable capacitor which is vibration depen-
dent. The power density of harvested energy using this technique is
3.8µW/cm2 [8].

The efficiency of vibration-based energy harvesting systems mainly depends on
the resonant frequency of vibrations. There are several commercially available
products utilizing piezoelectric, electrostatic, or electromagnetic harvesting
techniques in the market.

6.3.4 Air Flow Energy Harvesting

Air flow can be used to produce electric energy. Some ambient sources of air
flow such as wind are uncontrollable but predictable energy sources. Wind
energy can provide 1200mWh/day [42]. Since the strength of wind changes,
the same amount of energy cannot be generated all the time [47]. To harvest
energy using air flow techniques, there are various methods including micro
wind turbines, oscillating wings, and flapping wings. In [44], a very small-scale
windmill prototype is given. Though the efficiency of the air flow harvesting
techniques is questionable in practice, technological advancements can make it
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possible to manufacture small-sized effective air flow power converters. Wind
turbine generators can provide 3.5mW/cm2 at the wind speed of 8.4m/s.
Indoor turbine generators can generate up to 3.5µW/cm2 when the air flow
speed is less than 1m/s [44].

6.3.5 Acoustic Energy Harvesting

If sound waves encounter a barrier while travelling through air, then this
sound energy can be converted into electrical energy. When acoustic noise
comes into an acoustic energy converter which is a membrane-type receiver,
the electrical power will be produced. It was shown that noises equal to 160dB
can generate power up to 100kW [47]. With an acoustic noise of 100dB, the
average power density which can be harvested is 960nW/cm3 [37]. If it is
possible to manufacture small scale acoustic energy converters, this solution
seems promising.

6.3.6 Magnetic Field Energy Harvesting

Since there is magnetic energy everywhere on the earth, it is a green energy
source [47]. The magnetic field existing near power lines can be harvested.
There are commercially available products based on the transformer action
in the market to harvest energy from magnetic fields [30]. There is a clamp
around the conductor in these products.

6.3.7 Electromagnetic Wave Energy Harvesting

Theoretically 0.26µW/cm2 energy can be harvested from an electric field of
1V/m [30]. However, electric fields of this order may only be encountered
very close to powerful transmitters. Also, this conflicts with the fact that
sensor nodes need to be located away from high voltage conductors to function
properly. Instead of harvesting energy from electric fields, RF energy can be
used to power wireless nodes [30].

6.3.8 Radio Frequency Energy Harvesting

Since intense RF signals can block other types of radio transmissions, govern-
ments do not allow the transfer of them [33]. On the other hand, radio signals
and TV broadcast signals are usually transmitted by using intense RF signals.
RF energy harvesting is a promising solution if the harvested energy is suffi-
cient for powering wireless sensor nodes. In [32], it is shown that that Mica2
sensor platforms can be operated using RF energy harvesting when their duty
cycle is set based on the incident RF power. Ambient RF energy available
through GSM, WLAN, and TV broadcasts [46],[33] can be harvested. For
distances between 25–100 m from a GSM base station, power density levels
of 0.1–1.0mW/m2 can be harvested for single frequencies [6]. In an experi-
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mental study, for 4 km to a nearby TV station, 0.1µW/cm2 power density
was achieved [38]. Instead of ambient RF energy sources, a dedicated AC/DC
powered RF source positioned close to wireless sensor nodes can be used. Us-
ing this approach, higher power levels can be harvested from RF sources with
low transmission power [55]. Using a commercial RF energy harvesting system
[55] with a transmitted power of 2–3W at a frequency of 906 MHz, 15mW of
power can be received at a distance of 30 cm in ideal conditions [46].

A similar technique is used by Passive RFIDs, which harvest electrical
energy from the received RF signal for data transmission. However, this tech-
nique differs from RF energy harvesting in several aspects.
In passive RFID systems, a reader generates an intense radio emission, and
the tag replies to the reader using the backscattered radio signal [33]. In these
systems, the tag maintains silence until the reader scans it [33]. On the other
hand, wireless sensor nodes operate continuously for active sensing. Another
proposed solution aiming to reduce energy consumption due to data transmis-
sion is modulated backscattering (MB) [16], [5]. MB allows battery-operated
sensor nodes to send data by switching the impedance of their antennas and
by reflecting the incident signal coming from an AC/DC powered RF source
[5].

6.3.9 Envisaged Energy Harvesting Solutions

Using current transformer sources [14] and optical sources [43] are envis-
aged solutions for high voltage conditions. Several other techniques including
motion-based [16], biochemical energy harvesting [17], and biomechanical en-
ergy harvesting [17], [11] are currently being developed. In [17], an enzymatic
biofuel cell (BFC) is used to convert the chemical energy of glucose and oxygen
into electrical energy. The highest theoretical voltage which can be obtained
from a glucose oxidase/laccase-based BFC depends on thermodynamics, and
is 1V [12].The maximum power density of a BFC is 0.1-1mW/cm2[27]. Micro-
bial fuel cells [MFCs] can provide power density from less than 1mW/m2 to
6.9W/m2 [48].

6.4 Open Research Issues

Energy harvesting techniques offer extending the lifetime of sensor platforms
by acquiring energy from the environment. In addition to harvesting energy
from the deployment field, energy management and conservation schemes can
be used to minimize the energy usages of sensor platforms, which, in turn,
further extend the lifetime of each sensor node. Basically, energy management
schemes switch of node components which are not temporarily needed [4].
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These schemes may play a key role since a great deal of energy is consumed
by node components. Interestingly, even if the node components are idle, they
consume some energy [4].

Node and network-level adaptations provide mechanisms to reduce energy
consumption. Both node-level and network-level adaptations such as hardware
design [29], tiered system architectures [15], redundant node placement [49],
[24], power-aware medium access control (MAC) protocols [36], [52], [7], topol-
ogy control and management [39], [51], data gathering and aggregation strate-
gies [21], energy efficient routing [41], [19], duty cycling strategies [13], [12],
and adaptive sensing [26] have been proposed. Setting node-level parameters
such as sampling rate, duty cycle, transmission power, sensing reliability, data
processing, etc., and applying other node-level adaptations including hierar-
chical sensing, prediction of measurements, reducing the resolution of mea-
surement samples, reducing the sampling rate, sampling interesting regions
of space and intervals of time in accordance with application requirements
by using a prediction module offer extending sensor lifetime while increas-
ing performance. Network-level adaptations offer various mechanisms such as
energy-efficient routing protocols, cluster-based routing, energy-efficient data
collection techniques, energy-aware MAC protocols, etc., in order to maximize
throughput and minimize delays during network activities while reducing en-
ergy consumption.

Although energy harvesting techniques supplement batteries, it does not
eliminate the requirement of replacing the batteries when they are depleted.
But advances in energy harvesting techniques, power electronics, and storage
devices make it possible to deploy WSNs which only rely on harvested energy.
For instance, [28] introduces a smart power unit which can utilize multiple
energy sources to power a sensor node. For a successful integration of energy
harvesting technologies into WSNs, there are three major factors:

1. The cost of an energy harvesting device has to be optimized relative
to the cost of sensor nodes.

2. Power levels delivered by an energy harvesting device should be
enough to power sensor nodes.

3. By means of optimization techniques and technological advance-
ments, power consumption of sensor nodes should be minimized
[46].

Currently, the power levels available from small-sized energy harvesting de-
vices are in the order of tens to thousands of microwatts or several milliwatts
[40]. But these power levels are only from 1% to 20% of the operating power
of wireless sensor nodes [8], [40]. Hence, it is not possible to power the sensor
nodes continuously by using direct energy-harvesting.
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6.5 Conclusions

The contribution of WSNs in improving the efficiency of monitoring and con-
trol applications in industrial automation systems has been recognized by the
industry. To provide uninterrupted service to customers, preventative main-
tenance needs to be done to avoid failures and to improve the quality of sup-
plied services. Recently, supplementing battery supplies with energy harvest-
ing techniques have emerged as viable options to extend the lifetime of WSNs.
Considering the effectiveness and commercial availability of energy harvest-
ing products, vibration based energy harvesting and solar energy harvesting
seem as feasible methods. They are also safe for humans and environment. On
the other hand, harvesting electromagnetic wave energy is questionable when
health related concerns are taken into consideration.

In this chapter, the potential uses of WSNs for industrial applications have
been introduced along with the related technical challenges. Specifically, to
improve the operational time of WSNs, various energy harvesting techniques
together with different energy management and conversation schemes are in-
vestigated. Compliance with green energy requirements is an important design
criterion for envisaged harvesting solutions.
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7.1 Introduction

Although sensors and/or networks of sensors are widely used in many indus-
tries, most of these still use wires for signal transmission, which incur high
installation and maintenance costs [21]. Recently, wireless sensors have started
being deployed in industrial and manufacturing applications because of their
many advantages such as reduced infrastructure and operating costs, easier
deployment and upgrade, and greater mobility and placement freedom [28],
[53]. Sensors, installed on industrial equipment, can monitor critical param-
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eters such as temperature, pressure, level and vibration, and can transmit
these information to a sink node through wireless links. This allows the plant
operators to learn about any potential problems associated with the equip-
ment, and can be used as an advanced warning system [16]. A wireless sensor
network (WSN) can also be deployed in hazardous or not-so-easily-accessible
environments where the wired alternatives may be expensive and/or difficult
to install (e.g., in a nuclear power plant, inside moving components of motors
and engines). Due to the growing interest from the industrial community, sev-
eral international standards have been developed recently for industrial WSNs
(IWSNs), including ZigBee, WirelessHART, and ISA 100 [16].

Industrial wireless sensor networks are essentially wireless sensor networks
that have been specifically adapted to industrial applications. As such, many
of the techniques developed for WSNs in general can also be applied to IWSNs.
However, IWSNs also have a number of additional requirements such as:

• Reliable and real time data delivery. An IWSN should be able to respond
to the changing networking conditions proactively, and in a timely manner
[17], [53].

• Stringent dependability. Faults leading to wireless system failures may result
in economic losses, environmental damage, or pose a threat to the safety of
people nearby [40].

• Stringent Quality-of-service (QoS). The data reported to the sink node must
represent what is actually occurring in the industrial environment [16].

• Support for a large number of sensor nodes. An IWSN may include over
100 sensor/actuators in a physical area of a few meters radius, in a discrete
manufacturing environment [53], and the network should be able to handle
them.

• Energy-efficient data communication. An IWSN should use an appropriate
data transmission scheme that conserves energy as much as possible, as
nodes are usually powered by batteries [31].

• Ability to operate in industrial environments. An IWSN should be able
to communicate reliably in industrial deployment, even with complicated
layout, stationary and moving obstacles, and radio interferences [17], [39].

• Built-in fault tolerance and secure communication. An IWSN should be
capable of handling failures in communication links and sensor nodes, as
well as, be resistant to possible security threats [39].

There has been a steady growth of industrial applications for wireless sen-
sor networks in recent years. However, the pace at which IWSN systems are
being adopted in industries has been impeded to some extent by the system
availability and reliability requirements for industrial applications [45]. The
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widespread adoption of WSNs in industries requires that the deployed net-
works be able to meet the specified reliability requirements, in terms of safety,
security and availability, with a high degree of effectiveness. The reliability of
an IWSN is challenged by communication failure due to poor quality radio
frequency (RF) links, high background noise levels, low signal strength, longer
path lengths, obstacles, and multipath fading [51]. Industrial devices such as
motors, pumps, actuators, electrical switches, and relays can create signifi-
cant electromagnetic interference (EMI) for wireless transmission channels.
EMI from other sources in the same radio band may corrupt the transmitted
signals or even make it impossible to decode them at the receiver. Changes
of the industrial environment due to variations in temperature, pressure, hu-
midity, presence of heavy equipments, and variations in radio conditions can
lead to uncertainties, packet loss and transmission delay [51]. For an IWSN to
become widely acceptable in industrial applications, these issues and their ef-
fects on the reliable operation of the system have to be resolved. Three critical
requirements for a reliable IWSN have been identified in [1] as:

• Safety: Safety of humans, environment, and property in any industrial set-
ting is extremely important. Even components that are not safety-critical
need to be designed and implemented with care. Equipment should be de-
signed such that if a problem should occur, it can be detected, and the
process is put into a safe state. Recent work in safety-critical communica-
tion has been reported in [2].

• Security: The data transmitted over an IWSN may not be confidential. How-
ever, authentication, integrity, and non-repudiation remain important secu-
rity objectives. Furthermore, adversarial intrusions can result in harmful, or
even disastrous situations in an industrial setting. Security issues have been
addressed in [12], [39].

• Availability: The availability of an IWSN is extremely important since even
transient faults can cause significant loss in production. In this context,
the use of self-healing, self-configuring mesh networks have been proposed
because of its inherent redundancy. Mesh networks can also improve the
network performance, balance the load and extend network coverage; how-
ever, network capacity, fading and interference have been reported as major
challenges in mesh networks [18].

Availability of an IWSN largely depends on the fault tolerance capability
of the system and the network itself. Fault tolerance ensures that a system
remains operational, preferably without any interruption, even in the pres-
ence of faults in some underlying components such as network nodes, links,
or node/link subsystems. Thus, fault tolerance enhances the reliability, avail-
ability, and consequently dependability of the system [25].

An IWSN may fail for various reasons, including radio frequency inter-
ference, de-synchronization, battery exhaustion, or dislocation. A fault can
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come from various sources. For example, from sensors and network compo-
nents, software and hardware, environmental conditions, or due to conflict in
timing of other legitimate activities [43]. In the network protocol stack, faults
can occur in any layer, and a faulty node/link can disrupt the communication
in the entire network. For providing enhanced availability, an IWSN system
must be able to resume its normal operations, i.e., recover, in the event of cer-
tain minor faults in its underlying components. However, in a fault tolerant
IWSN design, different types of faults may need to be addressed separately,
and one single solution is unlikely to be found for all faults. This chapter has
focused on fault tolerance techniques proposed in the network protocol stack
to handle potential faults that can disrupt data communication in an IWSN.

The rest of the chapter is organized as follows. In Section 7.2, several
typical sources of faults in IWSNs, along with techniques for detecting and
handling them, are outlined, and some specific types of network level faults
are discussed. The fault tolerance mechanisms for managing network faults
in three major IWSN standards are discussed in Section 7.3. In Section 7.4,
several promising fault tolerant WSN design approaches that can be easily
adapted to improve network level fault tolerance of an IWSN are presented.
The chapter concludes with some remarks in Section 7.5.

7.2 Faults in IWSNs

A resilient IWSN system must be able to perform two basic functions, fault
detection and fault recovery. Accordingly, in order to design a fault-tolerant
system [43], it is necessary to i) understand the sources of various faults in
the network, ii) detect whether a specific component is or will become faulty,
and iii) take appropriate steps to prevent or recover from the detected fault.
These issues have been discussed in this section.

7.2.1 Sources of Faults in IWSNs

A fault in an IWSN can occur in individual nodes, at the network layer, or
even in the sink node itself. Individual sensor nodes have many hardware
and software components that may be vulnerable to failure. For example,
exposure to environmental stress such as contact with liquid, or unexpected
shock impacts may lead to failures, as reported in [29]. Also, depletion of
battery power can often lead to incorrect readings [46]. Another common
source of error is software related [48]. Software errors can have a disastrous
effect on the network, particularly if the defective node is also responsible for
aggregating/forwarding data from other nodes.

In IWSNs, communication links between nodes are highly volatile, which
often results in reduced data rates [44] and constant changes in routing paths
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[38]. If some nodes have mobility, this may result in certain nodes becoming
unreachable due to topology changes. Another source of link failure is due to
radio frequency interference from other devices and the coexistence conflicts
with other nearby networks.

Faults in the sink node mean a potential for loss of all the data gathered
by the sensors in the network. Sink failure has been reported in [29], where
the sink was in a remote location and powered by solar cells. After the solar
panels had been unexpectedly covered with snow, the sink node suffered from
a power failure.

7.2.2 Fault Detection in IWSNs

The goal of fault detection is to detect “abnormalities” by verifying that the
services being provided are functioning properly and to predict, if possible,
whether they will continue to function in the near future [43]. In many cases,
it is possible for a node to perform a self-diagnosis to check for any possible
anomalies. For example, the work in [20] has introduced fault tolerance into
WSNs by monitoring the status of each wireless sensor node. The focus has
been on the detection of physical malfunctions of sensor nodes caused by
impacts or incorrect orientation. Similarly, battery depletion can be detected
if nodes can measure the battery output [34]. Incorrectly generated values from
a faulty sensor node can also be detected using group detection. Typically, it
is expected that sensors from the same region will generate similar values
as additional/redundant sensors can usually be deployed in the regions in
order to obtain finer-grained information [24]. Hence, a fault probability can
be calculated based on the information from the neighbors of a node [24].
Another approach, based on quartile method, has been proposed in [47] for
fault tolerant sensing. The approach can select correct data based on data
discreteness so that actors can perform appropriate actions.

Another fault detection approach, used in hierarchical cluster-tree based
networks, determines that a gateway (or a cluster head) has failed if no other
gateway can communicate with it. This type of group detection requires reg-
ular exchange of status updates among nodes. Hierarchical detection can be
implemented by creating a detection tree, where each node forwards the sta-
tus of its child nodes to its parent node [36]. This approach is scalable but
consumes network resources.

7.2.3 Fault Recovery in IWSNs

Fault recovery techniques enable IWSNs to continue operating even in the
presence of certain faults. Most IWSNs have some built-in redundancies, which
can be exploited to improve the overall reliability and availability of the net-
work through replication. Replication based approaches can be classified as
active or passive. In active replication, all requests are processed by all repli-
cas. If an anomalous value is detected from a node, the reading from that
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node can simply be discarded [20]. In terms of the network layer, multi-path
routing can be used to replicate routing paths [32].

In passive replication, the primary component receives all requests and
processes them. A backup component takes over only when the primary one
fails [43]. If there are multiple backup replicas, an important issue is to de-
termine which one shall start operating as the service provider to replace the
services that had been the responsibility of the failed component. This can be
achieved through self-election, group-election, or hierarchical election. In this
context, a learning and refinement module has been proposed in [37], which
enables an adaptive and self-configurable fault tolerance solution based on
changes in the network conditions.

7.2.4 Network Faults in IWSNs

An IWSN must ensure that the data from individual nodes in the network can
reach the sink node. Usually, successful data communication involves forward-
ing data over a set of network nodes and links using some defined protocols.
However, this communication can be disrupted by faults from several network-
ing components. From a network communication perspective, a fault can be
defined as an adverse occurrence at any network component which may ren-
der corrective operation of the network. Network faults can be transient (e.g.,
caused by noise or electromagnetic interferences) or permanent (usually as a
result of hardware malfunctions) [40].

A network fault can occur in different layers of the protocol stack. For
example, a fault can occur in the MAC layer due to an incorrect clock syn-
chronization [10], in the physical layer due to a strong electromagnetic inter-
ference, or in the network layer due to a routing path becoming unusable as an
intermediate node has depleted its battery power. Whenever possible, faults
should be addressed locally without modifying the data transmission scheme,
as the latter involves higher complexity and consumes additional network re-
sources. Examples of these include retransmission of data in case of missing
acknowledgements, and use of forward error correction techniques in case of
noisy links. In this context, use of chirp spread spectrum technology [21] and
adaptive forward error correction mechanism [11] have been studied for indus-
trial WSN. However, this may not always be possible. When the fault cannot
be dealt with locally, the network level fault management schemes are used in
a fault tolerant IWSN to detect and handle faults with minimum disruption
to the functionality of the network.

Faults in a network component (e.g., node, link) can be detected by the
neighboring nodes when they fail to receive any transmissions from the failed
node (or over the failed link). Such faults can be handled by the network
protocol stack (e.g., in MAC layer, in the network layer) to provide a fault
tolerant IWSN, which is the focus of this chapter. Therefore, in the subsequent
discussion, faults and fault tolerant networks have been used in the sense of
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failures in the network components (e.g., nodes, links), and fault tolerance in
the protocol stack (e.g., MAC layer, network layer), respectively.

In the following section, three major IWSN standards, along with their
fault tolerance techniques, are discussed. Several approaches that enhances
the built-in fault tolerance mechanisms of these standards are also presented.

7.3 Fault Handling in IWSN Standards

Over the past few years, several industrial standards have been developed for
IWSNs that include ZigBee, WirelessHART, and ISA 100 [16]. These stan-
dards define basic fault tolerance/fault recovery mechanisms for IWSN, as
discussed in the following sections.

7.3.1 ZigBee Networks

ZigBee [52] is a standard for a suite of high level communication protocols.
It provides wireless communication and networking solution for low data rate
and low power consumption applications such as home and industrial automa-
tion. ZigBee executes on small, low-power digital radios based on the IEEE
802.15.4 standard, which specifies two bottom layers of the network proto-
col stack, namely, the physical layer (PHY) and the medium access control
layer (MAC). The ZigBee protocol defines the higher layers of the protocol
stack, i.e., the network (NWK) layer and the application (APL) layer [14].
The ZigBee devices operate in the unlicensed radio frequency bands centered
at 2.4 GHz, 915 MHz, and 868 MHz ISM band, respectively. The ZigBee pro-
tocol is designed to provide reliable data communication through hostile radio
frequency (RF) environments.

ZigBee specifies three types of networking devices, coordinator, router, and
end device. The coordinator is responsible for initializing, maintaining, and
controlling the network. A router is responsible for routing messages, and
an end device usually performs the sensing task. ZigBee specification enables
three network topologies: star, mesh, and cluster-tree [5]. Figure 7.1 illustrates
examples of each topology along with the device roles in each topology. In the
star topology, a coordinator device is the central node. In a mesh topology, a
coordinator acts as a central node; however, each node can communicate with
any other node. A cluster-tree network consists of clusters, and typically, a
router acts as a cluster head in each cluster. A coordinator takes the role of the
master. The coordinator is linked to a set of routers and end devices, which
become its children. The routers can be linked to a set of other routers and
end devices, which then become its children (and hence, the grand children
of the coordinator). This process can continue for multiple levels. Therefore,
the topology forms a tree rooted at the coordinator (hence the name tree-
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Coordinator Router End device Data flow

Star Mesh Cluster-tree

FIGURE 7.1
Star, mesh, and cluster-tree topology of ZigBee network.

topology), and there is a single routing path between any pair of nodes. The
network is formed by parent-child relationships (a child can have only one
parent at a time), and each new device is required to associate itself as a child
of an existing cluster head/coordinator [5], [14]. An end device does not have
a child node.

A ZigBee network is initiated by a coordinator, and any device that wants
to join the network can do so by specifying its role (e.g., router, end device),
and performing the association procedures, defined in the standard. If ac-
cepted, it is allocated a 16 bit network address. Once the devices are associated
with a network, they can send/receive data to/from the coordinator. However,
a child device may lose connectivity with its parent, due to either failure of
the wireless link (e.g., due to electromagnetic interference (EMI), introduction
of obstacles between the nodes), or failure of the parent device (e.g., failure of
hardware, battery, software) [5]. To address this issue, IEEE 802.15.4/ZigBee
protocol stack specifies fault-tolerance through standard mechanisms.

When a ZigBee network uses mesh topology, multiple paths interconnect
each pair of nodes. The connections are updated dynamically through a built-
in mesh routing table. Also, nodes have the capability of self-discovery, and
can reconfigure routing paths if some nodes leave the network. Therefore, the
mesh network is relatively stable under changing conditions and/or to the
failure of a single link/node.

However, a single-point failure may impact the network operation, depend-
ing on the role of the failed device, when a ZigBee network uses a cluster-tree
topology. Usually, failure of an end device does not impact the overall opera-
tion of the network, because it has no child node, and hence, does not forward
data for any other nodes. On the other hand, failure of the coordinator will
require electing a new root for the tree and re-configuring the entire network.
Failure of a cluster head device will disconnect all children of the failed device
from the network [6].

A child device that has lost connectivity to its parent (either due to the
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device failure or link failure) is called an “orphan.” The process of associating
an orphan device to the network is called the orphan process [14]. A child
device uses MAC layer defined constants for maximum allowable beacon frame
(from its parent) losses, and maximum re-transmissions to determine if it
has been orphaned. Once it determines that it has been orphaned, the child
device initiates the orphan process, which is defined in IEEE 802.15.4/ZigBee
standards as its basic fault-tolerance mechanism.

The orphan process begins by an orphan scan procedure, where the orphan
device performs a physical channel scan using the same list of channels of the
association process and sends a MAC directive known as orphan notification
[14]. The parent device, if it receives the notification, replies with a coordinator
realignment frame. The orphan device, if and when it receives the realignment
frame, stops the channel scan procedure, updates its information, and the
realignment between the parent and the child is accomplished. The goal of the
realignment procedure is to return the orphan device to its current parent [14].
On the other hand, if the orphan device completes the channel scan but cannot
find its parent, it starts a new association mechanism, where the device once
again scans all channels and searches for a suitable parent. Once found, the
device starts association procedures after finishing the synchronization with
the new parent. An orphan device cannot transmit or receive any messages
while scanning, synchronizing and associating, and hence remains inaccessible
for the normal network operation [5].

The orphan process is key to the fault recovery in ZigBee networks. How-
ever, this process introduces delays during which the orphan device remains
inaccessible. As mentioned earlier, in a standard orphan process, the child first
searches for the parent to which it was connected, so that it can return to it.
In the process, both devices exchange orphan commands that require com-
peting for the channel access for transmitting data frames, beacons, and ac-
knowledgements. Such communications introduce traffic delay and additional
energy consumption, especially under high channel utilization conditions [5],
[14]. Moreover, if an orphan device fails to reconnect to its parent, the as-
sociation process must begin for obtaining a new coordinator, which could
introduce additional delays [14]. When an orphan device is the parent of some
other devices, a long inaccessible time may imply many more orphaned chil-
dren and grandchildren devices in the network. Therefore, several approaches
have been proposed recently to improve the standard orphan mechanism of
IEEE 802.15.4/ZigBee protocol. Some of these approaches are discussed be-
low.

Reactive and Proactive approaches for orphan process [5]: This work has
focused on reducing the inaccessible time that may be experienced by an or-
phan device. Two different approaches have been proposed, namely, a reactive
approach and a proactive approach. Both approaches make use of a Parent
Adoption Quality Indicator (PAI), which has been defined based on several
metrics such as the link quality indicator, the depth of the candidate parent in
the tree, traffic load, and the energy indicator. While choosing a new parent,
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the orphan uses the PAI to assess the adoption potential of the set of available
new parents.

The reactive approach allows a child node to react quickly to a total link
failure with its parent by re-associating to a new parent. This is achieved by
enhancing the standard orphaned device realignment procedure to ensure that
the orphan device performs the channel scan procedure only once, whether to
realign itself with its current parent or to associate with a new parent. In a
reactive re-association mechanism, while the device performs an orphan scan
procedure to search for its parent, it simultaneously searches for other poten-
tial parents. In each scanned logical channel, an orphan notification is sent,
and the device also listens to other potential parent devices while waiting for a
realignment command. If the device receives its parent realignment command,
it re-associates itself with its previous parent. Otherwise, if the child device
discovers a potential parent, it calculates and stores the value of the PAI indi-
cator for each of them. After scanning all channels, if an association with the
previous parent cannot be established, the device selects the best potential
parent based on the PAI indicator, and starts a re-association procedure.

The proactive approach is beneficial when a child device experiences fre-
quent problems (i.e., temporary or transient) with its current parent, and
switching to a new parent appears to be a better option. It allows the device
to plan a re-association to a more reliable parent in advance, and hence, to
avoid the device re-association procedures. This can be seen as a preventive
measure, where a child device may change a parent to avoid the total loss
of connectivity or substantial degradation of the link with its current parent.
For this approach to work, a node has to periodically sample the PAI of its
current parent. If the PAI falls below a certain threshold (which indicates a
degradation in connectivity), some additional consecutive samples are taken
and compared with the threshold. If the degradation is confirmed, the device
then searches for a more suitable parent (in terms of the PAI) during the
inactive period (a period when nodes switch to a sleep mode to save energy).
If such a parent is found, the device associates itself to the new parent and
disassociates from the current one.

Optimized Orphan Algorithm (OOA) [14]: The OOA algorithm also aims
to decrease the amount of delay during the orphan process. Additionally, it
reduces the associated power consumption, which is very important for an
IWSN that runs on battery. The algorithm allows prioritizing the orphan
commands with respect to any other communications. The orphan device
keeps a backup list of other possible coordinators. If the device does not find
its former coordinator, it simply selects one from the list, avoiding the other
standard processes.

Problems with the orphan process have also been addressed in [15], [22],
[30], and [35]. An orphan device needs to obtain a 16-bit network address from
the coordinator or a router to join a network. However, a problem may arise
if the corresponding coordinator/router runs out of addresses while unused
address spaces still remain in the network. The schemes proposed in [15] al-
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low borrowing of addresses from other nodes (which have spare addresses),
when a node’s sub-address space is insufficient. The limitation on both the
number of child nodes and the depth of the network has been considered in
[30], and an approach to reduce the orphan routers has been proposed. An
on-demand scalable address assignment algorithm based on segmentation of
address spaces has been proposed in [35]. In [22], the orphan problem has been
addressed where the objective has been to reduce the passive scan time in any
topology, with an aim for reducing energy-consumption.

The standard orphan process provides fault tolerance in ZigBee networks.
However, it has limitations. The approaches discussed above enhance, in var-
ious ways, the standard process to overcome these limitations, and hence,
extends the fault tolerant capabilities of ZigBee networks.

In a fault tolerant network, a failure of one device should not bring down
the entire network. However, one of the pitfalls of ZigBee is that the failure of
the coordinator can potentially affect the entire network. The star topology
fails completely. Being the root node, a failure in the coordinator also renders
a tree topology nearly inoperational. The mesh topology is robust against
failures of a single device. However, this may also fail if indirect binding is
used, as under such configuration, the binding table describing the necessary
routing information is stored at the coordinator [23].

A failure of the coordinator device is typically handled by assigning the
role of a coordinator to a surviving device, while the application is still running
[13]. However, some disadvantages of this approach are reported in [23] as:

• It cannot be used in all topologies.

• A dynamic role assignment might change the hardware address through
which the device can be addressed. This requires the application on top
of the ZigBee stack to ensure that a failure is handled properly, and the
addressing and the application are not disturbed.

• It is not completely transparent to device applications and to device users.

A transparent solution to handle failures of the coordinator device is pre-
sented in [23]. The approach can be used with any network topology. The
idea is to mirror the critical device, and to ensure that the backup also copies
the MAC address and the ZigBee key, as these are required to enable a fully-
functional ZigBee stack. In addition, network-specific tables, such as routing,
binding, and neighborhood tables are also copied, since ZigBee stack needs
these tables to maintain the network and to organize communication. In case
of a failure of the coordinator device, the backup device switches its role to
the coordinator, together with the MAC address and the ZigBee key. The
method is claimed to be completely transparent to the user, where the sys-
tem only sends a report to the user that there has been a failure. However, a
few disadvantages of the approach have been noted, which include increased
network traffic due to the ping messages, and the administrative traffic as the
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coordinator has to send its entire network settings when there is a change in
the network structure.

This approach can be seen as an example of fault tolerance by replication,
as it adopts the concept of creating a backup copy and uses it in the event of
faults in the primary device.

7.3.2 WirelessHART Networks

WirelessHART, released in September 2007, is the first open wireless standard
for industrial process control [41]. It is a secure networking protocol operating
in the 2.4 GHz ISM band. WirelessHART is based on the physical layer of
IEEE 802.15.4; however, it specifies new data link, network, transport, and
application layers.

WirelessHART employs a central network manager that configures the net-
work and schedules all activities in the network. The network manager is a key
entity that looks after the overall management, scheduling, and optimization
of the network. It is responsible for initializing and maintaining communi-
cation parameter values and allowing devices to join and leave the network.
It also manages all dedicated and shared network resources and collects and
maintains network health monitoring and fault diagnosis. The network devices
are required to report traffic statistics and network uses to the network man-
ager such as signal levels, packet loss rate for each neighbor, and discovery of
new neighbors [33], [42].

In a WirelessHART network, each device can act as a router (forward pack-
ets on behalf of other devices) and can be the source and the sink of packets.
In the network layer, WirelessHART supports mesh networking technology
that provides redundant paths, which permits routing messages through dif-
ferent routes for avoiding broken links, interference, and physical obstacles.
This flexibility offers the capability of self re-organizing and self healing of a
WirelessHART network [42].

In a WirelessHART network, mainly the graph routing is used, although
source routing has also been defined [41] in the standard.

• Graph Routing: A graph is a collection of paths connecting the network
nodes and is identified by a graph ID. The network manager creates the
paths in each graph and sends this information to each individual network
device. For communication, a specific graph ID (based on the destination) is
written by the source node in the network header. All intermediate devices
on the path from the source to the destination are aware of the neighbors
to which the packets may be forwarded as they are pre-configured with
graph information [41]. To ensure reliable data forwarding, each intermediate
device is given no less than two nodes in the graph that they can use to
send the packets to. Such redundancy facilitates transmission retries in the
event of a fault [33], and adds fault tolerant capability to the WirelessHART
network.
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• Source Routing: This is a supplement to the graph routing and is used
primarily in the network commissioning phase for diagnostics and testing. To
send a message to its destination, a source device includes an ordered list of
intermediate nodes in its header. As the message is routed, each intermediate
device receives the next network device address from the list and determines
the next hop until the destination device is reached. In addition, the device
at a point of failure must notify the network manager for remedy actions so
that the message can be delivered.

WirelessHART uses mesh topology that offers redundant paths between
any pair of source and destination nodes. However, not all paths have the same
reliability. The reliability of communication in a standard WirelessHART net-
work can be affected by the harsh industrial environment. If the reliability of
communication for all the routing graphs can be evaluated, the network man-
ager may use that information to set up most reliable routes. In [33], one such
strategy, based on Finite-state Markov Model, has been proposed. It miti-
gates the limitations imposed by such unpredictable environmental variations
through reliability evaluation and prediction technology. Such evaluation is
feasible as the WirelessHART network is typically a static network with mesh
topology, as opposed to the ZigBee, which can be considered as a relatively
dynamic mesh network. The idea in [33] is to evaluate the success probability
of communication graphs, which can be used by the system manager for cal-
culating the routing schedule in the network. It can choose the highest success
probability graphs for each node. Using this approach, the system manager
is able to determine the most reliable routing graph by not only comparing
single links but also considering the whole network. In addition, the proposed
approach can alert the network operator if the success probability of some
communication links falls below a preset value so that necessary corrective
actions can be initiated immediately.

WirelessHART has been designed to provide security, reliability, safety,
and timeliness in industrial wireless sensor networks. It combats faults through
the provision of redundant paths between a gateway and field devices. It uses
AES-128 ciphers and keys at both MAC and network layers for secure com-
munication. WirelessHART provides reliability and co-existence with other
IEEE 802.15.4-based devices by introducing channel hopping on top of the
IEEE 802.15.4 physical layer.

7.3.3 ISA100.11a Networks

ISA100.11a standard, defined by the Instrumentation, Systems, and Automa-
tion Society (ISA), ISA100 committee, aims at providing a reliable and secure
wireless system for industrial applications. It addresses the non-critical pro-
cess applications that can tolerate delays up to 100 ms. ISA100.11a has many
aspects in common with WirelessHART, such as network topology, TDMA ac-
cess method, superframe structure, and routing strategy. However, ISA100.11a
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aims to provide more comprehensive and flexible service with a larger set of
options.

ISA-SP100.11a adopts the existing physical layer of the IEEE 802.15.4-
2006 and operates in the unlicensed 2.4-GHz ISM radio band only. It supports
channel hopping options to improve robustness against interferences. Further-
more, it can blacklist some frequency bands from the frequency hopping and
use adaptive frequency hopping to deal with crowded frequency bands, which
can be used to deliver a reliable network [49]. The routing strategy of the
ISA100.11a is very similar to that of WirelessHART, both adopting the graph
routing and the source routing schemes. It also adopts the centralized net-
work structure with mesh topology. Due to this similarity, ISA100.11a offers
robustness, fault tolerance and reliability in the similar fashion as in the Wire-
lessHART network.

Fault tolerant stabilizability in the ISA100 networks has been investigated
in [9]. ISA100 supports industrial control systems that require wireless commu-
nication between sensors, actuators, and computational units. Industrial con-
trol usually involves conveying information from sensors to the controller and
from the controller to actuators through multiple communication hops. Such
communication needs to address issues such as fading, time-varying through-
put, communication delays, and packet losses. Additionally, analysis of stabil-
ity, performance, and reliability of wireless networked control systems requires
addressing issues such as scheduling and routing with real time communi-
cation protocols. The ISA100 standard specifies mechanisms for scheduling;
however, schedules and routing remain a challenge for the network designers.
A mathematical model incorporating the effect of scheduling and routing on
the control system has been presented in [9]. The approach is based on the con-
cept of multi-hop control network (MCN). The MCN model allows modeling
multi-hop control networks that implement the ISA100 standard mechanism.
However, it allows modeling general routing and scheduling communication
protocols, which specify TDMA, FDMA, and/or CDMA access to a shared
communication resource, for a set of communication nodes interconnected
by an arbitrary radio connectivity graph [9]. The proposed methodology de-
signs scheduling and routing of a communication network, which preserves
controllability and observability, for any set of failures configurations that
preserve connectivity within the scheduling period between the controller and
the plant. The approach provides fault tolerant stability and can be used in
WirelessHART networks as well.

In this section, three standard fault tolerant IWSNs have been discussed,
and their fault tolerance mechanisms have been outlined. In the following sec-
tion, several promising approaches for fault tolerant, cluster-tree based IWSN
design are reviewed.
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7.4 Fault-Tolerant IWSN Design

The network topology is the backbone for any network based system. The
topology for an IWSN application should be chosen based on a number of
considerations such as connectivity, adaptability, mobility, scalability, respon-
siveness, and reliability [51]. A hierarchical, cluster-tree based network topol-
ogy has been identified as an important network model in industrial settings
[8], [49]. In this network model, sensor nodes form clusters and forward data
to their respective cluster heads. The cluster heads form a tree topology and
forward their collected data to the sink node (also known as the base station),
which is the root of the tree. An example of a hierarchical, cluster-tree based
WSN is shown in Figure 7.2. As discussed in Section 7.3, major industrial
standards also provide support for this topology. Several fault tolerant design
techniques have been proposed in the literature for this network model. Some
of them are presented in this section.

Base station

Cluster head

Sensor node

Data flow

FIGURE 7.2
A hierarchical, cluster-based WSN.

7.4.1 Fault Tolerant Routing

IWSNs require a real-time and reliable data delivery, along with an energy-
efficient transmission scheme. The inherent vulnerabilities of wireless links in a
harsh industrial environment, and typically high failure rates of sensor nodes,
can lead to undesirable disruptions of the normal operation of an IWSN. A
node/link failure along a routing path may cause the entire route to fail,
preventing a network packet from reaching the destination, or delaying it
beyond an acceptable time limit. Therefore, a fault tolerant routing protocol
must be used in an IWSN that is reconfigurable and energy efficient. Fault
tolerant routing approaches proposed in the literature can be classified as
retransmission based, and replication based [25].
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• Retransmission based: In this approach data packets are retransmitted to
the sink for a predetermined number of times. The sink node transmits
an acknowledgement back to the source when a data packet is received,
indicating a successful transmission. If the acknowledgement is not received
by the sender before a timeout, the data packet will be retransmitted (a
predetermined number of times). This method ensures that lost packets are
recognized and eventually reach the sink. However, multiple transmissions
increase the network traffic and may lead to increased delay in delivery and
packet loss due to collisions. Furthermore, more memory space is needed
in the sensor node to buffer the packet until it receives an acknowledgment
from the destination.

• Replication based: In this approach, multiple copies of the same packet are
transmitted to achieve a higher reliability. One technique is multi-path rout-
ing, where a set of alternate paths between the source nodes and the sink are
determined at the expense of increased energy consumption and traffic gen-
eration. An extreme example is to use the flooding (packets are disseminated
to all nodes in the network) to achieve reliability.

A fault tolerant routing scheme for cluster-tree based network is proposed
in [7]. Some special nodes, called relay nodes, have been used to act as cluster
heads and assigned the responsibility of routing the data to the sink. The ob-
jective of the proposed approach is to compute an alternate path to forward
data in the event of a single relay node failure such that the energy consump-
tion in the network is minimized. Such minimization, in turn, maximizes the
lifetime of the network when the nodes in the network are powered by batter-
ies. An integer linear program (ILP) formulation has been presented to find the
optimal routing schedule for any single fault scenario. The proposed scheme
considers the load on each relay node, and determines an alternate routing
schedule in such a way that i) the updated paths avoid the failed relay node,
and ii) the lifetime of the network is maximized. This route selection process
is performed off-line, and the backup routing schedule for each possible fault
is stored at either the individual relay nodes or at the sink node (which can
be downloaded to the surviving relay nodes when a fault is detected).

Fault tolerant routing has also been addressed in a number of other papers,
including those in [25] and [50]. In [25], a fault tolerant routing, called Rout-
ing with Error Reporting Protocol (RERP), is developed. It is a proactive
approach that uses energy and past performance of the link as a metric for
selecting the best route. The protocol also enables error reporting through ex-
change of query/response messages, which can be used for diagnostic purposes.
There are three such error reporting messages: i) the link failure message, ii)
the destination unreachable message and iii) the critical battery message. In
addition, each node maintains a backup path, and whenever a sensor node
fails to deliver a packet due to the non-availability of a packet delivery path,
it switches over to the backup path. This provides for fault tolerance, thus
increasing the reliability and availability of the system.
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In [50] a dynamic jumping real-time fault-tolerant routing protocol
(DMRF) has been proposed for time-critical WSN applications. Each node
utilizes the remaining transmission time of the data packets, and the state
of the forwarding candidate node set to choose the next hop dynamically.
The DMRF has two data transmission modes: hop-by-hop mode and jump-
ing transmission mode. Once a node failure, or network congestion or empty
region occurs, the transmission mode switches to jumping mode, which can
reduce the transmission time delay, ensuring that the data packets are sent
to the sink node within the specified time limit. The jumping transmission
mode, along with a feedback mechanism, is used to guarantee real-time and
fault-tolerant characteristics. Furthermore, the average energy consumption
of each node in the network is balanced when selecting the subsequent hop to
prolong the lifetime of the entire network.

7.4.2 Fault Tolerant Node Placement and Clustering

In a cluster tree network, using cluster heads to route data through multi-hop
paths, one of the best approaches for fault tolerant routing is to have redun-
dant paths between each source-destination pair of nodes. To achieve this, it
is necessary to ensure that there are sufficient (redundant) relay nodes (acting
as cluster head and/or router) in the network so that it is possible to provide
redundant edge/node disjoint paths between each pair of source-destination
nodes. However, it is desirable to minimize the number of redundant nodes
for several reasons: to reduce the cost of installation and maintenance of ad-
ditional nodes, and to optimize the use of network resources. This requires
that the relay nodes be placed in the network following some “placement”
strategy. A fault tolerant placement strategy must ensure that in the event of
any failure(s) in relay node(s),

i) each sensor node belonging to the cluster of a failed relay node should
be able to send its data to another fault-free relay node, and

ii) data from all fault-free relay nodes are able to reach the base station
successfully.

In [8], such a fault tolerant node placement approach has been presented
that considers the possibility of faults in multiple relay nodes in a cluster-
tree based, two-tiered network. Fault tolerance has been defined for both tiers
of the network, namely, the lower and the upper tiers. The lower tier deals
with the communication between the sensor nodes and the relay nodes (intra-
cluster), whereas, the upper tier deals with the communication among the
relay nodes (and the sink). The concept of the network being ks-survivable
and kr-survivable in the lower and upper tier, respectively, has been introduced
as follows:

• The lower tier network is ks-survivable if each sensor node can communicate
with at least ks, (ks ≥ 1) relay node(s). This means that each sensor node
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can still transmit its data to at least one relay node, even if there are up to
ks - 1 relay node(s) (that the sensor node can communicate with) fail.

• The upper tier network is kr-survivable if each relay node can communicate
with at least kr, (kr ≥ 1) other suitable relay nodes, each having a valid
path to the sink.

The desired level of redundancy, i.e., the values of ks and kr will depend
on the intended application, and can be adjusted for each specific IWSN.
An integrated ILP formulation has been presented that meets the specified
fault-tolerance requirements of the application.

The problem of relay node placement in fault tolerant network has also
been addressed in several recent papers, for example, [3], [4], and [27]. In
[27], a two-step approximation algorithm has been presented to obtain a 1-
connected (in the first step) and a 2-connected (in the second step, by adding
extra back-up nodes to the result of the first step) sensor and relay node
network. In [3], relay node placement problem in 3D space has been considered,
where the objective has been to maximize the network connectivity. Scenarios
with different probabilities of node/edge failure have been investigated. In
[4], partitioning of a network due to node failure has been considered, and a
scheme for relay node placement on a 3D-grid for reestablishing connectivity
using the remaining functional nodes has been proposed.

In a cluster based WSN, fault tolerant clustering is the ability of the chil-
dren of a failed cluster head node to join other surviving cluster heads. Fault
tolerant clustering problem has been addressed in [19], and a mechanism for
recovering sensor nodes that belong to a failed cluster head has been proposed.
This approach does not require a full-scale re-clustering. The approach works
in two-phase, detect and recover. Fault detection requires the cluster heads
exchanging message vectors periodically, indicating the status of other cluster
heads. These vectors are used by each operational cluster head to identify
the failed cluster heads. For the fault recovery, the scheme depends upon the
backup information created during the cluster formation phase. During this
phase, cluster heads identify all sensors within their radio range and partition
these sensors into primary and backup cluster members. During the recovery
phase, sensors in the backup sets are reassigned to the primary set of the
cluster heads.

Another fault tolerant mechanism has been proposed in [26]. Due to the
broadcasting nature of wireless transmissions, many nodes in the vicinity of
a sender node can overhear its packet transmissions, which can be utilized in
the fault tolerant mechanisms in WSNs. In this approach, all nodes within a
cluster are involved in the processing and monitoring of links to the cluster
head, and overhear transmissions from neighboring cluster heads. When clus-
ter members detect that the fault is a permanent failure of the cluster head,
they act cooperatively to select a new cluster head. When the cluster members
detect that the fault is a medium error, they subsequently transfer themselves
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to the neighboring clusters or relay nodes. Both detection and recovery are
performed locally, without requiring any global knowledge of the network.

7.5 Conclusions

In this chapter, several approaches proposed to handle faults at the network
level in IWSNs have been discussed. The failure of a network node due to
the harsh industrial environments, and faults in communication links due to
electromagnetic interference from other sources are of particular importance
for a fault tolerant IWSN. It can be concluded that existing fault tolerant
mechanisms are capable of handling faults up to a certain degree; however,
these mechanisms can be further augmented and new approaches may be
investigated for enhancing the fault tolerance in IWSNs.

Three widely accepted industrial standards for IWSNs, ZigBee, Wire-
lessHART, and ISA 100, define some basic fault tolerance mechanisms. How-
ever, these basic fault management schemes often have significant limitations,
and there is a critical need to develop more effective techniques that can handle
different types of failures and can be utilized in a wide range of applications.
A number of recent advances in the area of fault tolerant WSNs design can
be readily extended and/or adapted for IWSNs. Some proposed approaches
that appear particularly suited for IWSNs include the design of fault-tolerant
and energy-efficient routing techniques and the development of hierarchical,
cluster tree based topologies, with built-in redundancy, to improve network
availability, reliability, and fault tolerance.

The design of fault-tolerant IWSNs for industrial applications is an impor-
tant and growing area of research. This study has concluded that, although
significant progress has been made in this area, much work still remains to
be done. There exists tremendous opportunity for the development of new
models and strategies for fault tolerant IWSNs.
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8.1 Introduction

The last two decades have seen an increasing attention in the wireless sen-
sor networks (WSN) domain, with thousands of publications, dedicated con-
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ferences, real-life deployments and testbeds [16]. This vast interest is based
on two main aspects: WSNs provide a very convenient, attractive, and inex-
pensive programming environment for developing and deploying distributed
applications; and the increasing need for designing and implementing novel al-
gorithms for this new hardware platform, with its unique requirements much
different than the traditional networks. The WSN concept is also one of the
major enabling technologies for the exciting Internet of Things paradigm,
which allows the devices to interact and cooperate with each other to reach
common goals [17].

Until recently, the usage of WSNs mainly revolved around low-duty moni-
toring applications for e.g., military and environmental surveillance, and non-
real-time control applications for e.g., remote management of home devices
and integrated building automation [16]. With the recent advances in the
wireless communication technology, we have seen a new deployment area for
WSNs: industrial settings. These networks are identified as industrial wireless
sensor networks (IWSNs) in the literature and expose unique requirements,
not common in other WSN deployments [22].

In this chapter, we elaborate on such IWSN requirements specific to in-
dustrial settings, focusing on the communication challenges caused by the
harsh deployment environments that are common in industrial settings, and
the strict application requirements imposed by the real-time nature of the
industrial processes.

Showing that the traditional wireless network standards, such as IEEE
802.11 [7] and IEEE 802.15.4 [8], fall short on supporting packet transmis-
sions with strict deadlines (as we call the Delay Sensitive Networks or DSNs),
we propose a cross-layer architecture where the application using the wire-
less medium associates each packet it is pushing down the communication
stack with a delay requirement. For this purpose, we further propose three
new mechanisms: ER (Early Retirement), MAC+, and PHY+. These mecha-
nisms utilize the deadline associated with each packet for further transmission,
backoff decision, and redundancy optimization.

The rest of this chapter is organized as follows: In Section 8.2, we de-
fine the common IWSN applications and settings, elaborating on the usage of
wireless technology in industrial settings. In Section 8.3, we describe a typical
distributed control system and illustrate the communication challenges associ-
ated with such a system. In Section 8.4, we describe our proposed mechanisms
for real-time applications with strict delay requirements, and report on the
observed simulation results. Finally, we close our chapter with the conclusions
and discussions in Section 8.5.
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8.2 Industrial Applications and Settings

Requirements for IWSNs are radically different than other types of networks
as the typical network deployment settings and the applications differ greatly
than the traditional networks. Before going in details about these unique re-
quirements, it is essential to have a look at some key application scenarios for
industrial environments.

8.2.1 IWSN Applications

The term industrial is regarded as a very general term spanning the do-
mains from energy to transportation and the technological advances from
pure-software design to complex hardware implementation. From wireless sen-
sor networks’ view, however, an industrial setting is usually of respect to a
dedicated setting (such as a manufacturing plant, or another type of automa-
tion control system) and involves heavy or mid-heavy machinery, automated
robots and similar machines. In such settings, the applications and their re-
quirements differ heavily from the rest of the domains, which we will discuss
in the upcoming sections. The typical applications that are deployed in indus-
trial settings can be categorized in two main areas: monitoring applications
and cable replacement applications.

8.2.1.1 Monitoring Applications

These applications are similar to the general use cases of sensor networks for
monitoring a certain phenomenon. Monitoring applications usually involve
tens of nodes that are strategically placed on pre-meditated locations to mon-
itor a certain device, process, or physical property. Such applications ensure
correct operation and preferably act on out-of the bound or abnormal behav-
ior of the monitored entity to avoid unnecessary disruption and potentially
hazardous situations, performing predictive and proactive maintenance. Ex-
amples of such systems include motor conditioning and fault detection for
electrical systems [24, 41, 42], real-time status monitoring of weaving machin-
ery [30], and other factory machinery [50].

Typical monitoring applications might involve complex signal processing
and classification techniques, and might require collecting data from various
types of sensors and executing high-level inter-dependency analysis and data
correlation. As the faults might damage the sensor hardware as well, a thor-
ough fault/fail analysis has to be made for potential applications, considering
several types of fail scenarios and their potential after effects.

Monitoring applications can be further divided into three categories [39]:

1. Periodic Monitoring: In this kind type of monitoring, the state of
the equipment (or similar phenomenon) is periodically monitored
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through frequently transmitted status messages. These messages
can involve direct sensor readings or semi-processed or combined
multi-sensor readings. This class of monitoring is also called cyclic
data collection [33].

2. Event-Based Monitoring: This type of monitoring relies on on-
board pre-processing techniques which continuously watch the sen-
sor readings and compares them against to a pre-defined criteria
or a condition. If (and only if) a violation of such a condition is
determined, event or alarm messages are transmitted. This type
of monitoring better utilizes the transmission medium and thus is
more suitable for large scale deployments. Further, as radio trans-
missions are costly, it saves valuable battery power and extends
the lifetime of the network. In contrast, as they are required to
perform more complicated operations such as on-board validation
checks, the wireless devices are expected to be armed with better
processing power. Moreover, the deployment of the IWSNs has to be
performed in a more diligent way as the devices are required to be
pre-programmed with normal operating conditions and abnormal
behavior detection criterion of the equipment they are monitoring.
This class of monitoring is also called acyclic data collection [33].

3. Store and Forward Applications: This type of application tar-
gets radio transmission related challenges by enabling the devices to
store the data when the radio medium is not available, and transmit
their data in bulk once it becomes available.

8.2.1.2 Cable Replacement Applications

Another group of industrial applications directly targets at bridging the com-
munication gap between different types of devices wirelessly and enabling
easy and efficient communication between different network entities through
the wireless sensor network technology. The main theme behind this group of
applications is to replace the costly wires and cumbersome wire installations
with easy-to-use and flexible wireless links.

As a typical industrial network can be composed of a complex multi-level
hierarchical system, the cable replacement can take place at several different
architectural levels. These levels include the connectivity between the control-
center and controllers such as the programmable logic controllers (PLCs) at
the highest level, PLC-to-PLC and other similar device-to-device communi-
cation at the mid-level; and finally, the communication between the sensors,
actuators and the rest of the network at the lowest level. This structure will
be discussed further in Section 8.3.

Potential high-level use cases for cable replacement are remote con-
trol/configuration/information exchange [48] and inventory management [43].
More control oriented applications, such as controlling the speed of an in-
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duction motor using a wireless position feedback [36], wireless fieldbus re-
placement [19] and Bluetooth-based WISA (Wireless Interface for Sensors
and Actuators) sensor/actuator systems are also reported [20].

8.2.2 Why (and Why Not) Wireless in an I(W)SN?

The development of wireless sensors are expected to improve the production
efficiency by 10% [6].Wireless technologies promise a cost reduction of approx-
imately 70% of initial cost and 80% annual maintenance costs [15] compared
to the wired installations. A wireless system has several advantages over a
wired system, such as easiness of use and increased productivity. Wireless
technology is especially suitable for harsh, hard-to-reach settings where the
chemical and physical processes might harm or prevent installing wires [49].

Communicating with wires has the limitations of constantly increasing high
installation and maintenance costs, high failure rate of connectors together
with difficulty of troubleshooting the connectivity issues; whereas the wireless
communications have clear advantages such as lower installation and mainte-
nance costs, ease of replacement and upgrading, reduced connector failures,
greater physical mobility and freedom, capability of utilizing extremely small
form factor sensors without the bulky wires and faster commissioning [14].

These advantages encouraged several industrial companies to install wire-
less sensing technologies in their businesses. One of the notable deployments
is the BP’s remote monitoring of LPG tank fill levels using battery-powered
ultrasonic sensors that transmit information by radio signal to a low Earth
orbit satellite. Using this network BP reports over 33% efficiency improve-
ment [31]. In a similar effort, General Motors save 10%-20% on production
costs through monitoring the health of their manufacturing equipment such
as stamp releases, conveyer belts, and other types of machinery with a mesh-
based wireless sensor network [23].

Even though the advantages and promises of using wireless technology in
the manufacturing plants and industrial environments are encouraging, the
penetration rate of the IWSNs into the industry is rather slow. The resistance
for the acceptance of the wireless communication in the industry is rooted in
three main concerns:

1. Lack of one-fits-all wireless standard: The plethora of today’s
available communication technologies creates an overwhelming ef-
fect on the designers and plant owners. ZigBee, Bluetooth, Wire-
lessHART, and ISA100 are among the promising technologies of
tomorrow’s wireless industrial networks [22], among which the last
two technologies become the most competitive [29]. However, there
is currently no silver-bullet wireless technology which is proven to
be successfully deployable in all the industrial settings.

2. Data security concerns: As the wireless communication takes
place directly on the air, it is susceptible to security threats such
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as eavesdropping and spurious packet injection. For the industrial
environments where loss of production can cost millions of dollars
and malfunctioning equipment can cost precious human lives, en-
suring secure and reliable communication is crucial for keeping the
entire industrial ecosystem at safe operation. Naturally, the plant
engineers desire uninterrupted and correct operation with the same
level of security as they are accustomed to with the wired systems,
about which they are reluctant to achieve with wireless technol-
ogy [34].

3. Perceived reliability issues: Industrial environments might be
challenging for wireless communications because of the interference
generating equipment (e.g., heavy machinery, motors, microwave
and ultrasonic equipment, etc.) and the geometry of the locations
(e.g., large, thick metallic and concrete walls). Reliable and fault-
tolerant communication requirements are among the main reasons
of lack of enthusiasm towards the wireless technology for industrial
deployments [14]. Contrary to the common belief, many real-world
applications might benefit from replacing the wires with antennas.
For instance, Proctor & Gamble was able to improve the commu-
nication reliability through replacing the slip rings with an 802.11-
based wireless network that was designed to optimize its existing
EtherNet/IP network [34].

8.3 A View on a Distributed Control System

An industrial automation and control system is a complex structure that
supports various functionalities for fast, flexible, and easy management, con-
figuration, and operation. A typical automation system, such as shown in Fig-
ure 8.1, might contain different types of devices including sensors/actuators,
controllers, human-interface devices, and regular PCs. Logically, there are
three levels in an automation system [4]:

• Management level: enables the holistic view of the system, supporting op-
erations such as remote diagnostics and maintenance of controls and devices,
and storage of process and device information.

• Control level: manages the controllers and similar devices for changing
and saving device parameters.

• Field/Device level: enables fast, reliable communication between the sen-
sors/actuators and the rest of the automation system.

The main communication technologies evolved in the industry to support
the functionalities of the automation systems are industrial Ethernet, fieldbus,
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FIGURE 8.1
A typical distributed control system, captured from [13] with permission.
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and sensor/actuator IO interfaces. These technologies can be summarized as
follows:

• Industrial Ethernet: The traditional Ethernet technology is designed
for offices and IT departments. Industrial Ethernet technologies, such as
PROFINET, address the tougher conditions imposed in industrial applica-
tions. PROFINET targets various industrial specific requirements such as
data-intensive parameter assignment and synchronous I/O signal transmis-
sion. PROFINET’s flexible network topology support, increased availability
through redundancy solutions and intelligent diagnostic concepts, and deter-
ministic and isochronous transmission capabilities for extreme time-critical
process data with a jitter of even less than 1µs makes it an attractive choice
for industrial Ethernet communication [24].

• Industrial Fieldbus: A fieldbus is a network for connecting field devices
such as sensors, actuators, field controllers (such as PLCs), regulators, drive
controllers, and man-machine interfaces [46]. Fieldbus technologies such as
PROFIBUS [11] are used for connecting distributed field devices with ex-
tremely fast response times, with the guarantee of real-time communication
behavior [47].

• Sensor/Actuator Interface: Alternative to the configuration in which
the actuators and sensors might be directly connected to the fieldbus, other
low-cost, easy-to-assembly options such as Actuator Sensor Interface (AS-
interface) [1] and IO-Link [3] also exist. These technologies provide faster
and error-free installation, and easier commissioning owed to their less com-
plicated designs.

A typical distributed control system, such as shown in Figure 8.1, might
contain a combination of different communication technologies. Industrial au-
tomation arena has seen excited discussions about choosing the best communi-
cation technology to use in industrial settings [21]. However, such discussions
(and the existence of plethora of communication technologies) are unlikely to
cease, as each technology finds its interest in this competitive market.

All of the technologies discussed above typically utilize installed wires as
their physical communication medium. Wireless product alternatives for in-
dustrial Ethernet [10] and fieldbus [35] can be found in the market today.
However, as the field/device level might require very strict response times (on
the order of sub-ms levels for certain applications such as motion control [38]),
reliable communications for such fast drive controls (with time constraints in
the 1ms range) arguably cannot be handled by current wireless technolo-
gies [2].

8.3.1 Challenges in IWSNs

The challenges related with IWSNs are previously reported in an excellent
work before [22] and include concerns about the scarce hardware and software
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resources, security related issues to avoid attacks and intrusion, integration
issues with Internet, large-scale deployment topics, and link quality issues. In
this chapter, we focus on communication related challenges coupled with the
strict application requirements imposed by the nature of the control systems.

The challenges related with deploying wireless technologies in industrial
automation systems originated from two aspects: critical and strict system
application requirements, and harsh nature of the deployment environments.

The manufacturing plants usually contain physical equipment such as large
obstructive machinery which disrupts the line-of-sight transmissions, and ro-
tating machines which generate electromagnetic interference [32]. Further-
more, such plants typically contain large steel and/or concrete walls which
make the radio transmission more challenging due to multipath interfer-
ence [40].

As the manufacturing plants are complex systems consisting of various
types of subsystems, each utilizing their own communication technologies, the
IWSNs face the issue of coexistence with other applications and processes,
which also utilize the radio frequency technology. Coexistence between dif-
ferent technologies has been analyzed before from several perspectives [2, 26],
and methods for designing networks that decrease the likelihood of interference
between different unlicensed band wireless technologies are presented [25].

In industrial applications, loss of production is particularly undesired and
can be very costly. Hence it is tremendously important to have communication
systems which are reliable, predictable, and fault tolerant [48]. Maintaining
the reliability in industrial applications is especially challenging because of the
physical characteristics mentioned above. There has been some suggestions in
the literature in order to overcome such negative effects caused by the harsh
physical characteristics. For instance, it has been observed that interference
from industrial noise sources to be less significant for communication systems
operating above 1 or 1.6 GHz when measurements were made at distances
in excess of four meters from the noise sources [26], and utilization of higher
frequency bands, such as 5GHz IEEE 802.11a, is suggested to overcome the
difficulties caused by the noise sources [18]. Even though the correct choice
of the physical alternative alleviates the significance of the problem, it does
not solve it entirely as the key performance values for a successful industrial
automation system depend not entirely on the physical properties, but also
the transmission order and frequency of the devices in the network.

An automation system might be composed of several applications run-
ning concurrently and communicating simultaneously. Each such application
has its own specific requirements and optimal operating conditions. Real-time
(RT) behavior is an essential component of most of the automation system
applications. RT response requires that a system has a clearly defined time re-
sponse which is guaranteed under all operating conditions [38]. According to
the criticality of the communication, there are three main RT classes [37, 38]:

• Soft-RT: Response times less than 100ms are desirable. Common appli-
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cations include factory floor and process automation, and monitoring and
diagnostics.

• Hard-RT: Response times less than 10ms are desirable. Common applica-
tions include mobile operators and safety.

• Isochronous RT: Response times less than 1ms are desirable. Common
applications include motion control and fast drive controls.

As the requirements for Hard-RT and Isochronous RT are extremely chal-
lenging, we focus on the Soft-RT systems in the rest of this document and
propose techniques to increase the wireless communication efficiency for pro-
cesses which have strict deadlines to keep in order to operate correctly.

8.4 Delay Sensitive Networks

As aforementioned in previous sections, in automation control systems where
direct physical control is performed, application latency plays a critical and
important role for the reliability of the system. In control systems, the de-
vice response times are bound to strict limits in order to continue proper
operation. Consequently, communication latency plays an important role in
ensuring the correct functioning of the entire ecosystem. In such systems,
clearly, the communication latency should be kept under firm boundaries as
the packets that arrive at their destinations later than their deadlines will be
of no use and ignored by the target application immediately, wasting valu-
able wireless medium capacity. We refer to such systems as Delay-Sensitive
Networks (DSN) following their dependency on the firm packet deadlines 1.

In traditional communication protocols, such as IEEE 802.11 [7] and IEEE
802.15.4 [8], each packet is handled equally. As these standards were designed
mainly for uncritical operations, such as daily web usage of common Internet
users in the case of IEEE 802.11 and periodic monitoring of an asset or a region
in the case of IEEE 802.15.4, the traffic belonging to these networks do not
carry packets with extremely critical deadlines, i.e., the communication can
tolerate much higher levels of delay. Even though these standards have some
QoS extensions for more quality critical applications, such as IEEE 802.11e [9],
these methods fall short in handling the priority on the packet level, by clas-
sifying the traffic into discrete number of priority levels and giving higher
access probabilities to the higher priority traffic. Our proposed mechanisms,
on the other hand, manage the transmission procedure per-packet basis by
considering the deadline of the packet and the immediacy of the deadline.

In the rest of this section, we propose a cross-layer architecture where the

1A preliminary version of the study that is presented here was reported before in [45]. In
this chapter, we extend this previous methods by introducing a new mechanism, MAC+.
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FIGURE 8.2
Delay Sensitive Networks: Cross-layer approach.

application using the wireless medium associates each packet it is pushing
down the communication stack with a delay requirement as in Figure 8.2.
For this purpose, we propose three new mechanisms: ER(Early Retirement),
MAC+, and PHY+ which utilize the deadline associated with each packet for
further transmission, backoff decision, and redundancy optimization respec-
tively.

8.4.1 Proposed Mechanisms

Our proposed mechanisms operate on the PHY and MAC layers, and make
use of the delay information per packet provided by the application layer. For
this purpose, we assumed that the PHY and MAC layers are extended with
additional interfaces following a cross-layer approach [44, 28] as illustrated
in Figure 8.2. The readers are assumed to have a basic understanding of the
CSMA/CA algorithms as described in [8, 7].

The first two of our mechanisms were introduced in detail in one of our
previous works [45]. For completeness we briefly summarize these mechanisms
and encourage the reader to consult the original work for more details.
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8.4.1.1 Early Retirement (ER)

In a DSN where the packets are marked with strict deadlines, correct and
timely delivery of the packets before their deadlines is a major concern. If
a packet is not successfully received by its designated destination before its
deadline, it is regarded as lost and any transmission attempts for this packet
would waste precious bandwidth. If the deadline information attached to each
packet is known a priori before transmission, the transmitter can avoid any po-
tentially unsuccessful transmissions by predicting the packet’s reception time
and comparing it with the packet’s deadline, and ultimately discarding the
packet if a timely reception is unlikely. We name this method Early Retire-
ment (ER) as the packets retire before the actual MAC protocol discards them
as a result of a successful transmission or after a maximum retry limit reach.

ER predicts the potential reception time of the packet before the first
transmission attempt, and right after any unsuccessful attempt. This action
ensures timely disposal of the packets if the next retry of the packet is sched-
uled (randomly) to a time later than the packet deadline. If the next packet
retry is scheduled to be attempted later than the deadline, ER automatically
discards the packet, retrieves the next packet from the queue and starts the
new packet transmission, acting as if the previous packet’s transmission at-
tempts reached the retry limit. Please consult to our previous publication [45]
for more information about the ER mechanism.

There are three main advantages of ER: 1) as the packets which do not have
any hope of being received timely are discarded in advance, the average delay
of successfully transmitted packets decreases. In other words, the received
packets always have low transmission delays. 2) ER makes the system transmit
more number of packets in a given amount of time, which consequently reduces
the queuing delays. 3) ER, in some scenarios, can improve the throughput since
the average transmission time of a packet is reduced, as will be illustrated in
the simulation sections.

ER’s principle is simple: do not attempt to transmit a packet if there is
no chance that it will be successfully received. This principle ensures that
the packets which are about to be transmitted have at least non-zero prob-
ability of being successfully received, but it also indirectly interferes with
the medium access protocol in effect. The medium access protocol arbitrates
each user’s medium access and resolves packet collisions, if there are any.
The traditional Binary Exponential Backoff (BEB) mechanism, for instance,
deploys a probabilistic approach and assigns random transmission times to
each user competing for the medium. Upon any collision, BEB ensures that
the next transmission times are randomly chosen from a larger probability
space, through exponentially increasing the contention window size. ER, on
the other hand, behaves in just the opposite manner, and it avoids the window
size growing larger. Hence, in networks where the number of users is large,
ER might have worsening effects as shown in [45]. However, as will be shown
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in the next sections, ER still can improve performance in such large networks
when it is used in conjunction with the other proposed methods.

8.4.1.2 Variable Redundancy Error Correction (PHY+)

Our second mechanism, PHY+, is a variable complexity error correction tech-
nique which favors the packets closer to their deadlines to have a better chance
of being received compared to the packets that are far away from their dead-
lines. PHY+ inserts arbitrary amount of redundancy in each packet right
before the transmission, considering how close the packet is to its deadline.

Notice that PHY+ is not a channel coding technique per se and its novelty
is that it enables the transmitters to inject just the right amount of redundancy
in the channel coding algorithms so that the critical packets which are closer
to their deadlines are less vulnerable to channel errors.

For simplicity, we assumed a very rudimentary channel coding technique
to demonstrate the strength and value of PHY+. Through this technique,
each packet is transmitted, not only once, but several times on the medium
in a back-to-back fashion, as if the entire chunk of the transmission is a single
packet. This technique follows the idea of Partial Packet Recovery (PPR) [27],
in which the receivers can still decode the partially collided packets through
strategically replicated PHY headers in the packet. PPR assumes a temporal
and/or transmission size diversity, which leaves parts of the collided packets
still decodable upon collision. PHY+ is similar to PPR, however, it repeats
the entire packet (including the PHY headers) multiple times in order to
maximize the likelihood of a repeated packet to be still decodable after a
collision. Notice that as the packets are being sent in bursts and regarded as
single packets, the medium access methods in use are not triggered between
repeated transmissions which explains the PHY in PHY+.

PHY+ assigns redundancy factors to each of the stations according to their
delay requirements. The redundancy factor (r) of a packet specifies the level
of redundancy for that packet, which is the number of times the packet will
be repeated in our example channel coding technique. Thus, r = 1 means
that there is no requirement for this packet and it has to be sent only once;
r = 2 suggests that the packet has to be repeated twice, and so on so forth.
Intuitively, if two packets collide, the packet that was repeated more number
of times (i.e., with higher redundancy factor) would still be decodable.

Clearly, PHY+ increases the transmission times as each packet is being
repeated several times, which might negatively affect the average delay and
throughput because of the medium time wasted. However, as shown in [45],
when the collisions are unavoidable, as in the case of highly congested net-
works, PHY+ can resolve the collisions for the benefit of the most delay critical
packet.
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FIGURE 8.3
Courtesy backoff example.

8.4.1.3 Enhanced MAC for Delay Sensitive Networks (MAC+)

Our third method, MAC+, focuses on enhancing the collision resolution
schema by considering the delay requirements of each potential colliding
packet. In our schema, the users might choose not to transmit even though
the BEB mechanism permits a transmission. These backoffs, as they leave
their place for more important users available intentionally, are called cour-
tesy backoffs.

In Figure 8.3, we give an example for courtesy backoffs schema. In this
figure, there are two users ready to transmit their packets, User 1 and User 2
respectively. Their corresponding packets waiting to be transmitted, packet 1
and packet 2, are scheduled to be transmitted at the same time in this scenario.
In a typical scenario where there is no information about the delay require-
ments of each packet to be transmitted, the collision would be unavoidable
and the users would retransmit their packets by adjusting their contention
window sizes to overcome the dynamicity of the environment. However, such
a schema would totally ignore any delay-related requirements and would treat
all the packets same.

In our proposed MAC+ schema, the users calculate their probability of
transmission at each attempt by checking their temporal proximity to the
deadline scheduled. For instance, in our example, let’s assume that packet 2
can tolerate longer delays than packet 1. Each user, once they are given the
opportunity to transmit, calculate the probability of transmission (p1 and p2



Network Architectures for Delay Critical Industrial WSN 175

in this case), and since packet 2’s deadline is far away, the probability that the
first user transmits is higher (p2 < p1). In this case, User 1 will transmit its
packet whereas User 2 will not transmit but behave as if the transmission was
executed and there was a collision. Hence, this schema gives more priority to
the packets with closer deadlines. Notice that if two users have close deadlines
than the system behaves exactly the same as the conventional method, i.e.,
p1 = p2 = 1.

MAC+ is expected to increase performance most in scenarios where the
number of the users in the system is high; as in such scenarios, the probability
of collision and the expected number of collisions are also high. In uncon-
gested traffic scenarios, on the other hand, MAC+ cannot offer much as the
collision rate is expected to be low. Notice that MAC+ essentially increases
the average delay as it schedules less important packets to be transmitted
further in the future. Ultimately, as their deadline approaches, each packet’s
turn will come, and gain more importance. In a DSN, increased delay does not
automatically cause any performance degradation as the DSNs do not possess
minimal delay requirements but strict deadlines for correct reception. Hence,
a transmission is regarded as a successful transmission as long as it is received
by the destination before its deadline passes, and a sooner reception does not
yield any further benefits.

MAC+, essentially, provides another dimension of randomness on top of
the randomness supplied by the BEB mechanism. This second dimension fa-
vors the closer-deadline packets and lets the further-deadline packets not be
transmitted even though the local BEB mechanisms mandate certain trans-
mission schedules.

8.4.2 Simulations

We have implemented a discrete-time network simulator using Matlab and
adopted our proposed mechanisms in order to compare their performance
against the traditional 802.15.4 standard2, similar to the experiments we have
conducted in our previous work [45]. We have investigated the effects of the
network size and the criticality of the communication through varying the
number of users in the system and the mean delay requirements per user, re-
spectively. For the latter, we assumed a uniform distribution of delay among
users with half mean difference from both sides, i.e., if mean delay is τ , then
each user randomly picks a delay requirement from the interval (τ/2, 3τ/2)
with uniform distribution. Furthermore, we assumed that a packet transmis-
sion is completed in four slots which follows from the TinyOS [5] default packet
length of 36 bytes and 802.15.4 [8] default slot length of 20 symbols (320µs).

As in [45], at each transmission, PHY layer computes the r using the
following equation at time T :

2In the rest of this document, we use the terms IEEE 802.15.4 and 802.15.4 interchange-
ably.
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FIGURE 8.4
Calculating r in PHY+.

rT =
⌈T − t1

τ
maxR

⌉

(8.1)

where t1 is the time the packet arrived, t2 is the deadline of the packet and
τ = ∆t = t2 − t1 as can be seen in Figure 8.4. In this formula, maxR denotes
the maximum value that the redundancy level can take and it is an application
parameter which has to be decided by the system administrator. However, in
our simulations, we have conducted several experiments by varying this value
in order to see its effect on the performance as well.

In our schema, at each transmission, MAC layer computes the probability
of transmission, p, using the following equation at time T :

p = c+
(T − t1)× (1− c)

(t2− t1)
(8.2)

where t1 is the time the packet arrived, t2 is the deadline of the packet as
above. In this formula, c denotes the minimum value that the probability of
transmission can take and it is an application parameter which has to be
decided by the system administrator.

In our experiments, we performed simulations for all seven combinations
of the three methods proposed. However, because of limited space, we only
report on the four most promising cases of PHY+, ER PHY+, MAC+, and
ER MAC+. For each of these cases, we created three systems varying number
of users between 5, 20, and 50; and for each of these three systems we looked
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FIGURE 8.5
Slot utilization using MAC+.

at the performance by increasing the average delay requirement (τ) between
5ms and 300ms.

As the notion of success in DSNs differs from the traditional networks, in
our simulations we measure a modified metric which captures the criteria of
packets meeting or missing their associated deadlines. For this purpose, when
we are measuring the throughput, we not only check if the packet is received
by the designated destination, but we also check if the deadline of this packet
is met. In all the simulations conveyed in the rest of this section, we report on
the Slot Utilization per 1000 slots metric which reflects the number of slots
spent for transmission of packets that were received successfully and on time.
This metric is equivalent to conventional throughput metric extended with the
packet deadline consideration, thus we use these two terms interchangeably.

As a second performance criterion, we investigate the average delay of
all packets received correctly, including the ones that were not on time but
received anyways. In essence, the average delay is not a vital metric as the
success of a packet transmission depends solely on the packet deadline and
correct reception. Hence, if a packet is received correctly before its transmis-
sion deadline, it is regarded as successful transmission; and average delays
less than the packet’s deadline do not necessarily contribute towards packet’s
success. However, we include the average delay analysis in our results in order
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FIGURE 8.6
Average delay using MAC+.

to give the reader insight about the effects of the proposed mechanisms on the
delay behavior.

8.4.2.1 ER and PHY+ Simulations and Discussions

Our previous work [45], reports on the performance results of the ER and
PHY+ mechanisms extensively. For convenience, we summarize these findings
here and suggest the reader to consult to the original document for further
details.

• Low number of users, high delay requirements 3:

In a wireless network in which the number of users is not large, the con-
tention on the channel and consequently the expected number of collisions
become insignificant. As PHY+ relies on its intelligent collision resolution
mechanism for the benefit of the delay critical packets, it is not effective in
low contention situations. On the contrary, as PHY+ increases the medium
usage times of each packet by essentially repeating the packet several times,

3This is in reality not a target scenario for a typical DSN since the delay critical IWSNs
impose low delay requirements and are typically not very small in size. However, for com-
pleteness, we report on our performance findings under these circumstances as well.
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it increases the average delay per packet, decreases the number of packets
successfully received in a given time interval, and consequently decreases the
throughput.

ER, on the other hand, becomes equivalent to the original 802.15.4
CSMA/CA mechanism, as the high delay requirements avoid the packets
timing out.

• High number of users, high delay requirement:

In a wireless network with high number of users, the probability of pack-
ets colliding increases with the contention on the medium. In a traditional
wireless network, in case of collisions, the collided packets are lost and each
source retries to transmit their collided packet in a future time hoping that
this time the packets will not collide. PHY+, on the other hand, resolves the
collisions through its variable redundancy error correction mechanism and
performs well in high contention situations. Indeed, PHY+ promises over
200% slot utilization increase when the packet deadlines are considered [45].

Clearly, the selection of maxR has a considerable effect on the system as
a very low maxR makes PHY+ nonfunctional with several packets being
transmitted with the same redundancy factor; and a very high maxR makes
the redundancy levels (and thus the number of times the packets are trans-
mitted) soaring which consequently increases the average delay.

Similar to the previous case, ER performs equivalent to the original 802.15.4
mechanism with deadlines further away than the BEB retry schedules.

• High number of users, low delay requirement:

As in the previous high number of users case, with the high contention on
the channel, PHY+ mechanism performs well. ER, on the other hand, has
an adverse effect on the system as it discards the packets earlier than the
BEB mechanism mandates. In a high contention situation with packets with
low delay requirements, ER avoids the contention window size to grow and
invalidates the effectiveness of the BEB mechanism. This causes the system
to suffer high number of collisions and decreases the throughput. However,
notice that, with the aggressive timeout mechanism, ER facilitates lower
delays for the packets which could be transmitted successfully, with a very
high cost of decreased throughput.

When we use both of the methods in conjunction (referred as ER PHY+),
the performance of the wireless system improves considerably since these
two methods complement each other very well: ER pushes the system to
be more competitive with its timeout mechanism while PHY+ utilizes the
channel competition for increased number of successful and on-time packets
with its redundancy mechanism.
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FIGURE 8.7
Slot utilization using ER MAC+.

• Low number of users, low delay requirement:

PHY+ is not effective in low contention scenarios in which collision prob-
ability is low. Moreover, increased redundancy also increases average delay
without the benefit of collision resolution. ER, on the other hand, avoids
the contention window size growing large, and is effective in decreasing the
average delay in situations where contention is low.

8.4.2.2 MAC+ Simulations and Discussions

In this subsection, we report on the performance results of MAC+ in Figure 8.5
and Figure 8.6; and on ER MAC+ in Figure 8.7 and Figure 8.8.

• Low number of users, high delay requirement 4:

For small number of users without very strict delay requirements, our meth-
ods do not promise much improvement. As discussed before, our ER mecha-
nism is effective only with low delay requirements and for larger such values
it is ineffective and equivalent to the original 802.15.4. Similarly, MAC+
mechanism aims at resolving possible collisions before they happen and it

4This is in reality not a target scenario for a typical DSN since the delay critical IWSNs
impose low delay requirements and are typically not very small in size. However, for com-
pleteness, we report on our performance findings under these circumstances as well.
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does not comprise any significant performance improvements in situations
where number of users is low. Moreover, MAC+ increases average delay by
pushing some of the packets to be transmitted further in future even though
the channel is available. This effect, in addition, makes several slots to be
wasted idle even though the possibility of collision is low. Hence, for low
number of user and high delay requirement case, neither of our methods is
helpful on improving the performance of the wireless system.

• High number of users, high delay requirement:

For high number of users without very strict delay requirements, the ex-
pected number of collisions is very high because of the highly competitive
environment created by increased contention. Hence, by avoiding collisions
by giving higher precedence to more critical users, our MAC+ method in-
creases throughput considerably. Thus, MAC+ extension has a significant ef-
fect on increasing the number of successful on-time packets and subsequently
the throughput. However, as MAC+ method pushes the packets further, av-
erage delay per successful packets is much higher than the MAC+-disabled
cases.

As the delay requirements are not very strict in this scenario, ER method
does not have a significant effect on the performance of the system and
produces very similar results to the original 802.15.4.

Also immediate from the bottom two graphs of Figure 8.5 and Figure 8.6 is
that the choice of c parameter has a big effect on the throughput and delay
of the system. As the c value increases, the system behaves more like the
original 802.15.4 and the throughput gain decreases, however the average
delay decreases also since the number of courtesy backoffs decreases. In a
well-managed system, we trust that a system administrator can choose a
proper c value according to the needs of his/her wireless system.

• High number of users, low delay requirement:

For high number of users with low delay requirements, ER affects the
throughput and the slot utilization metrics unfavorably. The reason for this
is that ER does not let the contention window increase by dropping the
packets much earlier once it sees that their deadlines will not be met. As
the BEB mechanism uses the contention window for arbitrating the medium
access times, ER decreases the throughput values considerably, especially in
large networks. We believe that unless the system needs extremely low aver-
age delays and can trade very low throughput for the sake of this low delay
requirement, using ER alone is not a desirable option in situations where
the number of users contending for the channel is large.

MAC+, on the other hand, outperforms 802.15.4 in terms of slot utilization.
This outcome is gained by the courtesy backoffs executed by MAC+ as the
probability of collisions is decreased by deliberately missing transmissions if
the delay deadline is far off in the future.
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FIGURE 8.8
Average delay using ER MAC+.
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TABLE 8.1
Slot utilization growth when the proposed methods are in use.

Number of users
Low (5) High (50)

Delay Bounds

Low ER (20%) ER PHY+ (250%)
(15 ms) ER MAC+ (20%)
High Outside the PHY+ (200%)

(100 ms) scope MAC+ (90%)

Lastly, we point out that the aforementioned effect of c parameter is valid
in this case as well and lowering this parameter increases throughput with
the cost of increasing the delay. However, notice that this effect is not very
immediate for extremely low delay requirements, but becomes clearer as the
delay requirement starts increasing.

• Low number of users, low delay requirement:

In a small network in which the users have very strict delay requirements,
using both ER and MAC+ schemas in conjunction outperforms the cases
where these methods are used separately. The reason for this behavior is
twofold: 1) ER, by eliminating unnecessary transmissions, increases through-
put efficiency, increases number of successful packets received and decreases
average delay (leftmost graph in Figure 8.5). 2) MAC+ increases through-
put by deploying courtesy backoffs, especially useful for eliminating early
collisions. Together, ER MAC+ performs very well by deploying courtesy
backoffs and eliminating transmission attempts for the packets which cannot
meet their respective deadlines, especially clear in the rightmost graph in
Figure 8.7.

As the probability of collision is lower in smaller networks, the adverse ef-
fects of ER become more negligible in such networks. Similarly, MAC+ (with
proper low c value) cannot harm a small size wireless network as the prob-
ability of collision after a courtesy backoff is insignificant. Since the users
execute courtesy backoffs according to their proximity to the deadlines, the
throughput is improved when compared with the original 802.15.4 mecha-
nism.

8.4.2.3 General Discussions

Previous section presented clear performance improvements on the successful
packet reception rates in DSNs, when the proposed mechanisms are in use. Fol-
lowing our simulation results, we created a selection matrix in Table 8.1 which
identifies the best methodology combination to choose for each setting. For
each of these choices, the delta improvement values are also reported. Notice
that even though several other combinations also outperform the traditional
802.15.4 case, this table reports only on the best improvement combinations.
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For low number of users with low packet delay requirements, using ER (for
smaller networks) or ER MAC+ (for intermediate size networks) improves
the slot utilization by 20%. For the cases with high number of users, on the
other hand, due to the successful collision resolution and avoidance strategies
of our proposed mechanisms, the improvement is much higher. For low delay
requirement, using ER and PHY+ together improve the performance by 250%;
and for high delay requirement, using PHY+ improves the performance by
200%. Similarly, MAC+ promises a 90% performance improvement in large
networks with high delay requirements.

8.5 Conclusions

Typical industrial applications and deployment settings expose unique chal-
lenges that are not commonly found in other systems. In this chapter, we focus
on such challenges related with the communication technology, specifically the
strict delay requirements caused by the real-time behavior of such systems.

In response to these challenges, we propose three cross-layer mechanisms
on PHY and MAC layers which address the problems associated with Delay
Sensitive Networks where each packet created has a strict deadline to meet and
the packets received after their deadlines are not useful even though they are
decoded correctly. The proposed mechanisms utilize the deadline information
associated with each packet for further transmission, backoff decision, and
redundancy optimization.

Performed simulations showed that our proposed systems improve the
packet success rate of the traditional CSMA/CA up to 250%, making them
attractive solutions for systems with strict low delay requirements, such as
the Soft-RT in automation industry.
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9.1 Introduction

The objective of a Network Synchronization approach is to align the time-
scales of a network of clocks. The core of a clock is an oscillator, and in a
simple implementation one could count the cycles of the oscillator signal to
obtain time. More generally, the frequency of the oscillator signal is integrated
to obtain phase, which is proportional to time. A network synchronization ap-
proach could attempt to equalize the frequency and phase of a group of geo-
graphically separated oscillator signals by physically controlling the frequency
of the oscillators or virtually modifying the time read from a clock using soft-
ware. Furthermore, the goal may be to synchronize to an international time
reference such as the Coordinated Universal Time (UTC), or achieve relative
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synchronization among the clocks comprising a network regardless of time
conventions. In either case the interest is on keeping track of when events of
interest occur, or must occur, relative to one another, such as when is the
time at which a node in a network is to transmit, or when a sensor detected
a phenomenon or signal.

Network synchronization is an important feature for current and future in-
dustrial wireless sensor networks. Some of the current tasks requiring network
synchronization can be summarized as follows:

• Time Division Multiple Access (TDMA): Time synchronization is indispens-
able for TDMA. An example of an industrial network utilizing TDMA is the
WirelessHART standard, which is based on the Dust’s network Time Syn-
chronized Mesh Protocol (TSMP). Code Division Multiple Access (CDMA)
making use of synchronous codes (e.g., Walsh sequences) also rely on network
synchronization to achieve orthogonality among multiple user transmissions.

• Power-management: Having a common time-scale makes it possible for wire-
less sensor nodes to turn-off their transceivers and other sub-systems since
they can wake-up at pre-determined intervals to avoid missing messages from
neighboring nodes.

• Some security protocols rely on a common time-scale to operate properly.
For instance, timestamped messages can be used as part of authentication in
order to avoid replay attacks. However the network synchronization protocol
messages must be secured as well to avoid attacks from malicious nodes.
Secure network synchronization protocols are uncommon and represent a
relatively new area of research.

• Localization techniques are based on the comparison among the time of
arrival of multiple signals at geographically separated nodes.

• Sensor fusion merges spatial and temporal data from multiple sensors to ob-
tain a better representation of the sensed phenomenon. A common time-scale
plays a fundamental role when combining the data from multiple sources.
Typical examples are beam-forming and tracking applications.

• Numerous industrial and manufacturing processes are in fact synchronous
and rely on a pre-defined sequence of events that must occur within cer-
tain intervals. For instance, in a network of manufacturing robots along an
assembly line. A wireless sensor network that is capable of network synchro-
nization may integrate better to these applications by, for instance, ensuring
messages are sent within appropriate time-limits.

Network synchronization can be classified based on the strategy used to orga-
nize time dissemination. The two most fundamental strategies are: 1) Master-
slave, and 2) Mutual Network Synchronization; other strategies have been
derived from these two, such as hybrid master-slave, and hierarchical variants
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[4]. In the most fundamental master-slave approach there is a single (master)
clock to which all the rest of the (slave) clocks synchronize to. The network
topology can take any form, but it is typically modeled as a tree with the mas-
ter clock at its root. In the mutual network synchronization approach every
clock synchronizes to all of its neighbors. The mutual network synchroniza-
tion approach has been investigated in the past within the context of wire line
computer networks [7], and more recently within the context of wireless ad
hoc networks [14]. Convergence and stability of the mutual network synchro-
nization approach has been proved under certain scenarios. However, there
are still open problems that make this an interesting research area.

A slightly different classification is based on the role of senders and re-
ceivers in the network. In sender-receiver synchronization one of two nodes
sends a time-stamp while the other one receives it. The node that adjusts
its clock based on the clock differences depends on the implementation. In
receiver-receiver synchronization a sender will send a signal which is received
by multiple receivers. The received signal serves as the point in time to trigger
receivers into exchanging and comparing their times. Other classifications of
network synchronization are possible, such as hardware versus software-based
synchronization, local versus global synchronization, multi-hop versus single-
hop, on-demand (post-facto) versus continuous, among others. Performance
metrics used to compare network synchronization approaches in wireless sen-
sor networks include: precision, accuracy, energy efficiency, scalability, stabil-
ity, fault-tolerance, mobility support, and more recently, security. Security is
an important aspect of any network algorithm and network synchronization is
not exempted, but security will not be treated in this chapter, for more details
see, for instance, [3] where security is investigated in the context of network
synchronization

Currently, network synchronization is the exception across deployed In-
dustrial Wireless Sensor Networks. The Time-sync Protocol for Sensor Net-
works (TPSN) is one of the exceptions and will be described in this chapter
along with other protocols deemed fundamental in wireless sensor networks.
Network synchronization will play an increasingly important role as new ap-
plication demands and more efficient methods are discovered tailored to the
particulars of industrial requirements. There are numerous good references
that summarize network synchronization protocols in general wireless sensor
networks, such as [19], [18], and [15]. In this chapter we will focus on proto-
cols for Industrial Wireless Sensor Networks, and spend more time on other
aspects that have been less common in the survey literature. In Section 9.2
we will review the physics of clocks and their models. Section 9.3 will focus
on network synchronization protocols. We will briefly review four protocols
namely TPSN, RBS, Random Time Source, and an Industrial Wireless Sen-
sor Network approach based on Kalman filters that has been implemented
and tested in industrial environments [2]. We will also describe in some level
of detail the fundamentals of mutual network synchronization and two partic-
ular protocols in this family referred to as Clock Sampling Mutual Network
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Synchronization (CSMNS) [14] and the Diffusion algorithm in [11]. Our goal
is to provide the reader with a different perspective to the one encountered
in the existing survey literature on this subject, and also to stimulate further
research. Section 9.4, summarizes some important results from the estimation
of network synchronization parameters.

9.2 Clocks

In this chapter we review physical clock behavior to gain an understanding
on the problem faced by a network synchronization approach.

A clock is comprised of an oscillator and a counter or integrator. For con-
venience assume the signal out of the oscillator s(t) is a general sinusoidal
signal as follows

s(t) = A(t)sin(∅(t)) (9.1)

A(t) is a time-varying amplitude, which can be considered constant for our
purposes, and ∅(t) is a time-varying phase. Note that ideally ∅(t) = 2πft.
However, that is only true for a perfect clock with perfectly stable and con-
stant frequency. Rather, real physical clocks deviate from that ideal, and their
frequency is a function of time. Therefore, in general when we integrate the
oscillator’s frequency to obtain phase we have

t

∫
0
f(t)dt =

1

2π
(∅(t)− ∅(0)) (9.2)

The time representation produced by a clock using the oscillator is the phase
∅(t) multiplied by a scaling factor. For the lack of a better estimate, assume the
scaling factor is 1/(2πfn), where fn is the nominal frequency of the oscillator,
then

T (t) =
1

2πf n

(∅(t)− ∅(0)) (9.3)

Where T (t)is the time process of the clock (a function of real time), and
T (t) 6= t because fn 6= f(t). We could use instead a measured frequency to
obtain time (rather than a nominal frequency), but this measure, although
potentially better, will also deviate from the true frequency of the oscillator
in practice. If one could precisely measure the true frequency f(t) of the
oscillator then we could obtain real time t (i.e., divide Eq. (9.2) by f(t) on both
terms and solve for t). However, this is not possible in practice because the
frequency measurements depend also on accurate time measurement, which
rely on imperfect clocks. The representation of time by a clock is therefore,
tied to its frequency. The more stable and constant this frequency is the more
precise the clock will be. Oscillators depend on components whose parameters
depend on manufacturing tolerances, environmental factors (e.g., temperature
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and pressure), and age, hence their frequency variations. In what follows we
describe an accepted model for the instantaneous frequency of oscillators.

A typical way of modeling an oscillator frequency is as follows [4], [1]

f(t) = f0 + fd(t) + fr(t) (9.4)

f0 = fn +∆f (9.5)

where ∆f is a constant deviation from the nominal frequency due to initial
calibration errors, or manufacturing tolerances. fd(t) is the deterministic time-
dependent frequency component,

fd(t) ∼= Dfnt (9.6)

Where D is the linear fractional frequency drift rate. Finally

fr(t) =
1

2π

dθ(t)

dt
(9.7)

fr(t) are frequency variations due to random phase variations θ(t). Combining
(9.5), (9.6), and (9.7) into (9.4)

f(t) = fn +∆f +Dfnt+
1

2π

dθ(t)

dt
(9.8)

Integrating (9.8) with respect to t (see Eq. (9.2)) we obtain

∅(t) = 2π (fn +∆f) t+ πDfnt
2 + θ(t) + ∅0 (9.9)

Where ∅0 = ∅(0)− θ(t). Dividing (9.9) by 2πfn we obtain

T (t) = t+
∆f

fn
t+

D

2
t2 +

θ(t) + ∅0
2πfn

(9.10)

In the ideal case phase increases linearly with time, that is

∅d(t) = 2πfnt+ ∅(0) (9.11)

and

Tideal(t) = t+
∅(0)

2πfn
(9.12)

The time of a real clock, however, has a time drift effect due to (1 + ∆f
fn

)t, a

frequency drift effect due to D
2 t

2, and a noise effect due to θ(t)+∅0

2πfn
as observed

in Equation (9.10) Frequency drift terms affect the frequency of the oscillator
in a longer time-scale than do the noise and time-drift terms. However, as
the demand on precision and accuracy increases, these long time-scale terms
become more relevant. This is particularly true today for time references ob-
tained with highly precise and stable atomic clocks. For the current demands
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of wireless network synchronization accuracies, it is sufficient to simplify (9.10)
to

T (t) = βt+ T (0) (9.13)

Where β = 1 + ∆f
fn

, which is referred as the skew of the clock.
All these imperfections are different from one clock to the next, and they

vary over time. Therefore network synchronization is needed to keep time of
every clock as close to one another as possible. Additionally, drifts and skew
terms make it impossible for the network synchronization approach to rely
on a single (one time) correction. Frequent error tracking and correction is
necessary.

Clock performance is typically measured by its stability and accuracy. Sta-
bility is referred to the ability of the clock to generate a constant time interval
over real time. There are short-term and long-term measurements of stability.
Accuracy refers to the agreement of the clock with a time reference, such as
UTC. Clock stability performance is typically given in parts per million (ppm).
For instance, the clocks driving certain functions of the IEEE 802.15.4 PHY
are required to be within ±40ppm, which means the clocks can deviate up
to 80 microseconds per second in the worst case. Stability over temperature
is also a performance frequently encountered, for instance 1ppm/oC, which
states the stability of the clock as a function of temperature (i.e., its temper-
ature coefficient). Note, that in an embedded device, such as a sensor node,
the clock can also be affected by its power source voltage/current variations,
electronic noise, and offsets.

9.3 Network Synchronization Protocols for Industrial
Wireless Sensor Networks

Numerous Network Synchronization protocols have been proposed for Wireless
Sensor Networks in general. In the particular case of Industrial Wireless Sensor
Networks the IEEE 802.15.4 standard specifies mechanisms for contention-free
access that require network synchronization for proper operation. However,
the synchronization method is left open as a vendor differentiation feature.
Table 9.1 shows few companies producing wireless sensor networks with net-
work synchronization. As of this writing, available solutions with network
synchronization are limited. However, more solutions are likely to appear in
the market due to the increased maturity of wireless sensor software and hard-
ware, new applications, and the importance of network synchronization as a
mechanism to improve reliability and security.

Low cost and simplicity is an important requirement for Industrial Wire-
less Sensor Networks. Several network synchronization protocols have been
proposed and implemented focusing on minimizing cost and complexity. In
this regard a well-known network synchronization approach is the one used
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TABLE 9.1
An example of Available Industrial Networks with Network Synchronization

Company Country of Origin Description
Dust Networks USA TPSN
VTT Finland Multi-hop synchronization
MicroStrain USA Master-slave beaconing

by Dust networks, referred to as the Time-sync Protocol for Sensor Networks
(TPSN), and used in the WirelessHART protocol standard. TPSN will be
described in the next section, followed by RBS as a good representation of
simple Network Synchronization protocols that have either been implemented
or are deployed in industry. In the case of MicroStrain shown in Table 9.1,
their mXRS system uses a beaconing synchronization protocol integrated with
the IEEE 802.15.4 standard. This is a master-slave synchronization approach
that keeps a group of distributed wireless sensing nodes synchronized to within
tens of micro-seconds for the implementation of TDMA.

Reliability is another important requirement in industrial environments,
and Wireless Sensor Network protocols and technologies must increase their
reliability if they are to be successfully adopted in place of wired network-
ing technologies. All protocols in an Industrial Wireless Sensor Network must
be reliable and fault-tolerant. Reliability concerns in network synchronization
have been investigated and several methods for Industrial Wireless Sensor
Networks have been proposed. We will describe the Random Time Source pro-
tocol which attempts to improve reliability and fault-tolerance in industrial
environments by utilizing different time sources selected randomly over time.
Additionally, towards the end of this section we will present Mutual Network
Synchronization fundamentals and two example protocols in this category,
the diffusion algorithms in [11], and Clock Sampling Mutual Network Syn-
chronization (CSMNS) in [14], which also attempt to increase reliability via
the utilization of a diverse number of time sources.

9.3.1 Timing-Sync Protocol for Sensor Networks (TPSN)

TPSN is used by Dust Networks and WirelessHART standard. It is a sender-
receiver approach [8]. Two nodes try to synchronize by exchanging time-
stamps and compute the offset between their clocks. The sender initiates the
exchange and adjusts its clock to that of the receiver. The original TPSN
algorithm does not estimate clock skew, which requires more frequent re-
synchronization events. However, joint skew and offset estimation is possible
[13]. Figure 9.1 shows the sequence of messages exchanged by a sender node
i and a receiver node j; multiple time-stamp exchanges are possible to obtain
a better estimate of the offset between the two clocks as shown.

The sender node starts preparing to create the synchronization message to
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Node j

Node i

Re-synchronization
Request

Re-synchronization
Request

T i
1,1

T j
2,1

T j
3,1

T j
2,2

T j
3,2

T i
1,2

T i
4,1

T i
4,2

FIGURE 9.1
Sender-Receiver time-stamp exchanges in TPSN.

be transmitted at re-synchronization request time. Ideally the synchronization
message should carry a time-stamp with a time T (a function of real time
t) as close to the time of transmission as possible to avoid uncertainties in
transmission processing and channel access.

In the time interval from time-stamp creation to transmission there is a
delay that may be due to channel access and other transmission processing
delay uncertainties. The time at which the time-stamp is created (on trans-
mission) or obtained (on reception) is shown in Figure 9.1 with small vertical
lines above or below the corresponding time-stamp T .

Node i creates its time-stamp T i
1,1 and transmits it after a delay to node j.

Node j receives the time-stamp sent by node i, and after a reception processing
delay time-stamps this message with T j

2,1 and prepares to send its own time-

stamp. Node j creates its time-stamp T j
3,1 and sends it to node i along with

T j
2,1, which in turn time-stamps it at T i

4,1 after a reception processing delay.
Node i ends up with all time-stamps needed to compute its offset with respect
to node j, therefore in TPSN the sender (node i in Figure 9.1) synchronizes to
the receiver (node j). This process repeats at every re-synchronization event.

The relationships between the time-stamps exchange by the nodes at the
kth exchange event is as follows

T j
2,k = T i

1,k +O + γit + d+ γjr

T i
4,k = T i

3,k −O + γjt + d+ γir (9.14)

Where O is the offset of the two clocks, d includes the transmission and
propagation delays, γir is the time-stamp reception delay from the time of
message reception to decoding of time-stamp at node i, and γit is the time-
stamp transmission delay from the time of time-stamp creation to actual time-
stamp transmission. Eq. (9.14) assumes the propagation and transmission
delays d are both the same, this is reasonable only if the transmission rates
in both directions are equal, which is typically the case. Node i can compute
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an estimate of O and adjust its clock accordingly as

O =

(

T j
2,k − T i

1,k

)

−
(

T i
4,k − T i

3,k

)

2
(9.15)

If the γ delays are assumed equal the estimation of the clock’s offsets
is excellent. If these delays are made very small their influence on the final
estimation error can also be reduced. Typically, these delays are modeled as
random variables. If the delays γ are lumped into random variables Γsr and
Γrs for the sender-to-receiver and receiver-to-sender transmissions respectively
then (9.14) becomes

T j
2,i = T i

1,i +O + d+ Γsr

T i
4,i = T i

3,i −O + d+ Γrs (9.16)

The estimation of the offset becomes a statistical parameter estimation
problem. As explained before the original TPSN estimates offset only. A
method to estimate skew of the clocks is also possible as, for instance, in the
Tiny-sync and Mini-sync approaches [17] that also use a two-way time-stamp
exchange approach.

So far we have described how two nodes synchronize in TPSN. In a net-
work, the synchronization of more than two nodes is achieved by building
a spanning-tree where every node synchronizes to its parent, and everyone
is synchronized to the root node. The creation of the spanning-tree is per-
formed first in a so called level discovery phase, and once the spanning-tree
is formed and every node knows its position in the tree, the synchronization
phase starts, where every node synchronizes to its parent node in the way ex-
plained previously. Several algorithms exist for the creation of spanning-trees
and TPSN uses a simple one, which is suitable for energy-constraint wireless
sensor networks. For a more detailed description of the TPSN network-wide
synchronization approach see [8] or [10].

9.3.2 Reference Broadcast Synchronization (RBS)

RBS [12] is a receiver-receiver synchronization approach. The fundamental
idea is that a sender node transmits a message or pulse (not necessarily time-
stamped) and the receivers use the reception of that message to exchange the
times at which they received the sender’s message. This allows the receiver
nodes to synchronize to one another. The same approach is used in the Ce-
siumSpray synchronization approach [21], which is inspired by the a posteriori
agreement internal synchronization algorithm [20] RBS extends this approach
to a multi-hop network. Figure 9.2 shows the message exchanges performed
in RBS. It is easy to see that the offset between the two nodes can be found
by computing the difference between the two time-stamps in every node. A
node does not adjust its clock directly instead it updates a table with the
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FIGURE 9.2
Receiver-Receiver time-stamp exchanges in RBS.

parameters of its neighbors, which is used to translate the time from a neigh-
bor to its own. In order to synchronize a multi-hop network nodes that share
multiple broadcast domains (referred to as gateways) are used as translators
between two nodes in different broadcast domains; see [12] for more details. A
hybrid approach that combines sender-receiver and receiver-receiver methods
is proposed in [18] and referred to as TSync.

9.3.3 Random Time Source Protocol

The Random Time Source Protocol was proposed in [22] to improve the relia-
bility of network synchronization approaches in industrial environments. The
network is modeled as a tree and every child node synchronizes to a parent
source node using a linear regression technique.

The precision and survivability of the synchronization approach depends
on the parent source selected by the child nodes. Industrial wireless environ-
ments are plagued with interference and communication outages. Therefore,
all the children of a parent node (or time source) will be out of synchroniza-
tion if any problem occurs in the time source itself or the link connecting the
time source to its children. In the Random Time Source Protocol, a node in
the network employs several potential nodes as time source and randomly se-
lects one for time synchronization every time period. The rules of the Random
Time Source Protocol are as follows:

• A given node selects its time source based on link quality. Link quality is
verified periodically to guarantee a good time source is selected regularly.
A list of potential time sources is kept in every node and potential time
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source nodes are deleted if the link quality decreases below an established
threshold.

• A re-synchronization process is performed in the event that a node fails to
synchronize to all of its potential time sources.

Random time source selection can reduce the probability of resynchro-
nization and improve the robustness of the synchronization mechanism. The
authors in [22] implemented this protocol in a real platform and demonstrated
time synchronization accuracies to within 5µs.

The synchronization approaches in Section 9.3.5 utilize a similar approach
in which multiple time sources are present to improve reliability and fault-
tolerance. These approaches improve reliability and fault-tolerance in the
event of time-source failure.

9.3.4 Kalman-Based Industrial Wireless Sensor Network
Synchronization

The authors in [2] propose a method of synchronization that utilizes a Kalman
filter to correct time deviations between the nodes of an Industrial Wireless
Sensor Network. The main motivation of this work was to provide network syn-
chronization among the nodes of a system capable of determining the wireless
communication conditions in an industrial environment. That is, the qual-
ity of wireless network links (measured in terms of packet success rate, outage
probability, etc.) was determined a priori with a number of synchronized wire-
less nodes capable of acquiring wireless channel quality data that was off-line
processed to assess the wireless network channel conditions. Wireless sensor
deployment strategies were then recommended from the results of the off-line
analysis.

The wireless nodes needed to be synchronized for the correct time-order
of events, and the network synchronization approach was required to survive
harsh Radio Frequency (RF) industrial environments. The proposed network
synchronization approach is able to maintain synchronization to within tens
of micro-seconds in an RF environment with very low packet success rate
(as low as 0.1% in some cases). Each node implements a Kalman filter that
compares the time at which a packet is actually received with the time at
which the packet should have ideally been received. Both clock rate and offset
are adjusted in every node.

9.3.5 Mutual Network Synchronization

The mutual network synchronization approach is also referred to as peer-to-
peer network synchronization. In this approach, all nodes try to synchronize
to one another with no root or master clock. Every clock exchanges its time
information with its neighbors and distributed algorithms in every node are
designed to make all the times converge towards a common time. In its purest
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FIGURE 9.3
Node phase adjustment in mutual network synchronization.

form there is really no need for network protocols that arbitrate the order of
the message exchange, initiators, or references as in TPSN or RBS. There is
not assumed or purposely built network topology to disseminate time as in, for
instance, the spanning-tree used in TPSN or the Random Time Source Proto-
col. All that is required is network connectivity and a mean to exchange time
among the clocks in no particular order. A mutual network synchronization
approach as described promises many advantages including fault-tolerance,
reduced energy consumption, and mobility support due to simpler overhead
protocols. However, mutual network synchronization approaches can become
unstable if parameters change beyond design considerations. In what follows,
we first present a fundamental result regarding stability and the final con-
vergence frequency, then we present two approaches that use mutual network
synchronization.

An analysis of the mutual network synchronization approach was done in
[7] and we follow this approach hereafter. We assume the clocks exchange their
instantaneous phases. Figure 9.3 shows the clock in a node, and the control
used to adjust its phase based on the delayed phases of its neighbors.

The received phases are compared to node’s i phase and the difference is
linearly combined to form the input to the hi(t) filter. The output of hi(t) is
then

ci(t) = hi(t) ∗
N
∑

j=1

aij [θj (t− τij)− θi(t)] (9.17)

Where ∗ denotes convolution. The output of the filter is used to control the
oscillator’s frequency as follows,

θ̇i(t) = ci(t) + fn,i (9.18)

fn,iis the nominal frequency of the oscillator in node i. Note that for simplicity
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we are assuming the nominal frequency of the clock to be constant. We are
interested in using the previous model to infer the properties of the filter
needed to make the system stable and converge to a final frequency common
to all the oscillators. We assume the filter is causal, stable, and has a positive
DC gain (i.e., Hi (s = 0) ≡ λi > 0). Without loss of generality we have

N
∑

j=1

aij = 1 (9.19)

Note that the aij terms are zero if there is no connection between nodes i
and j. Furthermore, it is assumed that the filter is connected to the oscillator
at time t = 0 in all nodes. The latter assumption can be relaxed by, for
instance, connecting one node at a time (not all at once) see for instance [5],
and [14], or by broadcasting a signal across the entire network that will be
used solely to command the nodes to close the switch at once.

If the oscillators have been free running before the switch is closed at t =
0, then the phase for t < 0 is

θk(t) = fn,kt+ θk(0) t < 0, k = {1, . . . , i, . . . , N} (9.20)

Equation (9.17) can be written as follows for t ≥ 0

ci(t) = hi(t) ∗
N
∑

j=1

aij [θj(t− τij)u(t− τij)

+θj(t− τij)[u(t)− u(t− τij)]− θi(t)]t ≥ 0 (9.21)

The term θj (t− τij) [u(t)− u (t− τij)] is the phase signal of node j and in
the link at the time the switch is closed (which corresponds to a free running
oscillator at node j). That is,

θj (t− τij) [u(t)− u (t− τij)] =

{

fn,j · (t− τij) + θj(0) for 0 ≤ t ≤ τij ,
0 Otherwise

(9.22)
Substituting (9.21) into (9.18) and taking the Laplace transform yields

sΘi(s) = Hi(s)

N
∑

j=1

aij
[

Θj(s)e
−sτij +Θ−

j (s)e
−sτij −Θi(s)

]

+θi(0) +
1

s
fn,i (9.23)

Where Θj(s)e
−sτij is the Laplace transform of θj (t− τij) u (t− τij), Hi(s) and

Θi(s) are the Laplace transform of hi(t) and θi(t)respectively, and Θ−
j (s)e

−sτij

is the Laplace transform of (9.22), which is given by

L {θj (t− τij) [u(t)− u (t− τij)]} =
τij

∫
0
(fn,j · (t− τij) + θj(0)) e

−stdt (9.24)
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After a change of variables ρ = t− τij (9.24) results in

Θ−
j (s)e

−sτij =
0

∫
−τij

(fn,j · ρ+ θj(0)) e
−sτije−sρdρ =

0

∫
−τij

θj(t)e
−sτij e−stdt

(9.25)
Equation (9.23) can be written as

sΘi(s) = Hi(s)

N
∑

j=1

âijΘi(s)−Hi(s)Θi(s) + K (9.26)

Where âij = aije
−sτij , and

K = θi(0) +
1

s
fn,i +Hi(s)

N
∑

j=1

âij
0

∫
−τij

θj(t)e
−sτije−stdt (9.27)

It can be shown that the last term in K diminishes to zero as time ap-
proaches infinity. Solving for Θi(s) in (9.26) yields

Θi(s) =
Hi(s)

s+Hi(s)

N
∑

j=1

âijΘi(s) +
K

s+Hi (s)
(9.28)

The condition for (9.28) to be stable is that [7]

∣

∣

∣

∣

Hi(s)

s+Hi(s)

∣

∣

∣

∣

< 1

The authors in [7] also found the final frequency at which all oscillators
converge is finite. This frequency is not necessarily the average, but in fact can
be below the lowest frequency of all oscillators. The frequency of all oscillators
can tend towards zero as well, which can bring the system down to zero
frequency. However, by proper delay estimation it can be shown that the final
frequency reaches the average of all frequencies. Stability of mutual network
synchronization under disturbances has also been proved and the reader is
referred to [7] and [5] for the details.

We now present a more recent example of a mutual network synchroniza-
tion algorithm referred to as Clock-Sampling Mutual Network Synchronization
(CSMNS). Rather than transmitting analog instantaneous phase signals, what
would be the consequence of transmitting digital timing information in the
form of time-stamps? What happens if the links are not static, instead nodes
move and connections and neighbors change? Or perhaps links are wireless,
which are subject to degradation, obstacles, multipath fading, etc.? How does
mutual network synchronization perform in that case? The work in [14] tried
to answer these questions.

The nodes in CSMNS exchange timestamps periodically, and every node
utilizes the scheme shown in Figure 9.4 to adjust both frequency and time
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FIGURE 9.4
Control scheme in every node for CSMNS.

offsets. Every node corrects its clock by multiplying it by a correction factor
si(t), which transforms (9.13) into

T (t) = si(t)βt + si(t)T (0) for the ith node. (9.29)

The scheme in Figure 9.4 automatically and recursively adjust both frequency
and time without the need to either estimate or directly control the frequency
of any clock.

The authors in [14] proved stability and convergence of this procedure in a
simple scenario, and showed via simulation stability and convergence in a more
complex scenario where nodes move under different mobility models. Figure
9.5 shows one of these results using the Random Waypoint (RWP) mobility
model for two different networks with 100 nodes and 500 nodes Figure 9.5
shows the maximum deviation observed in any two clocks over time. In this
case the maximum error observed converges to a value between 20µs and 30µs.

A similar approach was proposed by the authors in [11]. This approach is
referred to as diffusion algorithms. Rather than letting the clocks converge by
simply exchanging times each node asks its neighbors about their clocks and
it computes an average. The average time is then sent back to the neighbors
in order for them to update their clocks.

9.4 Parameter Estimation in Network Synchronization
for Industrial Wireless Sensor Networks

The offset, link delay, and skew of the clocks may need to be estimated for
the network synchronization algorithms to work properly. The key is for these
estimation algorithms to maintain good accuracy in the face of limited com-
putational resources in a wireless sensor network. TPSN and RBS estimate
clock offset and skew in a simple way to minimize computational complexity.
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CSMNS for mobile networks of 100 and 500 nodes.

Other methods have been proposed for wireless sensor networks that jointly
estimate offset and skew of the clocks. Some examples of the work in this area
can be found in [9] and [16].

9.5 Conclusions

We have presented an overview of network synchronization for Industrial Wire-
less Sensor Networks. We have described important protocols that have been
successfully implemented and others that show promise for the near future.
With this chapter our goal was to summarize some of the most important
fundamentals in the area, and also stimulate the reader to find more infor-
mation on his or her own. Network synchronization is an evolving field with
a critical importance in the improvement of reliable data transfer, event tim-
ing, and security. More solutions will become available as the wireless sensor
network implementation methods mature, and network synchronization ap-
proaches become less resource intensive.
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10.1 Introduction

The trend for today’s industrial control systems is to design them as dis-
tributed real-time systems for reliability, cost effectiveness, ability for fault
diagnosis, and upgradability. Industrial control systems and networks, tradi-
tionally realized through wired communication systems/protocols suffer from
maintenance costs due to numerous installations of expensive cables. Utiliza-
tion of wireless technologies in industrial control systems is an urgent need.
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However, one cannot simply combine a general-purpose wireless network and
a real-time system and expect satisfactory performance, due to the conflicting
natures of the following two entities: A real-time system, such as an industrial
control system, does not expect the data traveling in the system to be lost or
delayed, whereas packet losses and delays are only typical in a wireless net-
work because of its stochastic nature. Since wireless communication channels
are inherently prone to data loss and corruption resulting in unpredictable
delays, it is necessary to implement methods that will bound the latency of
data delivery between the communicating nodes. This is especially important
when a feedback loop is closed over the network as in a networked control
system (NCS) [3, 2, 13, 7], because unbounded delays directly affect the phase
delay, and thus the stability of the control loop.

The transmission latency is typically unbounded in general communication
networks, which aim for high average throughput. The delay characteristics
are caused by two main reasons; transport losses, caused by the physical char-
acteristics of the channel such as fading, electromagnetic interference, etc.,
which enforce retransmissions, and protocol delays, which may delay the node
from starting the transmission without bound. The obvious method of bound-
ing the transmission latency is to implement a communication protocol and a
physical transport layer which have bounded protocol delays and low probabil-
ity of corruption, respectively. Modern industrial networks typically revolve
around this idea, resulting in industrial wireless sensor networks (IWSNs)
and standards such as [16, 33, 28, 23, 13]. ZigBee [33] is a specification for
a suite of high level communication protocols using small, low-power digi-
tal radios based on an IEEE 802 standard for personal area networks, IEEE
802.15.4 [16], targeting applications such as industrial control and monitor-
ing, building and home automation, energy system automation and embed-
ded sensing [12]. WirelessHART [28, 30], an extension of the Highway Ad-
dressable Remote Transducer (HART) protocol, utilizes a time synchronized,
self-organizing, and self-healing mesh architecture that uses IEEE 802.15.4 ra-
dios for process monitoring and control applications. IETF’s 6LoWPAN [23]
also works on IEEE 802.15.4 radios to provide Internet Protocol support and
connectivity to industrial wireless devices and networks. ISA-100.11a stan-
dard [13] was developed to provide reliable and secure wireless operation for
non-critical monitoring, alerting, supervisory control, open loop control, and
closed loop control applications. The standard defines the protocol suite, sys-
tem management, gateway and security specifications for low-data-rate wire-
less connectivity with fixed, portable, and moving devices supporting very
limited power consumption requirements. The application focus is to address
the performance needs of applications, such as monitoring and process con-
trol, where latencies on the order of 100 ms can be tolerated, with optional
behavior for shorter latency.

An alternative approach to IWSNs is to design the overall control sys-
tem taking the limitations of the underlying communication methodology into
consideration. The so called co-design methods have received much attention



Wireless Control Networks with Real-Time Constraints 209

recently, and they aim to optimize or guarantee the performance of the con-
trol by compensating for the weaknesses of the communication methodology
in another part of the system: in the control design. This can be achieved
by balancing the control sampling time with communication bandwidth re-
quirement based on an optimization criterion [22, 21, 5], or by regulating
the data transmission rate for communication by using plant models where
data is only transmitted if the plant state prediction errors are greater than a
margin. The bandwidth thus gained can be used for retransmissions, or error
correction [26, 19]. Another common approach is to employ a plant model to
calculate control predictions and transmit all of them at once to the actuator
node. This redundancy allows the plant to run in open loop for short durations
where the control signal does not arrive on-time [8, 25, 24]. Similar methods
applying the field of model predictive control also exist in [20].

This chapter focuses on the joint networked control problem for designing
and operating a system with real-time constraints over a wireless network,
employing simple, off-the-shelf, IEEE 802.11 (WiFi), and IEEE 802.15.4 (Zig-
Bee) radio technologies. We consider the wireless networked control problem
as an example real-time wireless industrial application, evaluate the effects of
the underlying wireless network on the performance of the system and propose
ways to improve it. More specifically, we compare the performance of a basic
wireless networked controlled system (b-WNCS) with that of a Wireless Model
Based Predictive Networked Control System (WMBPNCS) [31, 25] under var-
ious operating conditions. The b-WNCS that we consider is a conventional
closed-loop control system with the exception that the nodes communicate
with each other wirelessly. The WMBPNCS, on the other hand, is a control
system that is specifically designed to operate under random packet delays and
losses [31]. The operating conditions that we consider include three sources
of wireless channel errors that typically occur in industrial settings: ambient
wireless traffic, block fading, and fast fading; and three wireless network tech-
nologies: IEEE 802.11, IEEE 802.11 with Cooperative Medium Access Control
Protocol (COMAC), which were initially presented in [31], and IEEE 802.15.4.
We establish through extensive experiments that WMBPNCS outperforms b-
WNCS in all cases that we consider. Nevertheless, we see that overall system
performance remains limited by the quality of the underlying wireless channel.
We show that the adverse effects of ambient wireless traffic can be virtually
eliminated through a modification of several medium access control parame-
ters. We also demonstrate that the insensitivity to changes in the reference
signal caused by severe fast fading can be significantly reduced through the
use of a cooperative protocol such as IEEE 802.11 with COMAC as we have
also shown in [31]. Finally, in this chapter we show that WMBPNCS does
not necessarily need a sophisticated high throughput wireless network such
as IEEE 802.11 and WMBPNCS can even be operated over IEEE 802.15.4 in
the presence of other WMBPNCSs.

The rest of this chapter is organized as follows: In Section 10.2, we provide
some background on wireless access, discuss various channel errors that occur
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Gilbert/Elliot channel model.

in typical industrial settings, and present the wireless networked control prob-
lem as an example wireless industrial application with real-time constraints.
In Section 10.3, we review the wireless network technologies that we consider.
In Section 10.4, we introduce the Wireless Model Based Predictive Networked
Control System (WMBPNCS). In Section 10.5, we present the results of our
experiments and evaluate the performances of both the WMBPNCS and the
b-WNCS when operated using different wireless network technologies under
various wireless channel conditions. We conclude with final remarks in Sec-
tion 10.6.

10.2 The Wireless Control Network and the Industrial
Setting

The characteristics of a wireless channel typically depend on a multitude of
factors, and controlling all such contributing factors simultaneously is not
possible in a test-bed of limited size and range. Thus, one typically uses various
channel models in order to emulate a previously characterized wireless channel
in a controlled and reproducible way. In the following, we discuss these various
sources of channel errors, namely ambient wireless traffic, block fading, and
fast fading, and explain how they have been incorporated into our experiments
to introduce errors to an otherwise ideal link.

Wireless channel is of broadcast nature, and ambient wireless traffic may
interfere with a node’s transmissions. As the nodes retry after each failed
transmission attempt, their packets may suffer latencies long enough to cause
them to miss their deadlines. In the applicable experiments, we have utilized
a test-bed node to generate disrupting wireless traffic and evaluated its effects
on the performance of the system.

Wireless channel errors occur typically in bursts followed by practically
error-free periods rather than occurring uniformly randomly [27]. This type of
fading is referred to as block fading where the duration and separation of these
error bursts are longer than the symbol time, the duration in which the channel
must preserve its characteristics for satisfactory operation. We consider the
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Gilbert/Elliot model given in Figure 10.1 [6] to model the bursty packet loss
characteristics of the wireless channel. At any given time, the characteristics
of the emulated channel are determined by the good and bad states of the
model, in which packets are lost according to packet loss probabilities P g

loss

and P b
loss respectively.

The next state of the model is determined after each packet by state transi-
tion probabilities Pgb and Pbg. Since state transition probabilities are typically
small, the channel state remains unchanged for some time after a transition is
taken imitating bursts of packet loss when the model is in the bad state and
periods of almost error free transmission when the model is in the good state.

In [32], the authors give the measurement results of a wireless link in a
realistic industrial setting. We use their results to derive the parameters of
our model as Pgb = 0.0196, Pbg = 0.282, P g

loss = 0, and P b
loss = 1 and use this

model in the applicable experiments to model the characteristics of a channel
with block fading.

Fast fading occurs when the characteristics of the channel change faster
than the symbol time. In an industrial setting with numerous obstacles and
no direct line of sight between the transmitter and the receiver, multi-path
fading causes rapid fluctuations in the received signal strength which result
in increased number of retransmissions, increasing packet latency and packet
loss. The fluctuations that we consider can be modeled with the Rayleigh
distribution [11, 27] which is essentially an exponential distribution with mean
P̄rx, the average received signal power. For a distance aware Rayleigh fading
model, in the applicable experiments, we use an exponential random variable
(Y ) scaled by Pt/d

α where Pt is transmission power, d is the distance between
the transmitting and receiving nodes and α is the path loss exponent.

Wireless networked control systems (WNCS) where sensors, controllers,
and actuators communicate over a wireless network are suitable for scenarios
that require spatial distribution. They offer significant advantages in terms of
reliability, commissioning, and maintenance, especially for complex systems.
In a WNCS (Figure 10.2), sensor nodes are responsible for periodically mea-
suring plant outputs and communicating this data to controller nodes over the
network. Controller nodes use plant outputs to calculate the control signals
and communicate them to actuator nodes. Ultimately, actuator nodes apply
the control signals to the plant.

WNCSs are delay-sensitive systems that require dedicated wireless real-
time networks to ensure proper operation. However, the overhead of designing
and installing such a network often hinders the commissioning of the con-
trol system and discourages its use. One ideally wants to be able to operate a
WNCS over a proven and low-cost general-purpose wireless network. Unfortu-
nately, this is not possible without additional measures as the stability of the
system is compromised by unbounded delays and random packet losses that
are typical of such general-purpose networks. Without loss of generality, end to
end latency of a WNCS can be broken into 5 main components (Figure 10.2):
internal latencies of the sensor (τs), controller (τc), actuator nodes (τa), sensor
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FIGURE 10.2
Latency components of a typical wireless networked control system (WNCS).

to controller communication latency (τsc) and controller to actuator commu-
nication latency (τca). Here, τs, τc, and τa refer to the computational and
functional latencies that a particular node introduces and are bounded for
hard real-time computer systems. Remaining delay components τsc and τca
refer to the latencies induced by the communication medium of choice and
are not bounded for general-purpose wireless networks where medium access
is based on random back-off times and multiple retransmissions may be re-
quired depending on the state of the channel as we discuss next.

10.3 Wireless Network Alternatives

In the following subsections we provide some background on wireless network
alternatives that we consider in this chapter. IEEE 802.11 and IEEE 802.15.4
are selected as off-the-shelf radio technologies and IEEE 802.11 with COMAC
is considered as an enhancement via cooperation. For more details, we refer
the interested reader to the references cited in this section.

10.3.1 IEEE 802.11

IEEE 802.11 medium access control (MAC) [17] is based on the distributed co-
ordination function (DCF), which provides collision avoidance and resolution
mechanisms to coordinate the transmissions of wireless nodes. The collision
avoidance is provided via a back off period that takes place after the channel
is checked to be free for a DCF inter frame space (DIFS). The back off pe-
riod is a random outcome obtained from the contention window (CW ), and
collisions are avoided since different stations are likely to choose different out-
comes. CW is started from CWmin and in case of collisions, it is doubled after
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each collision up to CWmax, so that a larger contention window is employed
before each retry for resolving collisions. Another feature of DCF is virtual
carrier sensing, which is provided by the exchange of Request to Send (RTS)
and Clear to Send (CTS) frames. RTS/CTS frames as well as data frames
involve a duration field that notifies the remaining time until the end of the
current packet exchange. All the nodes that hear the RTS/CTS and/or data
frames update their network allocation vector (NAV ) with the duration in-
formation from those packets as they infer that the medium is busy for that
period of time.

For a wireless node, DCF operation is as follows: Before each transmission,
the node checks its NAV and if it is zero, the node senses the channel and
makes sure that it remains idle for DIFS duration. If the node’s NAV is non-
zero or the medium becomes busy within DIFS, the node defers transmission
until the channel becomes free. After the deferral period, the node waits for
an additional amount of time determined by its back off timer for collision
avoidance. The node begins transmission after its back off timer expires, if
the channel remains free for the back off period (if not, the transmission is
postponed until the next time the channel is free). If the receiving the node can
decode the DATA frame successfully, it sends an ACK frame after one short
inter frame space (SIFS). When an ACK is not received, the transmitted
packet has failed either due to channel errors or a collision. A node whose
packet is lost doubles its CW and selects its back off timer from the new
CW before each retransmission. This scheme is repeated until all contentions
are resolved and all nodes receive their ACKs. A node wishing to protect its
transmission with virtual carrier sensing mechanism sends an RTS frame to
the destination node before transmitting the DATA frame. The destination
node replies with a CTS frame. When the source node receives the CTS reply,
it disseminates the DATA frame which contains the actual payload and waits
for the ACK frame. An ACK frame from the destination node concludes the
frame exchange.

10.3.2 IEEE 802.11 with Cooperative Medium Access Con-
trol Protocol (COMAC)

Multi-path fading can cause significant degradation in the received signal
strength over wireless channels, hence the capacity and quality of wireless
communication networks are seriously degraded. Diversity techniques try to
alleviate the effects of fading by generating and/or combining independently
fading copies of the transmitted signal at the receiver [11], and cooperative
diversity is one of the recent techniques to provide antenna diversity across
cooperating nodes of a wireless network. In cooperative communications, the
wireless broadcast advantage is exploited to disseminate the data to the coop-
erating nodes and via the cooperative transmissions, the receiver is provided
with multiple copies of the original signal emanating from geographically sepa-
rated transmitters (cooperating nodes); thus creating diversity at the receiver.
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At the receivers of cooperating nodes, Maximal Ratio Combining (MRC) is
implemented, so that signals received from different nodes (branches) are com-
bined in such a way that output Signal to Noise Ratio (SNR) is maximum,
equal to the sum of SNRs of individual branches. This results in improved
SNR at the receiver, higher link reliability, hence reduced number of retrans-
missions.

In order to facilitate cooperative communication over an IEEE 802.11
based air interface, the COMAC protocol has been proposed in [9], where
all relevant frame formats and frame exchange procedures are defined and
the improvement of cooperative communications is shown with higher packet
success rates, hence higher throughput and lower latency values. In COMAC,
cooperative communication is initiated by a C-RTS (Cooperative RTS) frame
sent from the source node to the destination node for reserving the medium
for one COMAC exchange. The destination node replies with a C-CTS (Co-
operative CTS) frame. Overhearing the C-RTS and C-CTS frames, a relay
node sends an ACO (Available to Cooperate) frame to indicate its intention
for cooperation. COMAC involves a two stage frame exchange as illustrated
in Figure 10.3, where the source disseminates the data frame in stage-1 to
the destination. The data is overheard and decoded also by the relay, and
in stage-2 the source and the relay simultaneously send a copy of the data
frame to the destination. After combining and successfully decoding the re-
ceived data packets, the destination ends the cooperative transaction with a
C-ACK (Cooperative ACK) frame. Use of C-RTS and C-CTS frames along
with two-stage cooperative exchange incurs an overhead on the order of sev-
eral microseconds, however the amount of improvement in the packet success
rate overcomes this overhead as studied in detail in [9, 10].

10.3.3 IEEE 802.15.4

IEEE 802.15.4 (ZigBee) protocol is proposed for low rate wireless networks
with nodes with low computational resources, which is particularly suitable
for low-cost industrial applications. IEEE 802.15.4 standard [16] defines the
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physical and medium access control layers for those low cost, low rate personal
area networks and ZigBee alliance [33] defines the network layer specifications
for different network topologies while also providing a framework for program-
ming applications to run over IEEE 802.15.4. We refer to this protocol stack
as IEEE 802.15.4 (ZigBee) protocol.

At the physical layer, the IEEE 802.15.4 standard [16] defines three fre-
quency bands: 2450MHz (with 16 channels), 915MHz (with 10 channels), and
868MHz (1 channel), all using the Direct Sequence Spread Spectrum (DSSS)
access mode. The 2450MHz band employs Offset Quadrature Phase Shift Key-
ing (O-QPSK) for modulation with a data rate of 250 kbps, while the 868 and
the 915MHz bands make use of Binary Phase Shift Keying (BPSK), support-
ing 20 and 40 kbps, respectively. At the MAC layer the standard defines two
types of nodes, namely, Reduced Function Devices (RFDs) and Full Function
Devices (FFDs). FFDs are implemented with a full set of MAC layer functions,
which enables them to act as a network coordinator or a network end-device.
When acting as a network coordinator, FFDs send beacons that provide syn-
chronization, communication, and coordination, while RFDs can only act as
end-devices that are equipped with sensors/actuators like transducers, light
switches, lamps, etc.

In a ZigBee network, two types of topologies, star topology and the peer-to-
peer topology can be implemented. In the star topology, a master-slave model
is adopted, where a FFD acts as the network coordinator, and the other nodes
can serve as RFDs or FFDs that communicate with the coordinator. In the
peer-to-peer topology, a FFD can talk to other FFDs within its radio range
and it can relay messages to other FFDs outside of its radio coverage through
an intermediate FFD, forming a multi-hop network. In this work, we consider
the peer-to-peer type of topology over a single hop.

In terms of medium access, IEEE 802.15.4 [16] is based on CSMA/CA.
The network coordinator starts a super frame with a beacon, which provides
synchronization and describes the super frame structure with active and in-
active portions. The active portion is divided into Contention Access Period
(CAP) where nodes compete for channel access using a slotted CSMA-CA
protocol, and a Contention Free Period (CFP), where nodes transmit with-
out contending for the channel in Guaranteed Time Slots (GTS) assigned
and administered by the network coordinator. When an end-device needs to
send data to a coordinator, it must wait for the beacon and later contend
for channel access. On the other hand, the coordinator stores its messages
to end-devices and announces pending delivery in the beacon. When an end
device notices that a message is available, they request it explicitly during the
CAP. In the second option, communication is based on unslotted CSMA/CA,
operating similar to IEEE 802.11’s access with no deferral period. This mode
employs a back off interval selected randomly from a contention window, prior
to sensing the medium. A network device can put its radio to sleep to conserve
energy immediately after the reception of acknowledgement packet if there are
no more data to be sent or received.
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10.4 Wireless Model Based Predictive Networked Con-
trol System (WMBPNCS)

In this section we introduce the Model Based Predictive Networked Control
System (MBPNCS) and discuss its operation in detail. Wireless MBPNCS
(WMBPNCS) is a special case of MBPNCS incorporating a wireless com-
munication network. MBPNCS is a time-triggered discrete-time control sys-
tem specifically designed to provide resilience to indeterministic bursty packet
losses observed in the communication networks [31, 25]. A typical MBPNCS
is made up of five components; the sensor, controller and actuator nodes, a
communication network, and the actual plant P as shown in Figure 10.4. The
network is generic, and does not necessarily provide real-time guarantees. We
assume a broadcast network protocol in general, but other protocols with asso-
ciated topologies may also be used. The system is time based where the nodes
are time synchronized. They determine a deadline for arrival of expected data,
after which a data packet is deemed lost or late. The sensor node periodically
transmits plant readings (state or outputs) to the controller node over the
network. The controller node contains a model of the plant, P̂ , which is used
to predict future control signals as a means of tolerating intermittent packet
losses. These control signals are then transmitted to and appropriately applied
to the plant by a state machine in the actuator node.

In MBPNCS, the sensor node periodically transmits the measured instan-
taneous plant state x[k]. The controller node contains the control method
and the plant model P̂ , and calculates the control signal u[k] for the current
sample and a predefined number of predicted future control signals û[k, i],
i = 1, 2 . . . , n. A control signal packet is formed using u[k] and the predic-
tions. Since an acknowledgement packet can be lost like any other packet,
MBPNCS is designed not to require any explicit acknowledgement signals in
contrast with various previously proposed systems, e.g., [14]. This is one of its
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main novelties. In case of a communication failure between the sensor and the
controller, the controller always assumes that the control signal of the previous
time-step has been successfully received by the actuator and has been applied
to the plant. (Although this assumption is not correct in the general case, a
mechanism inside the actuator which will shortly be described, ensures this.)
Based on this assumption, the controller produces either of two control signals
at a given time-step before continuing with the calculation of future control
signal predictions: If sensor data x[k] is available, then the controller calcu-
lates the closed-loop control signal u[k]. However, if the sensor packet is lost
on its way to the controller, then the controller uses the first state prediction
x̂[k − 1, 1] of P̂ from the previous time step for the predicted control signal
û[k]. In the latter case, the predicted control signal for the current time step
û[k] and subsequent control signal predictions û[k, i], i = 1 . . . n are valid only
if the previous control signal has been applied to P as expected by the con-
troller. Consequently, whenever a controller packet is lost, further controller
packets become obsolete until the next time the controller is synchronized with
the plant (slightly abusing the term) by receiving a sensor packet. In order to
differentiate such cases, a sensor based (SB) flag is also stored in control signal
packets indicating whether the control signals in a given controller packet are
unconditionally valid, i.e., they are based on sensor output x[k], or the control
signals in a given controller packet are valid only if the previous controller
packet was successfully received by the actuator, i.e., they are based on the
state predictions of P̂ . Figure 10.5 illustrates the operation of the controller
node.

The mechanism as stated above, used in the actuator node to cope with
the synchronization of the states of the actual plant and its model, is realized
as the state machine shown in Figure 10.6. It has two states, one correspond-
ing to intervals when the control signals enqueued in the actuator are coherent
with the state of the plant P (synchronized state) and when the plant state as-
sumption during their calculation was wrong (interrupted state) as discussed
in [25, 31]. When the actuator is in the synchronized state, i.e., no controller
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packets have been lost since the last transition to this state was made, u[k]
of each packet is applied to P regardless of the condition of the SB flag until
a controller packet is lost at time-step j + 1 when the actuator state ma-
chine makes a transition to the interrupted state. In the interrupted state, the
actuator ignores the incoming controller packets and applies the predictions
of the last controller packet received in the synchronized state consecutively
(û[j, i], i = 1 . . . n). The actuator state machine returns to the synchronized
state when a sensor based controller packet is received with a set SB flag.
After û[j, n] is applied, the actuator output is held constant until a controller
packet with a set SB flag is received.

By using MBPNCS, stability of the networked control system is guaran-
teed while avoiding acknowledgement signals on the network. The stability of
the system depends on the length of the prediction horizon n and the model-
ing errors in P̂ . The stability conditions of MBPNCS, directly applicable to
WMBPNCS, are treated in [25] where the stability problem of MBPNCS is
treated as a special case of Theorem 2 in [24] assuming full state measure-
ment. Since in the following results we use output feedback, stability is not
guaranteed. However, simulations and experiments show that the proposed
method is stable under a wide range of operating conditions. The interested
reader is referred to [24, 29, 15] for a broader theoretical discussion on the
stability of model-based networked control systems in case of communication
failures and to [25] for the specific case of MBPNCS.

10.4.1 The Plant and the Control Algorithm

In order to evaluate the performance of WMBPNCS, we consider the position
control of a DC motor, as in our previous work [31]. The continuous-time
dynamics of the plant are given by

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)
(10.1)
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with the following state, input, output matrices, and state vector

A =





0 1 0
0 −b/J Kt/J
0 −Kv/L −R/L



 , B =





0
0

1/L





C =
[

1 0 0
]

, x =





θ

θ̇
i





(10.2)

where b = 2.1 ∗ 10−6 is the damping coefficient, J = 6.28 ∗ 10−6 is the rotor
moment of inertia, Kt = 0.11854 is the torque constant, Kv = 0.11789 is the
speed constant, L = 3.1613 ∗ 10−3 is the terminal inductance, R = 11.8 is
the terminal resistance, θ is the position, θ̇ is the angular speed and i is the
current of the motor. After obtaining the relevant parameters of the plant, we
discretize the continuous-time model of the plant using zero-order hold for a
sampling rate of 100 Hz and obtain the following discrete-time dynamics

x[k + 1] = Āx[k] + B̄u[k]

y[k] = Cx[k]
(10.3)

where Ā and B̄ are discretized state and input matrices. Next, we design a full
state feedback controller of the form u[k] = Grr[k]−Kx[k] with a bandwidth
of 20.750 Hz resulting in the following closed-loop dynamics.

x[k + 1] = (Ā− B̄K)x[k] + B̄Grr[k]

y[k] = Cx[k]
(10.4)

Finally, an observer may also be used in order to estimate the motor speed
and current from measured motor position. We consider a no-delay full state
Luenberger observer [1] with the following state and output reconstruction
error dynamics.

x̂[k] = (I − LC)Āx̂[k − 1] + (I − LC)B̄u[k − 1] + Ly[k]

ỹ[k] = (I − CL)CĀx̃[k − 1]
(10.5)

Since C = [1 0 0], choosing L = [1 L2 L3]
′ yields ỹ[k] = 0 meaning that output

can be estimated without error. After eliminating one equation this way, we
implement a reduced order observer with a bandwidth of 80 Hz.

10.5 Case Studies

In this section we compare the performance of the WMBPNCS with that of
a basic WNCS (b-WNCS), considering IEEE 802.11 based wireless networks,
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using our experimental results from [31], and also considering an alternative
IWSN technology, namely IEEE 802.15.4. As discussed previously, WMBP-
NCS is a real-time control system specifically designed to be robust to ran-
dom delays and losses that are typical of wireless communication, whereas
the b-WNCS that we consider consists of a time-triggered sensor node and
event-triggered controller and actuator nodes that operate as follows: Upon
the arrival of a sensor packet, the controller computes the control signal and
sends it to the actuator node. The actuator updates the control signal applied
to the plant after each new controller packet. If a sensor packet is lost or de-
layed, the controller does not generate any controller packets and the actuator
node keeps applying the same control signal. In the experiments, controller
performance of an NCS is determined by its percentage root mean square of
error (eRMS) given by

Percentage eRMS =

√

∑n

k=1(θ[k]− r[k])2
∑n

k=1 r[k]
2

(10.6)

where r[k] and θ[k] are reference and plant positions at time step k. In the
eRMS experiments using IEEE 802.11 and COMAC, we use the same refer-
ence signal, a 0.5 Hz step input with an amplitude of 2 radians. In the eRMS
experiments using IEEE 802.15.4, we use a 1 Hz step input with an ampli-
tude of 1 radians. For evaluating the time responses of the systems, we use a
sawtooth reference with a slope of 4 radians/s. We have performed each ex-
periment 10 times and taken the average of the results to eliminate extremes.
In the following, we present the results of our experiments and simulations ob-
tained by operating both of the systems over three different types of wireless
access: IEEE 802.11, IEEE 802.11 based COMAC and IEEE 802.15.4.

10.5.1 Performance Using IEEE 802.11

In this section, we compare the performance of WMBPNCS with that of b-
WNCS under block fading, i.e., bursts of packet loss, and ambient wireless
traffic, as initially presented in [31]. b-WNCS implements the same state-
feedback control algorithm as WMBPNCS but lacks the model based predic-
tive functionality. Thus, b-WNCS keeps the plant input unchanged in case of
packet loss.

As given in [31], WMBPNCS and b-WNCS evaluated in our experiments
are realized using Advantech PCM-9584 industrial computer boards, CNET
CWP-854 wireless NICs, a Mesa 4i30 quadrature counter daughter board,
and a Kontron 104-ADIO12-8 ADC/DAC daughter board. The plant that
we consider is a Maxon RE-35 DC motor. We use the Debian GNU/Linux
distribution as the operating system patched with the Xenomai real-time de-
velopment framework for real-time support. The sensor and actuator nodes
of the system are implemented in the same computer to reduce the number
of components required. During the experiments, both systems use the IEEE
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802.11 standard as the wireless access scheme at a transmission rate of 2 Mb/s
with quadrature phase-shift keying (QPSK). Number of predictions calculated
by the controller node of WMBPNCS is set to 50. We implement the bursty
channel model, i.e., Gilbert/Elliot Model, in the nodes of the system to evalu-
ate the effects of packet loss in a controlled way. The parameters of this model
are derived from the results presented in [32] and are as follows: Pgb = 0.0196,
Pbg = 0.282, P g

loss = 0, P b
loss = 1. In order to observe the effects of ambient

wireless traffic on controller performance, we consider a constant bit rate traf-
fic generated at a rate of 750 UDP packets/s with a payload of 50 bytes and
a duration of 648µs per packet. The size of the traffic packets is chosen such
that the majority of packet loss is caused by the randomness of the IEEE
802.11 backoff mechanism as opposed to their durations. Then, to evaluate
the improvement provided by modified MAC parameters, we perform exper-
iments using both stock and modified MAC parameters. Standard values for
MAC parameters are DIFS = 50, CWmin = 31, CWmax = 1023, whereas the
modified values that we consider are DIFS = 30, CWmin = 0, CWmax = 3.
In the experiments, we keep the MAC parameters of the traffic generator at
their stock values and no packet loss model is employed in the traffic generator
for maximum interference.

First, we provide the results from [31] for the controller performance of
b-WNCS under bursts of packet loss and ambient wireless traffic using both
standard and modified MAC parameters. To imitate more pessimistic sce-
narios, P g

loss of the bursty channel model is swept from 0% to 45% at 5%
increments. b-WNCS with standard MAC parameters fails to operate under
ambient wireless traffic with a percentage eRMS exceeding 160% even at 0%
PLRm, where PLRm is the mean percentage loss rate of the channel, i.e., the
weighted average of P g

loss and P b
loss with respect to steady state probabilities

of the model being in a given state. When we repeat the experiments using
modified MAC parameters, b-WNCS is again inoperative under bursty packet
losses even though it is unaffected by the ambient wireless traffic.

Then, we consider the above set of experiments using WMBPNCS [31].
As given in Figure 10.7, percentage eRMS of WMBPNCS is 53% at 7%
PLRm and never exceeds 85% when modified MAC parameters are used.
Performance of WMBPNCS with standard MAC parameters degrades by at
least 15% under ambient wireless traffic, nevertheless WMBPNCS remains
stable under these conditions and clearly outperforms b-WNCS.

Finally, we present a time plot of motor position in response to a sawtooth
reference signal under bursts of packet loss with PLRm = 7% without any
ambient wireless traffic [31]. As shown in Figure 10.8, b-WNCS is completely
unstable under these conditions with a percentage eRMS of 726%, whereas
WMBPNCS remains stable with a percentage eRMS of 77% even though
there are intervals during which the system is insensitive to changing reference
signal due to bursty packet losses.
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10.5.2 Performance Using COMAC

In this section, we evaluate the performance of the WMBPNCS over COMAC
protocol under various levels of Rayleigh fading for various node distributions
along a straight line and compare it to the performance of WMBPNCS over
IEEE 802.11, as initially presented in [31]. In the experiments discussed next,
we use the Rayleigh fading model to emulate severe wireless channel conditions
and consider different node placements to observe the effects of path loss. The
transmission power Pt and path loss exponent α parameters of the channel
model are set to 1 mW and 4, respectively.

As illustrated in Figure 10.3, the nodes of WMBPNCS communicate with
each other cooperatively in two stages when COMAC is utilized: In stage 1,
the source node sends a packet to the destination node which is also overheard
by the relay. In stage 2, the relay cooperates with the source for transmission
of the packet to its destination. Diversity receiver at the destination node
combines these two copies of the packet, significantly increasing chances of
successful reception due to improved signal to noise ratio (SNR). In WMBP-
NCS, the source can be either the controller or the sensor and the destination
can be either the controller or the actuator. The relay node can be any neigh-
boring node that can overhear and be heard by WMBPNCS nodes. In our
experiments, we use a faithful implementation of the COMAC protocol whose
details can be found in [31]. We use the same test-bed described in the previ-
ous subsection and utilize the third test-bed node, which is used to generate
wireless traffic in the previous set of experiments, as the relay node. In the
following, we use d to denote the distance between the controller and the
sensor/actuator, whereas dR stands for the ratio of the distance between the
relay and the controller with respect to the distance between the controller
and the sensor/actuator.

Mean and maximum packet loss burst lengths are of critical importance
for the performance of an NCS. As the length of the packet loss burst, i.e.,
the number of consecutive packet losses, increases, controller performance de-
grades, risking the stability of the overall system. When the nodes use IEEE
802.11, mean packet loss burst length at the controller is 5 when d = 70 m
and exceeds 20 when d reaches 85 m [31]. COMAC significantly reduces both
mean and maximum packet loss burst lengths. When the relay is in the middle,
COMAC reduces the mean packet loss burst length to 2 and keeps it below 6
for all d ≤ 85 [31]. Even more disturbingly, when the nodes use IEEE 802.11,
maximum packet loss burst length at the controller increases exponentially
with d and exceeds 40 when d reaches 60 m [31]. For a 100 Hz control system
such as the one we consider in this chapter, this corresponds to 0.4 seconds
of reference insensitivity which renders the system unusable for most cases.
COMAC, on the other hand, significantly reduces the variance in packet loss
burst length and keeps the maximum packet loss burst length at the controller
below 8 for all d ≤ 85 [31].

Figure 10.9 shows the effects of both MAC protocols on the performance
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FIGURE 10.9
Controller performance of WMBPNCS over COMAC under Rayleigh fading
vs. d [31].

of WMBPNCS under various scenarios [31]. When the nodes use IEEE 802.11,
controller performance degrades with increasing d and percentage eRMS ex-
ceeds 70% for d greater than 70 m. When COMAC is utilized and the relay
is in the middle, percentage eRMS always remains below 35% for all d values
that we consider. However, WMBPNCS’s performance depends heavily on the
position of the relay and degrades when the relay is not in the middle. The
intuition behind this is that, when the relay is closer to the source, it is more
probable that the source and the relay will initiate a cooperative exchange;
but there is a lower chance of successful cooperation as the destination node
is away from both the source and the relay and SNRs of the C-DATA-I and
C-DATA-II packets received at the destination will be lower. When the relay is
closer to the destination, on the other hand, there is a lower chance of initiat-
ing a cooperative exchange since SNRs of C-RTS and ACO frames exchanged
between the relay and the source will be lower. Since WMBPNCS is a closed
loop system where nodes switch the roles of source and destination, both cases
cause a degradation in controller performance due to increased packet loss and
the best controller performance is achieved when the relay is in the middle.

Finally, Figure 10.10 illustrates the time plot of motor position obtained
when WMBPNCS operates over both IEEE 802.11 and COMAC with the
relay in the middle, d = 70 m and a sawtooth reference signal is applied to
the controller [31]. When IEEE 802.11 is used, the system is insensitive to the
changes in the reference signal during bursts of packet losses. On the other
hand, the plant output follows the reference closely when COMAC is utilized.
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FIGURE 10.10
Sawtooth reference vs. plant output using COMAC under Rayleigh Fading
[31].

10.5.3 Performance Using IEEE 802.15.4

In this section, we compare the performance of WMBPNCS with that of
b-WNCS when both systems operate over IEEE 802.15.4. The results that
we present next are obtained through simulations using the TrueTime [4]
Matlab toolbox, which is designed to simulate real-time embedded computer
systems at the instruction execution level and communication network at the
data transport level. The IEEE 802.15.4 network model in TrueTime follows
the official standard operating in CSMA mode with the following parameter
values: CWmin = 3, CWmax = 5, data transmission rate = 250kbps and
minimum frame size = 248 bits. Number of predictions calculated by the
controller node of WMBPNCS is set to 20.

First, we compare the performance of WMBPNCS with that of b-WNCS
under bursts of packet loss generated by the Gilbert/Elliot model previously
discussed. P g

loss of the bursty channel model is swept from 0% to 45% at
5% increments to imitate non-ideal channel characteristics in the good state.
As shown in Figure 10.11, b-WNCS is severely affected by bursty losses and
its percentage eRMS exceeds 70% under bursty packet loss at 25% PLRm,
where PLRm is the mean percentage loss rate of the channel model. On the
other hand, percentage eRMS of WMBPNCS is 30% at 7% PLRm and never
exceeds 45%.

Next, we evaluate the performance of two WMBPNCSs operating in close
proximity under bursty packet losses: the nodes of the first WMBPNCS are
located on the corners of a 1m × 1m square and the nodes of the second
WMBPNCS are located on the corners of an 0.8m×0.8m square inset. Both of
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FIGURE 10.11
Comparison of the performances of WMBPNCS and b-WNCS over IEEE
802.15.4 under bursts of packet loss.

the WMBPNCSs perform satisfactorily under these conditions and percentage
eRMS values do not exceed 60% even under bursts of packet loss with 48%
PLRm. We repeat the same experiment using two b-WNCSs, however they are
both unstable even under ideal channel conditions, with a percentage eRMS
value exceeding 150%.

Finally Figure 10.12 shows a time plot of the responses of both WMBP-
NCS and b-WNCS under bursts of packet loss with 30%PLRm. b-WNCS is
completely unstable under these conditions with a percentage eRMS of 127%
whereas WMBPNCS follows the reference closely with a percentage eRMS of
30%.

10.6 Conclusions

In this chapter we focus on the problem of designing and operating a system
with real-time constraints over a wireless network. We investigate the effects
of the wireless network on the real-time system and look at ways to improve
the overall performance of the system.

The results of our experiments strongly suggest that one can obtain very
satisfactory performance by considering both aspects of the wireless control
problem, i.e., the feedback control system and the underlying network, instead
of focusing on only either one of them. The Wireless Model Based Predictive
Networked Control System (WMBPNCS) that we consider in our experiments
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FIGURE 10.12
Sawtooth reference vs. plant output using IEEE 802.15.4 under 30%PLRm.

is a time-triggered wireless networked control system, which acknowledges the
fact that the underlying network is imperfect and employs a model based pre-
dictive controller and an actuator state machine to tolerate random bursts
of packet loss. Thanks to these mechanisms, WMBPNCS can operate sat-
isfactorily in conditions where basic wireless networked control systems fail.
Nevertheless, the performance of WMBPNCS is still limited by the quality
of the wireless channel. In the presence of ambient wireless traffic, we show
that the performance of WMBPNCS can be significantly improved by just a
straightforward modification of MAC parameters of WMBPNCS nodes. This
modification increases medium access priority of WMBPNCS nodes, and mini-
mizes the effect of the ambient wireless traffic generated by neighboring nodes.
We also observe that WMBPNCS suffers from severe multi-path (Rayleigh)
fading which typically occurs in an industrial setting with numerous obstacles
and no direct line of sight between the transmitting and receiving nodes. In
this case, we show that we can mitigate the effects of multi-path fading by
using a cooperative medium access control protocol such as COMAC which
leverages neighboring nodes to improve the quality of the wireless link. We
also evaluate the performance of WMBPNCS over IEEE 802.15.4 through
simulations and show that reliable wireless networked control can be achieved
using low-cost components with modest capabilities. Our experiments show
that such systems can even share the same network with little or no perfor-
mance penalty. Significant performance gains achieved by the integration of
WMBPNCS with various considerations in the network level point out that
challenges of the wireless networked control problem can be well addressed
with such multi-disciplinary approaches.
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11.1 Introduction

Wireless Sensor Networks (WSNs) appear as a promising solution for in-
dustrial applications, especially for monitoring purposes, due to the advan-
tages that they provide [19]. First of all, they overcome the wiring constraints
present in wired industrial monitoring and control systems. Other advantages
can be listed as ease of installation and maintenance, reduced cost, and bet-
ter performance [50]. On the other hand, lack of standardization, strict real-
timeliness, and reliability requirements of some industrial applications have
limited their use in industrial domains [6]. Today, however, initial examples of
industrial wireless sensor networks (IWSNs) do appear especially on process
monitoring and control [28, 19], supported with standardization efforts such
as IEEE 802.15.4 [2], WirelessHART [40], and ISA100.11a [25].

As illustrated by the current industrial wireless sensor networking specifi-
cation [25] of ISA (International Society of Automation), the deployment of
wireless sensors significantly improves the productivity and safety of industrial
plants while increasing the efficiency of the plant workers. Wireless low-power
field sensors in industrial environments enable industrial users to significantly
increase the amount of information collected and the number of control points
that can be remotely managed.

Industrial automation is segmented into two distinct application spaces,
known as “process control” and “factory automation.” While there are some
overlapping requirements of wireless sensor network deployments for these
two segments, they may differ according to different networking needs. For
instance, an IWSN designed for an industrial process control tends to be
more tolerant to network delay than what is required for factory automation.
However, both process control and factory automation require highly reliable
communication. The list below shows the six classes of industrial applications
defined by the SP100 working group of ISA, starting with the applications
that require the highest priority, i.e., highest reliability and minimum latency.

• Class 0: Emergency action

• Class 1: Closed-loop, regulatory control

• Class 2: Closed-loop, supervisory control

• Class 3: Open-loop control

• Class 4: Monitoring with short-term operational consequences

• Class 5: Monitoring without immediate operational consequences

For instance, in safety and mission-critical applications where sensor nodes
are deployed to detect events, such as oil/gas leak, the actuators or controllers
need to receive data from “all” the sensors “within certain deadlines” [11]. If
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the reception of data even from a single sensor fails, this may lead to unpre-
dictable and catastrophic failures.

In this chapter, we focus on the MAC and routing protocol solutions pro-
posed for IWSNs. The reason why we focus on MAC and routing layers is that
the operation of the upper layers are dependent on these layers of the net-
working stack and the protocols proposed for these layers impact the overall
performance of the network. We investigate the requirements of the protocols
for industrial applications and then provide a survey on the existing solutions
either explicitly proposed for IWSNs or proposed for traditional WSNs but
can meet the requirements of the application areas. We also explore cross-layer
solutions that both focus on the MAC and routing layers.

As we mentioned, the applications from different classes vary according to
their requirements. However, reliability and latency requirements are the two
common concerns for all industrial applications. Hence, the major requirement
is the quality of service, which requires the correct data at the right time [50]
in IWSNs.

Energy efficiency may not be as severe as in traditional WSNs since wired
energy source or energy harvesting might be possible in some applications, for
instance energy might be harvested from vibrations in a factory environment.
However, considering the challenge of providing wired energy source for all
sensors and the lack of not always having a source for energy harvesting still
make energy efficiency as one of the requirements in IWSNs in order to have
an extended network lifetime.

The network is required to adapt to the changing application requisites,
dynamic wireless links and topology changes. Especially considering the harsh,
such as metal dominating, operating environments for IWSNs, wireless link
quality may exhibit fluctuations both spatially and temporally due to fading.
Adaptivity is also required for different types of traffic flowing in the net-
work. For instance, network control packets may require best effort delivery
whereas packets carrying a detected event information, such as equipment
failure, should be delivered to the sink, or to the controllers in real-time. The
network should be adapted according to the different requirements of different
traffic types.

Scalability is required considering the large number of sensor nodes densely
deployed in the environment. Depending on the application requirements, the
number of sensors may be in the order of hundreds, even thousands. The
network is required to operate with these number of nodes and should be able
to adapt to the size changes due to the addition/deletion of nodes [18].

WSNs mostly operate on unlicensed bands like the 868 − 915MHz or
2.4GHz industrial, scientific, and medical (ISM) bands. Co-existence of differ-
ent networks operating on the shared medium may cause performance degra-
dations due to interference and contention on the shared medium. Therefore,
co-existence with other networks and electronic devices, such as microwave
ovens, that share the same parts of the spectrum is another requirement for
IWSNs.
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The requirements that we have discussed so far are the metrics that can
be fulfilled at the MAC and routing layers. Other requirements such as max-
imizing throughput and goodput, minimizing end-to-end delay from sources
to the sink should be explored with the whole protocol stack in mind.

The rest of the chapter is organized as follows: Section 11.2 includes the re-
quirements of MAC protocols for IWSNs, standardization efforts at the MAC
layer and a taxonomy of MAC protocols. In Section 11.3, we present a tax-
onomy of routing protocols, again together with the requirements of IWSNs
at the routing layer and standardization activities. Section 11.4 includes the
cross-layer protocol examples that involve both MAC and routing solutions.
In Section 11.5, we provide a list of identified open problems to be investigated
for future research and finally Section 11.6 concludes the chapter.

11.2 Taxonomy of MAC Protocols

In this section we explore the MAC design space for IWSNs. There are various
WSN MAC protocols in the literature [21]. The main motivation for all the
MAC protocols proposed for traditional WSNs is energy-awareness consider-
ing the battery limitation of the sensor devices. However, expected properties
of networking protocols for WSNs heavily depend on the application spec-
ifications and only a few of the MAC protocols are designed to meet the
requirements of the IWSNs.

In the following, we explain how the requirements of IWSNs can be met at
the MAC layer. Then, we discuss the standardization efforts related to MAC
layer design in IWSNs. Finally, we give a taxonomy of the MAC protocols that
are either explicitly proposed for IWSNs or proposed for traditional WSNs but
have the objectives that can meet the requirements of IWSNs, such as latency.

11.2.1 Requirements of IWSNs at the MAC Layer

In this section we focus on howMAC layer can help to achieve the requirements
of IWSNs discussed in Section 15.1. The MAC layer is basically responsible
for controlling access to the shared wireless medium and hence controls the
avoidance of interference between transmissions and mitigates the effects of
collision, such as by the retransmission of packets. Besides, it controls the duty
cycling and sleep scheduling of the sensor radios in order to conserve energy.
Moreover, the MAC layer helps for transmission power control to mitigate
the effects of varying quality wireless links and unpredictable environmental
conditions.

In order to meet the requirements of IWSNs, the MAC layer plays a key
role. For instance to meet the high reliability requirements of the applica-
tions, the MAC layer can provide reliable communication by controlling the
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retransmission of lost packets, using acknowledgements with methods such as
automatic repeat request (ARQ), and by supporting transmission power con-
trol, the MAC layer can mitigate the effects of bad-quality wireless links by
turning them into good-quality, reliable links.

To minimize latency, for instance, contention based MAC protocols can
support dynamic backoff schemes or adaptive contention windows, according
to the traffic types. For real-time traffic, contention window size and backoff
interval can be minimized to reduce the medium access latency. In case of
MAC protocols supporting scheduled access, such as TDMA, transmission of
schedules can be organized to minimize latency as well. Moreover, the MAC
layer can maximize concurrency, by efficient controlling of the medium, while
limiting the impact of interference on parallel transmissions and hence mini-
mize latency.

Since wireless transmission is the most energy consuming operation for
WSNs, the MAC layer can contribute to energy efficiency by duty cycling
the sensor nodes’ transceivers and by minimizing collisions and hence retrans-
missions. Additionally, the MAC layer can control the transmission power
of nodes’ radios to minimize energy consumption instead of transmitting at
maximum power level.

The MAC layer can also adapt its operation according to changing ap-
plication requirements, varying wireless link qualities, topologies and traffic
requirements and can fine tune its operation parameters such as contention
window size and duty cycle according to its observations like traffic pattern,
collisions, channel conditions, and topology.

Contention-based random access MAC protocols are known to be more
scalable than schedule-based MAC protocols since sensor nodes do not require
synchronization or coordination among themselves and hence the addition and
deletion of sensor nodes can easily be maintained. However, schedule-based
MAC protocols can also be adapted to meet the scalability issues by providing
less strict synchronization requirements, such as in LMAC [45].

Interference and performance degradation due to co-existing networks that
share the same parts of the spectrum can be mitigated at the MAC layer by
selecting different operating frequencies or using transmission power control.
There exist different examples of MAC protocols that utilize multi-channel
communication in WSNs [22].

11.2.2 Outline of Standardization Activities at the MAC
Layer

Standardization efforts for WSNs is still in progress yet there is no widely ac-
cepted complete protocol stack for IWSNs. The IEEE 802.15.4 protocol that
provides a framework for low data rate communications systems is used as a
basis for the Zigbee, WirelessHART, and ISA100.11a specifications for indus-
trial environments. The standard proposes both a physical layer and MAC
layer solution. It has been originally designed for low-rate wireless personal
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area networks. The standard is then adopted by WSNs, interactive toys, smart
badges, remote controls, and home automation, operating on license-free ISM
bands.

ZigBee, WirelessHART, and ISA100.11a specifications for IWSNs use
IEEE 802.15.4 at the physical layer. Zigbee uses the IEEE 802.15.4 protocol
also at the MAC layer. IEEE 802.15.4 is the mostly common protocol at the
MAC layer for IWSNs in the literature. Most of the studies, as we discuss in
Section 11.2.3, either focus on the performance of IEEE 802.15.4 for industrial
environments or propose modifications to the protocol. It uses a combination
of both random access and scheduled access. In the beacon-enable mode, the
IEEE 802.15.4 MAC layer uses a superframe structure, which is defined by
a beacon message transmitted by the coordinator. The superframe consists
of an active period, where data transmissions take place and inactive period
for energy conservation. The active period is composed of contention-access
period (CAP) and contention-free period (CFP) where guaranteed time slots
(GTS) are allocated to the requesting transmitters by the coordinator. Com-
munication during contention access period is based on slotted CSMA/CA,
whereas in the contention-free period timeslots are reserved for communica-
tion without contention. In the beaconless mode, the MAC layer is based on
unslotted CSMA/CA.

WirelessHART is an emerging solution for the replacement of the wired
HART protocol in industrial environments. It uses a MAC protocol based on
time division multiple access (TDMA) and requires time synchronization and
pre-scheduling of time slots by a centralized manager. The manager needs
to update the schedule in case of changes in the networks, such as dynamic
topologies due to spatio-temporal variations in the wireless link quality. The
protocol uses channel hopping and channel blacklisting to reduce the effects
of interference due to static channel usage.

At the MAC layer, ISA100.11a only shares the basic MAC frame with IEEE
802.15.4. Similar to WirelessHART, ISA100.11a specification also uses TDMA
for medium access and supports channel hopping either by per-timeslot hop-
ping or slow frequency hopping.

11.2.3 MAC Protocols Proposed for IWSNs

In this section, we explore the MAC protocols that are designed explicitly
for industrial applications. As we elaborate in the rest of the section, most
of the protocols revolve around the IEEE 8021.5.4 protocol, either modifying
the protocol to provide real-time support or to enable multi-channel commu-
nication. Moreover, most of the protocols are proposed quite recently.

One of the first studies that evaluates the performance of the IEEE 802.15.4
protocol for industrial applications is presented in [5]. Experiments were car-
ried out in a testbed with ten sensor nodes (T-mote sky platform) organized
in a single-hop star topology, each at 0.5m distance from the master node.
Sensors were set to generate alarms according to a Poisson process time dis-
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tribution. The performance of the IEEE 802.15.4 protocol was tested in non-
beacon mode in the presence of interference. As a result of the experiments,
requirements and efficient parameter selection for polling time and alarm la-
tency were presented to help network designers.

Compliance of the IEEE 802.15.4 protocol with the requirements of in-
dustrial applications, such as real-time support and reliability, is evaluated
analytically in [9]. In this regard, specific protocol limitations are highlighted
and modifications to the protocol to enable real-time operation have been pro-
posed. The highlighted limitations are that the maximum seven GTSs limits
the number of devices, minimum CAP length of 440 symbols limits the avail-
able period for CFP for the allocation of GTSs and one allocated GTS can
only consist of an integer number of superframe slots which causes the length
of superframe to grow exponentially and hence result in inefficient bandwidth
use. In order to overcome these limitations, the superframe structure is mod-
ified such that the CAP section is removed since nodes do not put request
on GTSs but instead GTSs are preallocated to each device. Additionally, the
packet format is modified to reduce the large overhead of physical and MAC
layers. With the modification, the new packet format contains only a pay-
load of one byte and a Frame Checksum field with 2 octets in length at the
MAC layer. According to the theoretical analysis of the proposals, the required
guaranteed latency bounds can be satisfied for an example case study with 20
nodes in a star topology.

In [30] Kunert et al. propose a simple master-slave protocol with polling
to be used on top of IEEE 802.15.4 in order to provide predictable latency
and improve reliability. In their framework, sensor nodes periodically generate
packets and traffic is transmitted in both directions between a central master
node and its surrounding slaves. Earliest deadline first (EDF) scheduling is
assumed and the master node polls the slaves according to an EDF schedule.
In order to provide reliability, a transport layer with realtime ARQ scheme is
proposed on top of IEEE 802.15.4. The performance of the solution is evalu-
ated both with theoretical analysis and simulations on Matlab and the results
show that message error rate can be improved several orders of magnitude with
the retransmission scheme and real-time guarantee. However, performance of
the proposal was not analyzed in a real testbed of an industrial application.

In a similar study [49], Yoo et al. propose modifications to the IEEE
802.15.4 protocol in order to provide real-time guarantees. They introduce
a distance-constrained offline real-time message-scheduling algorithm that al-
lows the inclusion of GTS allocation information in every beacon frame. Be-
sides providing a schedule, the proposal defines a beacon interval, superframe
duration. First, the algorithm checks the pre-schedulability of the given mes-
sage set with their specific deadlines and sets an upper bound for the bea-
con interval. In the next step, periods of messages are harmonized such that
message set is transformed into superframe slots. Then the algorithm checks
the maximum GTS constraint such that it tries to assign the messages into
the minor superframe considering the maximum number of seven GTS in a
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superframe. The performance of the proposal is first evaluated with simula-
tions and the results reveal that the algorithm is capable of finding a fea-
sible schedule for a given periodic real-time message set. Effect of message
length on schedulability is also analyzed. Additionally, the proposal is im-
plemented on T-Sink/Sensor node platform with IEEE 802.15.4-compliant
CC2420 transceiver. Using 1 sink and 5 sensor nodes, the performance was
tested in a small testbed. The schedule was computed offline on a PC and
downloaded to the coordinator. The schedule was broadcast by the coordina-
tor in beacon messages and associated nodes register for message exchange if
any GTS belongs to that. The proposal mainly focused on real-time aspect of
IWSNs and reliability was not considered.

In [10], i-MAC protocol (a MAC that learns) is proposed for the use of
WSNs in manufacturing systems. The motivation is that, due to the repetitive
operation of manufacturing machines, such as an assembly line, traffic pat-
terns show strong temporal correlations and a MAC protocol can learn these
patterns and use them for efficient scheduling of transmissions. In i-MAC,
time is organized into frames similar to TDMA and each frame consists of
slots where sensors transmit messages to the controller. The protocol assumes
a controller with multiple radios, each operating on different frequencies, in
order to receive packets from different sensors simultaneously and supports
channel hopping. It differs from TDMA such that multiple sensors may be
assigned the same slot but nodes that have a high probability of transmitting
together (called burst set) are assigned different slots. The base station as-
signs the time slots and periodically updates if burst sets change in time. The
performance of i-MAC was evaluated in a simulator environment which was
built based on inputs provided by several machine users like “machines have
product arrival rates in the range of 1-4sec at full load while larger machines
with small robotic parts have arrival rates of 5-10 sec.” The performance of
the protocol was compared to T-MALOHA, multi-channel exponential back-
off and frequency-time division multiple access (FTDMA) algorithms [11] in
terms of meeting deadlines, network lifetime.

Another recent MAC protocol proposed for an industrial process automa-
tion system is GinMAC [42]. The protocol aims for both timely and reli-
able data collection. It consists of three phases: off-line network dimensioning,
TDMA schedule and delay conform reliability control. In the first phase, the
protocol identifies the channel conditions and constructs a tree topology. Ac-
cording to the results of the first phase, in the second phase a TDMA schedule
is created in which each node is assigned one timeslot. According to the chan-
nel characteristics, redundant slots are also added in the schedule. In the
delay conform reliability control the aim is to support temporal transmission
diversity.

Generic Multi-channel MAC protocol (G-McMAC) is proposed in [34] to
mitigate the effects of interference and enable co-existence for IWSN applica-
tions. The protocol uses a dedicated control channel for channel negotiation
and operates in two segments of beacon period and contention plus data pe-
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riod (CDP). Beacons contain information about preferred channel list, chan-
nel schedules, time stamp information, hierarchy level, and beacon interval
length. The sink node starts synchronization by initiating beacons. The nodes
receiving the beacon message synchronize to the network and transmit their
beacon messages. When a node intends to transmit a packet, first it senses the
preferred channel and if the channel is free it sends a request message to the
intended receiver with the channel information on the control channel. The
receiver also senses the preferred channel and responds with an acknowledge-
ment if it is free on the control channel. Data transmission takes place on the
agreed channel. The performance of the protocol is evaluated both analytically
and via simulations and the results reveal that the dedicated control channel
of G-McMAC outperforms split-phase and common hooping approaches in
terms of average delay and throughput, and under W-LAN interference G-
McMAC supports coexistence of multiple sensor applications by efficiently
avoiding interference.

A multi-channel extension to the IEEE 802.15.4 protocol is proposed
in [44] for IWSNs. The paper introduces a multi-channel superframe schedul-
ing (MSS) algorithm which avoids collisions by scheduling the IEEE 802.15.4
superframes on different channels while maintaining network connectivity. The
protocol is introduced for cluster tree networks with bounded delay capabili-
ties. The most severe problem that can occur in cluster-tree networks is iden-
tified as the not properly synchronized beacon messages. If beacon messages
collide with other beacon or data messages of different clusters, nodes not
receiving the beacons might lose synchronization and get disconnected from
the network. Although a TDMA based approach can solve the beacon colli-
sion problem, it may limit the scalability since parallel transmissions can take
place. MSS algorithm partitions the network by scheduling beacon frames in
two different timeslices. The coordinators which are two hops away are as-
signed the same timeslice. The first partition includes the PAN Coordinator
and all the clusters that can reach it in an even number of hops and their
superframe takes place on time slice 1, and the second partition includes all
the other clusters, i.e., those featuring an odd tree depth whose transmis-
sions take place on time slice 2. Then, the MSS algorithm assigns channels
to the clusters that share the same time slice in order to prevent interference
and collisions with spatial reuse of the channels. Channel assignment is per-
formed in a centralized manner with full knowledge of the network topology
and physical location of the nodes. The location information is used to cal-
culate interference between the clusters. The performance of the algorithm is
evaluated both analytically and via simulations and in a small testbed of 6
TelosB motes. The performance is also compared with time division super-
frame scheduling and results show that the number of schedulable clusters
increases with the proposed technique and MSS outperforms standard time
division approaches.

In [11], Chintalapudi et al. propose MAC protocols for low-latency, hard
real-time control applications. The first proposed protocol is called MALOHA
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and it is an extension of the ALOHA protocol into the multi-channel domain.
The sink, i.e., the controller, is assumed to have multiple radios and sensors
can reach the sink in one hop. Similar to slotted ALOHA, at each slot a node
decides whether to transmit or not with a probability and next task is to
select a channel uniformly. Another protocol proposed in the paper is called
T-MALOHA where time is divided into frames in which a set of consecutive
transmission pipelined time slots are followed by an acknowledgement slot.
The performance of the protocols are compared with a FTDMA-based proto-
col in simulations and it was shown that they perform better than FTDMA
since it does not scale well for larger networks.

11.2.4 WSN MAC Protocols with Latency Bound and to
Support Real-Time Operation

As we discussed in Section 11.2.3, although the protocols were proposed for
industrial applications, most of them were not evaluated in a real application
setting. Instead, the focus was on meeting the requirements of industrial ap-
plications, such as providing bounded delay, real-time guarantee, reliability,
and co-existence with other networks. In this section, we give an outline of
the MAC protocols with the objective of bounded latency (guaranteed delay)
and with real-time support proposed for traditional WSNs which can also be
used to meet the latency requirement of IWSNs. Reliability and other issues
will be discussed in Section 11.2.5.

In [41] a detailed survey of MAC protocols for mission-critical applications
for WSNs is presented. The authors define mission-critical applications as the
applications that demand data delivery bounds in terms of time and reliability.
Applications of IWSNs can also be included in the category of mission-critical
applications since they also require the correct data at the right time. In
the survey, authors classify the existing MAC protocols for WSNs into delay-
aware protocols, reliability-aware protocols, and both delay and reliability-
aware protocols. For a more comprehensive explanation, the reader can refer
to this survey.

When bounds on latency are desired, TDMA is perhaps the obvious choice
by preventing conflicts, eliminating collisions, overhearing, and idle listening,
which are the main sources of energy consumption in wireless communications.
More importantly, it can provide provable guarantee on the delay bound. As
we elaborate in this section, all the protocols with the objective of guarantee-
ing end-to-end latency use a TDMA based approach. Despite the benefits of
TDMA approach, the main critic is that it is difficult to compute a conflict-free
schedule without centralized algorithms and the schedule needs to be changed
with the addition of new nodes. However, TDMA can work very well with
static topologies and there exist protocols that can perform the scheduling
in a distributed manner, like LMAC [45]. For a detailed analysis of protocols
that minimize latency instead of guaranteeing end-to-end delay, the reader
can refer to [41, 23].
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In [12], the PEDAMACS protocol was proposed as a delay-aware MAC
protocol for WSNs. The protocol assumes a powerful sink node that can reach
all sensor nodes in one hop. The sink is responsible for topology discovery and
TDMA scheduling. The protocol gives end-to-end delay guarantees in the
computed schedule. The performance of the protocol was evaluated only with
simulations.

RT-link protocol [39] is another TDMA based MAC protocol that aims
end-to-end delay guarantee. For synchronization, the protocol assumes special
hardware for achieving out-of-band time synchronization. RT-Link proposes
two types of slots, namely scheduled slots and contention slots. Scheduled
slots provide contention-free transmission whereas slotted Aloha algorithm is
used for contention slots and these slots are used by the new nodes joining
the network. The performance of the protocol was evaluated with a real WSN
deployment in a coal mine facility.

In [24], Incel et al. explore and evaluate a number of different techniques
using realistic simulation models to study the schedule length for data col-
lection, i.e., convergecast, in WSNs with tree topologies. Initially, a simple
spatial-reuse TDMA scheme is used to minimize the schedule length. Then
the method is extended with multiple frequency channels and transmission
power control to mitigate the effects of interference and minimize the sched-
ule length. A receiver-based channel assignment (RBCA) scheme is proposed
where the receivers (i.e., parents) of the tree are statically assigned a channel,
and the children of a common receiver transmit on that channel. They show
that, once multiple frequencies are used to completely mitigate the effect of
interference, then the lower bound on the schedule length, i.e., total delay to
receive data from all sources, is max(2nk − 1, N), where nk is the maximum
number of nodes in any branch of the tree andN is the number of source nodes
in the network. The authors proposed a slot assignment scheme to achieve this
bound.

HyMAC [33] is another protocol that combines TDMA with frequency
division multiple access (FDMA). Time slots and frequencies are assigned
according to the Breadth First Search (BFS) algorithm on a tree topology
with the objective of guaranteed delay.

In [31], Li et al. focus on scheduling messages with deadlines in multi-hop,
real-time WSNs. Providing timeliness guarantees for messages with specific
deadlines in real-time robotic sensor applications has been studied and the
problem is shown to be NP-hard. They propose a heuristic where a central
scheduler schedules messages based on their per-hop timeliness constraints
and associated routes, transmission ranges, and the location of the nodes.
Performance of the heuristic is compared with CSMA-CA where nodes make
local scheduling decisions independent of others and it was shown that the
proposal outperforms CSMA-CA based scheduling in terms of the deadline
miss ratio. For more examples of real-time MAC protocols, a detailed survey
can be found in [43].
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11.2.5 WSN MAC Protocols with Other Objectives Related
to the Requirements of IWSNs

Reliability requirement of IWSNs is usually supported at the transport layer
but also the MAC layer can contribute to reliability using methods such as
ARQ. Energy efficiency is supported by almost all MAC protocols via duty
cycling and sleep scheduling of sensor nodes [21]. Adaptivity is also usually
addressed by the protocols to deal with topology changes, varying link qual-
ities, etc. Moreover, adaptivity according to different types of traffic flowing
in the network is usually addressed by QoS-aware protocols [48]. Co-existence
with other networks sharing the same spectrum is usually addressed by multi-
channel communication and the reader can refer to [22] for a detailed survey
on multi-channel communication in WSNs.

11.2.6 Classification

In Table 11.1, we present a classification of the protocols that we have dis-
cussed according to their objectives, whether they provide latency guarantees
or not, whether they guarantee reliability, whether energy awareness is taken
into account, medium access scheme and the environment for the performance
evaluations of the protocols. As we have already mentioned, most of the pro-
tocols that are explicitly designed for industrial applications either propose
modifications to the IEEE 802.15.4 protocol or evaluate its performance. Al-
gorithms that aim to provide delay bound mostly use a TDMA scheme and
also the protocols that modify IEEE 802.15.4 for delay bound guarantee use
the contention-free GTSs. Multi-channel communication is often used for co-
existence issues. Most of the protocols have been implemented in a simulation
environment and the protocols tested with real deployments is very limited.
Real testing on industrial environments with harsh conditions should be per-
formed since an industrial environment may challenge the operation of the
protocols which may not be encountered during simulations.

11.3 Taxonomy of Routing Protocols

Many routing protocols have been designed for wireless sensor networks over
the past decade [4, 8]. Most of them consider traditional WSN requirements
such as energy efficiency in the first place. Only a small number of the routing
protocols are proposed to meet the diverse IWSN application requirements.

In the first part of this section, we elaborate on specific requirements of
IWSNs that can be satisfied by a routing protocol. Secondly, we discuss the
routing protocols that are either particularly proposed for IWSNs or designed
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TABLE 11.1
Comparisons of MAC Protocols for IWSNs
Protocol Objective Latency Reliability Energy-awareness Medium

Access

Evaluation

[9] RT support for IEEE 802.15.4 yes no yes IEEE
802.15.4

Theoretical
Analysis

[30] Reliability and latency guaran-
tee

yes yes yes IEEE
802.15.4

Simulations

[49] Provide RT guarantee for IEEE
802.15.4

yes no yes IEEE
802.15.4

small
testbed

i-MAC [10] A MAC learning the patterns of
manufacturing systems

yes no yes scheduled simulations

GinMAC [42] A MAC for industrial process au-
tomation systems

yes yes yes TDMA testbed

G-McMAC [34] Enable co-existence no no yes contention-
based

simulations

[44] Multi-channel scheduling over
IEEE 802.15.4

implicit no yes IEEE
802.15.4

small
testbed

[11] providing hard real-time guaran-
tees

yes no yes TDMA,
CSMA

simulations

PEDAMACS [12] delay bounded TDMA Schedul-
ing

yes no yes TDMA simulations

RT-link [39] end-to-end delay guarantee yes no yes TDMA Deployment
in a coal
mine facility

[24] minimize schedule length in
TDMA

yes no yes TDMA simulations

[33] guaranteed delay yes no yes TDMA simulations

[31] RT scheduling yes no yes scheduled simulations
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for traditional WSNs by considering reliability and latency requirements of
IWSNs.

11.3.1 Routing Requirements of IWSNs

Although it is hard to generalize the network topology, the majority of the
existing industrial applications can be met by networks of 10 to 200 sensor
nodes [37]. In an oil refinery, for instance, the total number of sensor nodes
might reach one million; however, to achieve efficient networking, the nodes
will be clustered into smaller networks that are interconnected with some
common sensors or cluster heads. The network traffic of many industrial ap-
plications is mostly composed of real-time publish/subscribe sensor data from
the field sensor nodes over a WSN towards one or multiple sinks. Sink nodes
can be a backbone router, a controller/manager, or can be connected to a con-
troller. The sensor data generally makes its way through the backbone router
(sink) to the centralized controller where it is processed. In open-loop indus-
trial control applications, an operator sees the information coming from field
sensors and takes action; the control information is sent out to the actuator
node in the network, or alerts are sent to workers as a results of data analysis.
Figure 11.1(a) shows a typical industrial WSN.

As it is mentioned in Section 15.1, for WSNs to be adapted in the in-
dustrial environment, besides energy efficiency, the network needs to have two
main qualities: high reliability, and low latency. These application specific per-
formance requirements can be addressed both in MAC and routing layers. In
this section, we focus on how routing layer can fulfil these requirements. Fig-
ure 11.1(b), adapted from [13], shows the mutual interaction between the net-
work layers. As explained in [13], there are strong interactions between MAC
and Routing layers. The topological information (i.e., connection graph) and
the application requirements are combined in the routing layer. Based on the
specific metric, the routing protocol plans forwarding of messages to distribute
the end-to-end traffic flow in the network and determines a distribution of the
actual traffic on each link of the network, where the communication is regu-
lated by the MAC layer. As an output of the MAC layer link performances
such as reliability, delay, or energy consumption are obtained. Moreover, link
performance indicators may influence directly the routing metric, so the loop
between MAC and routing layers is closed.

Traffic pattern related requirements have a great influence on routing. As
we mentioned in Section 11.2.1, the industrial market classifies process appli-
cations into three board categories: (i) Safety (Class 0), (ii) Control (Class 1-2-
3), and (iii) Monitoring (Class 4-5). Each application class initiates a different
traffic pattern, i.e., periodic data, event data, or query/response model [37].
Because different traffic patterns have different service requirements, it is often
better to have different routes for different data flows between the same two
endpoints. The adaptivity of a routing protocol to different service require-
ments of different traffic patterns can be achieved by supporting different
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metric types for each link, which is used to compute the path according to
some objective function (e.g., maximize reliability or minimize latency) de-
pending on the nature of the traffic.

To optimize an objective function such as minimizing latency, prioritiza-
tion of transmission should be also considered. For packet transmissions, a
sensor node has to decide which packet in its queue will be sent at the next
transmission opportunity. Packet priority is used as one criterion for select-
ing the next packet. In addition, due to the lossy nature of the IWSN, the
routing in plants should attempt to propose multiple paths towards the des-
tination sink to satisfy reliability requirement. The availability of each path
in a multipath route can change over time because of link failures and mo-
bility. Therefore, it is important to measure the availability on a per-path
basis and select a path (or paths for different traffic patterns) according to
the availability requirements. Application may require availability of source-
to-sink connectivity when the application needs it or when the application
might need it.

Some peer-to-peer control applications may require transmission of infor-
mation towards multiple sinks. Publication of sensor readings to more than
one subscriber sink can be very useful in such applications. For instance, in-
dustrial automation systems are generally operated under a single authority
as contrasted with the situation of Smart Grid system or building automa-
tion where some authorities share systems. For example, a power supplier
and clients share monitoring systems in Smart Grid and the manager of the
building and residents share permission to access lights in building automa-
tion. This variation brings some differences also in networking structure. In
industrial automation, an IWSN typically has only one sink that has rights to
control the whole system; therefore, all data collected from the network has to
be forwarded towards this single authority (i.e., sink) and only the authority
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has the right to send commands to actuators in the network. On the other
hand, in a Smart Grid system or building automation, there are multiple en-
tities (i.e., sinks) that are interested in data collected from the network and
have some rights to control the whole system or some parts of the system
based on their roles in the network.

Many industrial applications involve mobile sensors that move in and out
of plants, such as active sensor nodes attached on containers or vehicles. In
addition, the workers are wirelessly connected to the sensor network on the
plant. To be a part of the control/actuator system, a worker needs to be
connected directly to the sensors or control points on the equipments near
which he is working. In such a dynamic environment, the routing protocol
designed for IWSNs should also satisfy mobility requirements. The routing
protocol should support walking speeds for maintaining network connectivity
as the handheld devices change position in the wireless sensor network. When
we take into account the field sensors attached to moving parts of machineries,
and on vehicles such as cranes or fork lifts, the routing protocol should support
vehicular speeds of up to 35 km/h.

Although the standardization process for WSNs is ongoing especially on
MAC Layer, there is not any widely accepted complete protocol stack for
WSNs for control applications. The lack of standard routing protocol solutions
is due to fact that the protocols for control applications face complex control
and communication requirements changing from class to class [18].

11.3.2 Standardization Efforts for Routing

The IETF routing over low power and lossy networks (ROLL) working
group [37] was created in 2007 with the aim of analyzing and eventually de-
veloping solutions for IP-based low power and lossy networks (LLNs1). The
working group elaborated a list of requirements for a routing protocol on top
of LLNs in industrial automation domain in [37]. The ROLL working group
has worked on the specification of a new routing protocol, namely RPL [47],
which is designed based on the needs of LLNs.

RPL can be considered as the first standardization effort for rout-
ing in IWSNs. RPL constructs destination-oriented directed acyclic graphs
(DODAGs) over the network, according to optimization objectives based on
metrics along the paths. In the RPL context, all edges are contained in paths
oriented toward and ending at one or more root nodes (i.e., sink nodes). A net-
work may run multiple DODAGs concurrently to fulfil multiple requirements.
There are various metrics and constraints that can be used for path calcula-
tion and packet forwarding in RPL. The protocol supports both static and
dynamic metrics. Link reliability, packet delay, and node energy consumption
are measurements that can be used both as metric and constraints. Expected

1LLNs are a class of network in which both the routers and their interconnect are con-
strained. LLN routers typically operate with constraints on processing power, memory, and
energy (battery power). Hence, a WSN is a typical LLN.
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transmissions count (ETX) is a reliability metric that provides the number of
transmissions a node expects to make to a destination sink in order to suc-
cessfully deliver a packet. In addition, more metrics can be embedded in the
same DODAG metric container.

Indeed, RPL is a typical gradient-based routing in which multicasting of
DODAG information object (DIO) messages to the neighbors is performed pe-
riodically to achieve gradient setup from each node. In order to join a DODAG,
a node listens to the DIO messages sent by its neighboring nodes and selects
a subset of neighbor nodes as their parents in the DODAG. This tree-based
routing approach can guarantee end-to-end delay performance; however, it
needs periodic maintenance of DODAGs to handle dynamics of the network,
such as mobility of nodes and link failures. The effect of mobility rate and
speed on the reliability of tree-based routing is evaluated in [15]. If the num-
ber of mobile nodes and the mobility speed is high in the network, a tree-based
routing protocol may not be able to guarantee reliable communication due to
inaccurate DODAGs.

ISA100 is an ISA2 committee whose charter includes defining a family of
standards for industrial automation. ISA100.11a [25] is a working group within
ISA100 that is working on a standard for monitoring and non-critical process
control applications. In addition to IETF ROLL working group, ISA100.11a
also promotes the use of graph based routing for industrial scenarios. How-
ever, ISA100.11a proposes the use of multipath graph routing in a centralized
manner with the specifics of the implementation being left open. Also, no
recommendations have been provided by ISA100.11a on how to make routing
adaptable to the different network conditions and industrial application needs,
which are basic requirements for industrial scenarios [46].

11.3.3 Routing Protocols Proposed for IWSNs

In this section, we explore the routing protocols that are designed explicitly for
industrial applications. In [38], the authors propose a routing protocol, namely
THVRG, which combines two-hop velocity based routing (THVR) [32] with
gradient-based routing to reduce both energy consumption and end-to-end
delay in IWSNs. THVRG uses the gradient setup scheme proposed by IETF
ROLL in [47]. Simulation based evaluations show that THVRG achieves data
delivery of 99% of the packets in a given deadline (i.e., 1350 ms) when there is
only one source in the network. However, when the number of sources increases
to 6, data delivery ratio within a deadline of 1200 ms drops around 85%. The
protocol is not evaluated to see the effects of mobility on delay and reliability
performance.

Energy Aware Routing for Real-Time and Reliable Communication in
Wireless Industrial Sensor Networks (EARQ) has been proposed in [20]. In
EARQ, a node estimates the energy cost, delay and reliability of a path to

2ISA is an ANSI-accredited standards-making society.
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the sink node, based only on information from neighboring nodes. Then, it
calculates the probability of selecting a path, using the estimates. A path with
lower energy cost is likely to be selected, because the probability is inversely
proportional to the energy cost to the sink node. To achieve real-time delivery,
only paths that may deliver a packet in time are selected. To achieve reliabil-
ity it may send a redundant packet via an alternate path, but only if it is a
source of a packet. Simulation results show that EARQ decreases the ratio of
deadline-missed packets around 1-2% and outperforms other real-time (RT)
protocols (e.g., MMSPEED [17]) especially in energy consumption. However,
in all simulation scenarios there is only one sink in the network. Multi-sink
networks and mobility of nodes are not evaluated in the simulations.

In [46] Villaverde et al. propose a Q-learning based QoS aware route se-
lection algorithm for IWSNs. The InRout algorithm uses a reward function
based on two different QoS parameters: Packet Error Rate (PER) and energy.
The reward is sent by any sink after receiving a data packet and the process
is repeated through the nodes in the route until the source node is reached.
This means that whenever the action of choosing a route to send a packet has
been performed by a node, its Q-value is updated with the reward, that is,
the node learns the goodness of the action (i.e., the route). InRout chooses
the path with the lowest number of hops to deliver delay bounded packets
on time. Simulation results show that InRout outperforms EARQ in terms
of packet delivery ratio while consuming more energy than EARQ. InRout is
proposed for static networks and does not consider multi-path routing.

In [16] Barac et al. evaluate the potentials of flooding as a data dissemina-
tion technique in IWSNs. Starting from the generic form of flooding, authors
introduce some modifications such as handling duplicate and outdated pack-
ets and avoiding unnecessary retransmissions. Flooding delivers packets via
multiple paths, which enhance redundancy and reliability. Flooding brings
simplicity since there is no need for exchanging control messages between the
nodes and in case of link failures or mobility of nodes it is not needed to
recalculate the routing path. The simulation study shows that the flooding-
based routing is capable of delivering most of the packets (between 80-100%)
within a shorter deadline (around 200 ms). However, energy consumption of
the protocol, which is expected to be high, is not evaluated in this work.

Energy-aware location-based routing, called e-GPSR, is proposed for in-
dustrial and logistics scenarios in [36]. The Greedy Perimeter Stateless Routing
(GPSR) [27] is the core routing strategy of e-GPSR. To increase the reliability
and robustness, and to decrease the power consumption and latency, e-GPSR
makes a locally optimal choice for the next hop (greedy mode) taking into ac-
count the residual energy level of sensor nodes. All packets are marked by their
originator with the locations of their destinations. e-GPSR makes a locally op-
timal choice for the next hop, that is the neighbor geographically closest to
the packet’s destination. The main drawback of greedy algorithms is that a
packet may fall into a local maximum, namely the forwarding node is closer
to the destination than all its neighbors. To increase reliability, e-GPSR en-
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ters in perimeter mode (i.e., face routing) to handle encountered routing voids
(i.e., local maximum) along the route towards sink. Obviously, in geographi-
cal approach a high density of nodes improves the network connectivity, with
consequent increase in the reliability of delivery. However, geographic routing
may results in a non-optimal forwarding path between a source and a sink,
which may cause higher latency.

11.3.4 WSN Routing Protocols with QoS Guarantee for
Reliability and Timeliness

The protocol called MMSPEED [17] is designed to provide QoS differentiation
in both reliability and timeliness domains so that packets can choose the
most proper combination of service options depending on their timeliness and
reliability requirements. The protocol defines multiple speed layer based on the
end-to-end deadline and the geographic distance to the destination and meets
a high reliability requirement by transmitting duplicated packets over multi-
path routing. MMSPEED also achieves end-to-end QoS provisioning with local
decisions at each intermediate node without end-to-end path discovery and
maintenance; hence it provides self-adaptability to network dynamics. These
property of MMSPEED protocol make it suitable for IWSNs. However, since
the target applications of MMSPEED protocol are short-living sensor network
applications such as emergency response, energy efficiency is not considered as
a design issue. Because MMSPEED uses multipath forwarding by transmitting
duplicated copies of the same packets and also uses a larger number of hops
rather than only shortest path, the overall power consumption of the protocol
is high.

Krogmann et al. present a novel Reliable, Real-time Routing protocol (3R)
based on multipath routing for highly time-constrained Wireless Sensor and
Actuator Networks in [29]. 3R partially reuses the idea of expected trans-
missions. Multi-path transmissions enhance the reliability of a transmission
if necessary. The routing metric requires choosing non-interfering disjointed
routes that satisfy the timing and reliability requirements of a packet. Sim-
ilar to MMSPEED, 3R also uses PRR (Packet Reception Rate) estimations
for calculating the necessary number of forwarding paths to ensure a certain
reaching probability. The difference is that 3R does not consider the reaching
probability and transmission latencies apart from each other. Instead, it cor-
relates these factors to yield more accurate estimations. The results show that
the chosen routing metric can decrease latencies and increase the reliability
at the cost of a higher energy consumption. Adaptability of 3R to dynamic
topology changes is not evaluated in the paper.

11.3.5 Classification

In Table 11.2, we present a classification of the routing protocols that we
have summarized according to their objectives, whether they provide latency
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and/or reliability guarantees, whether energy awareness is taken into account,
whether multi-path routing is used, whether mobility is considered or evalu-
ated and the environment for the performance evaluations of the protocols.
In the literature, there are some other routing protocols proposed for IWSN
or time-constrained reliable WSNs. We have chosen a set of protocols con-
sidering the requirements discussed above to give an overview of the routing
protocols in industrial applications domain. As we have already mentioned,
most of the protocols that target reliability use multi-path routing between
sources and sinks. The energy-aware protocols try to eliminate unnecessary
multi-path transmissions. In most of the protocols, latency constraints are met
generally by choosing the shortest possible path. Although mobile nodes (e.g.,
nodes attached to works or vehicles in the plants) are essential parts of an
IWSN, only a small number of the protocols takes into account the mobility
issues in their protocol design. The performance of all the protocols discussed
above have been evaluated by simulations. Field testing of the protocols on
harsh and dynamic industrial environments is really needed to see whether
these protocols can handle challenging conditions which are not possible to be
generated by simulations.

The last three protocols in the table are cross-layer protocols, which are
discussed in the following section.

11.4 Cross Layer Protocols

To improve the performance of the routing protocol, network layer needs
MAC-layer specific information, such as link performance, as illustrated in
Figure 11.1(b). In what follows, some cross-layer protocols that address both
network and MAC layers are mentioned. In these protocols, MAC layer is
tightly coupled with the routing metrics to meet the requirements of IWSNs.

In the SERAN protocol [7], the packets are forwarded to a randomly cho-
sen node within the next-hop cluster in the minimum spanning tree rooted
at the sink. The MAC layer regulates the communication between the nodes
of the transmitting cluster and the nodes of the receiving cluster within a
single TDMA-slot. The random selection of the receiving node is achieved by
multi-casting the packet over all the nodes of the receiving cluster, and by
having the receiving nodes implement a random acknowledgement contention
scheme to prevent duplication of the packets. However, this acknowledge-
ment contention scheme has some disadvantages such as consuming energy
to transmit acknowledgement messages and increasing the listening time both
in the transmitting and receiving cluster. Although SERAN allows the net-
work to operate with low energy consumption subject to delay requirements,
it does not consider neither tunable reliability requirements nor duty-cycling
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TABLE 11.2
Comparisons of Routing Protocols for IWSNs

Protocol Objective Latency Reliability Energy-awareness Multi-path Mobility Evaluation

RPL [47] metric-based
gradient routing

yes yes yes yes yes RFC -
Proposed
Standard
No evalua-
tions

THVRG [38] metric-based
gradient routing

yes yes yes yes no simulations

EARQ [20] energy-aware
RT proactive
routing

yes yes yes yes no simulations

InRout [46] Q-learning based
reactive routing

implicit yes yes no no simulations

Flooding [16] Eliminating control mes-
sages

implicit implicit no yes implicit simulations

e-GPSR [36] energy-aware and low-
delay
geographic routing

yes no yes no yes simulations

MMSPEED [17] QoS differentiation in reli-
ability and
timeliness

yes yes no yes yes simulations

3R [29] Reliability, real-
time guarantee

yes yes no yes no simulations

Cross-Layer

SERAN [7] low delay and energy con-
sumption

yes no yes no no simulations

Breath [35] energy-aware RT routing
to a single sink

yes yes yes no no small
testbed

TREnD [14] energy-aware RT routing
between clusters

yes yes yes no no small
testbed
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policies, which are essential to reduce energy consumption. Furthermore,
SERAN focuses only on low traffic networks.

The Breath [35] protocol is designed for scenarios where a plant must be
controlled over a multi-hop network. Breath uses a randomized routing, a
hybrid TDMA at the MAC, radio power control at the physical layer. Similar
to SERAN [7], nodes route data packets to next-hop nodes randomly selected
in a forwarding region. Each node, which is either a transmitter or a receiver,
does not stay in an active state all time, but sleeps for a random amount
of time depending on the traffic and channel conditions. The MAC protocol
of Breath is based on a CSMA/CA mechanism similar to IEEE 802.15.4.
Breath assumes that all nodes are location aware. Location information is
needed for adjusting the transmission power and to change the number of hops.
Experimental results show that the protocol achieves the reliability and delay
requirements, while minimizing the energy consumption. Breath outperforms
the standard IEEE 802.15.4 in terms of both energy efficiency and reliability.

The TREnD [14] protocol is designed for environments where multiple
industrial plants have to be controlled by a multi-hop network. Similarly to
SERAN [7], the routing algorithm of TREnD is hierarchically sub-divided into
two parts: (i) a static route at inter clusters level, and (ii) a dynamical routing
algorithm at node level. This is supported at the MAC layer by an hybrid time
division multiple access and carrier sensing multiple access (TDMA/CSMA)
solution. To offer flexibility for the addition of new nodes, robustness to node
failures, and support for the random selection of next-hop node, the communi-
cation stage between nodes during a TDMA-slot is managed at MAC layer by
a p-persistent CSMA/CA scheme. In hybrid TDMA/CSMA solutions the p-
persistent MAC gives better performance than the binary exponential backoff
mechanism used by IEEE 802.15.4.

11.5 Future Research Directions / Open Problems

In this section we list the open problems as future research directions for MAC
and routing protocol design in IWSNs:

• As we mentioned, most of the protocols are either tested with simulations
or in limited testbed settings. Real testing on industrial environments with
harsh conditions that may challenge the performance of the proposed pro-
tocols is required for a realistic evaluation of IWSNs.

• Mobile sinks and mobile sensor nodes, for instance worn by the workers in
a factory environment, should be supported by the designed protocols.

• Although some examples of cross-layer solutions exist, as we discussed in
Section 11.4, application-specific cross-layer solutions should be proposed to
meet the requirements of IWSNs and optimize the network operation.



MAC and Routing in Industrial Wireless Sensor Networks 253

• Supporting real-time services is of paramount concern for IWSNs [49]. More
research on real-time scheduling for IWSNs is required.

• Energy harvesting for extending the network lifetime is a viable solution for
IWSNs, for instance considering harvesting from vibrations. In an energy-
harvesting IWSN, the level of remaining energy may change according to the
availability of the harvesting source whose availability is often highly vari-
able. Therefore, harvesting-aware power management and protocols, that
can predict when the energy source will be available, should be designed [26].

• As we mentioned, co-existence of different networks operating on the same
parts of the spectrum may cause performance degradations due to interfer-
ence and contention on the shared medium. It is highly likely that industrial
environments may contain different wireless technologies that share the same
spectrum. Therefore, efficient methods to mitigate the effects of interference
should be studied besides frequency hopping.

• As reported in [3], error control techniques, such as forward error correcting
(FEC) codes are usually neglected in order to skip power the consumption
of decoding the packets in IEEE 802.15.4 based IWSNs. However, by using
error control techniques the energy consumption may be reduced since less
retransmissions should take place. This tradeoff should be studied in detail
and energy-efficient error correction mechanisms should be proposed.

11.6 Conclusions

In this chapter, we have surveyed the MAC and routing protocol solutions pro-
posed for IWSNs. We listed the networking requirements of IWSNs and clas-
sified the protocols according to these requirements for comparisons. Besides
the protocols that are explicitly designed for IWSNs, protocols designed for
traditional WSNs which may meet the requirements of IWSNs are also covered
in our survey. The survey also includes examples of cross-layer solutions that
involve both MAC and routing. As we discussed, since standardization activ-
ities revolve around the IEEE 802.15.4 protocol, especially using the physical
layer, most of the protocols either propose modifications to the IEEE 802.15.4
protocol or evaluate its performance. In the network layer, standardization ef-
forts are based on tree-based multipath routing; therefore, many other routing
protocols focus on how to construct efficient metric-based trees for multipath
routing. Most of the protocols have been implemented in a simulation envi-
ronment and only a few protocols have been tested with real deployments.
Real testing on industrial environments with harsh conditions are required
for the acceptability of the protocols. Cross-layer solutions that involve inter-
actions between MAC and routing layers, protocols supporting mobile nodes
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and sinks, supporting real-time services, energy harvesting-aware power man-
agement and protocols, co-existence issues and error control techniques have
been identified as some of the important directions for future research.
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12.1 Introduction

Machine to machine communication systems in industrial environments have
traditionally relied on cable technologies. The most recent of these use
IP based systems such as Foundation Fieldbus High Speed Ethernet [20],
PROFInet [24], etc. The advantages of cable include high reliability, safety,
and stability. For these reasons, it is likely that these wired systems will not
be easily replaced by wireless systems in the near future, but rather that wire-
less systems will perform complementary tasks. Although wireless technologies
suffer from the reliability problems of the wireless transmission medium, they
have a number of advantages that should not be underestimated. Wireless low
power devices allow industries to significantly increase the number of systems
and parameters that can be measured and controlled. They can be placed in
positions where cabling would be too expensive to make the installation of
sensors viable or where cabling would not be possible or too difficult such as
in moving machinery.

When designing and deploying a wireless sensor network for industrial en-
vironments, the designer must address a number of questions such as which
communication technologies to employ, what type of requirements those tech-
nologies should meet, etc. Within the space of industrial monitoring two stan-
dards have recently been published that attempt to support the designer
in their choice of technology, e.g., ISA100.11a [26] and WirelessHART [17].
Nevertheless, these standards only provide very basic recommendations with
regards to a number of critical design considerations such as routing func-
tionality. This lack of specification at the routing layer has led another stan-
dardization body, the Internet Engineering Task Force (IETF), to work on
the definition of a standard protocol for routing in low power lossy networks,
where industrial networks are included, referred to as RPL (Routing for IPv6
Low Power Lossy Networks) [49]. While this routing protocol defines how the
routes (graphs) should be built, it leaves the specification of the objective
functions that should be employed to build the routes open. The reason for
this is that different industrial sectors will have their own range of monitor-
ing and control applications, each with distinct requirements, that they need
to implement. Each application will typically have its own related parame-
ters and objective functions to satisfy application Quality of Service (QoS)
demands, such as the rate of successful packet delivery, network lifetime, or
end-to-end delays within required bounds.

This chapter provides an overview of industrial application classes and
requirements as well as the design requirements and challenges that must
be considered when developing any routing mechanism in wireless embedded
monitoring and control networks for industrial environments. A survey is pro-
vided on existing approaches for routing in industrial environments as well as
mechanisms that may be employed to provide QoS at the routing level. Rout-
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ing is a key process in WSNs when dealing with QoS requirements as routing
decisions impact on network lifetime, packet delivery ratios, and end-to-end
delays.

12.2 Industrial Applications: QoS Requirements and
Key Performance Indicators

Wireless sensor networks have an immense potential to improve and simplify
the way in which industrial factories are managed, monitored, and controlled.
Deploying WSNs in industrial environments has significant advantages such
as high adaptivity and low cost in terms of installation and retrofitting [11,
34, 50]. Specific applications of wireless sensor networks in industrial scenarios
include condition monitoring systems for small electric motors [3], agent-based
steady-state motor analysis [43], temperature measurement for end-mill inserts
[51], vibration-based monitoring for tool breakage [41], sensing of current,
voltage, and acoustic emission signals [14], process manufacturing [28], discrete
manufacturing [27], and many more [50].

Crucial to the success of this technology is the ability to satisfy monitor-
ing and control application QoS requirements such as successful monitoring
data delivery, prolonged network lifetime, or bounded end-to-end data delivery
delays. Communication protocols play a key role in satisfying those QoS re-
quirements and influence the overall system performance. For instance, at the
routing layer, a routing mechanism that aims at prolonging network lifetime
by distributing the load may in fact select as appropriate routes those that
offer poor delivery ratios if the delivery requirement is not included in the rout-
ing decision process. Therefore, routing protocols must be carefully designed
and, with this purpose, traffic classes, application types, and requirements re-
lating to industrial environments must be identified. Moreover, metrics must
be defined so that the overall network performance can be quantified in terms
of QoS.

Following from the need to identify the types of industrial monitoring and
control applications and their associated data traffic requirements, several
classifications and categories have been proposed. For example, [8, 7] proposes
a classification for factory control applications depending on their data traffic
requirements (periodic, aperiodic, critical, non critical ...). In [46] applications
are classified depending on their relevance to the automation pyramid [1]. Sev-
eral efforts have been made recently by standardization bodies and working
groups to identify the different requirements associated with industrial ap-
plications. These include the ISA100 [13] standard and the IETF Routing
over Low Power Lossy Networks Working Group [37]. The ISA100 standard
focuses on the establishment of standards, recommended practices, and re-
lated information for implementing wireless systems in factory environments.
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On the other hand, the ROLL group focuses on analyzing the functional re-
quirements for routing protocols in industrial Low-power and Lossy Networks
(LLNs), which include industrial wireless sensor networks. Industrial applica-
tion classifications provided by ISA100 and ROLL are surveyed in Sections
12.2.1 and 12.2.2. These classifications may be used as reference when design-
ing appropriate QoS aware communication mechanisms for industrial envi-
ronments. For instance, the objective functions and metrics utilized to build
routes in industrial environments, such as those proposed in Section 12.4.5,
may be carefully selected considering these classifications and the correspond-
ing application requirements. Finally, several performance indicators that are
suitable for evaluating the overall network performance and communication
algorithms operation in terms of QoS are presented in Section 12.2.3.

12.2.1 Classification Based on Type of Application Data

The ROLL working group classifies applications depending on the type of
traffic they generate as follows:

• Periodic data: In periodic applications such as temperature monitoring, data
is generated periodically and has deterministic and predictable bandwidth
requirements. The main requirement for this application is the timely deliv-
ery of data and, as such, permanent resources must be allocated to assure
availability of the required bandwidth. Moreover, newer readings for this
type of application data usually obsolete previous ones. Therefore, the pe-
riodic update of data to the plant application is considered more relevant
than the end-to-end delivery latency. One example of this type of appli-
cation is temperature monitoring for plastic machinery [13]. In this type
of application, the most important requirement is to assure the constant
availability/update of data.

• Event data: Applications that generate event based data include alarms and
aperiodic data reports with bursty data bandwidth requirements. Moreover,
some alarms may be critical requiring service differentiation from the net-
work. Events take place continually in everyday factory operations. Pro-
duction commences and ends, stock arrives at the loading dock, machines
report failures, monitoring and control systems notify out-of-bounds condi-
tions, etc. One example of an event based application can be an application
controlling water and fuel tanks fullness in a thermic power plant [32]. This
type of application is event based and it would have a tight timely delivery
requirement.

• Client/Server data: Many applications in industrial environments are based
on client/server interactions following a command response protocol. For
these applications, the required data bandwidth is often bursty and the
round-trip latencies would be in the order of hundreds of milliseconds. The
transmission of this data would generally be based on cost-based fair-share
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best-effort service. An example application here could involve a technician
sending a request to obtain information on which valves are opened in a
thermic power plant [32]. This example application would have a timely
delivery requirement under human tolerated delay.

• Bulk transfer data: Applications that require the transmission of blocks of
data in multiple packets can be classified under bulk transfer. Temporary
resources are assigned for these applications depending on the data rates
and file sizes to meet the specific application service requirements. One ex-
ample of an event based application is machinery condition monitoring [11].
Machinery condition monitoring applications typically have requirements
on reliable data transfer that must be initiated when necessary (i.e., fol-
lowing the detection of an “interesting” event or periodically). This type of
application would not have strict timely delivery requirements; however, it
would have bandwidth requirements (typical applications will generate tens
of Kbytes of data [37]).

12.2.2 Classification Based on Application Data Criticality

In addition to the detailed classification provided by the ROLL group, the
ISA 100.11a standard [26] also classifies industrial applications. In this case
the classification is performed depending on the timely delivery requirements
of the applications (see below). The ISA-SP100.11a’s main focus is on the
non-critical application space with support for delays down to 100ms with
optional support for lower delays (classes 1 to 5).

• Class 5 - Monitoring without immediate operational consequences: Applica-
tions belonging to this class usually do not present strong timeliness require-
ments. Some may require high reliability (i.e., sequence-of-events reporting)
while others may support the loss of some samples (i.e., slowly changing
information report).

• Class 4 - Monitoring with short-term operational consequences: Example
applications belonging to this class could be those that require sending a
technician to perform maintenance after detecting some fault or abnormal
behavior (i.e., alerting).

• Class 3 - Open loop control: In this type of application an operator “closes
the loop” between output and input. An example application could be an
operator controlling the factory machinery operation.

• Class 2 - Closed loop supervisory control: This class of closed-loop control is
usually non-critical with latency requirements ranging from 100ms to above
1s [37].

• Class 1 - Closed loop regulatory control: This class is usually critical. Exam-
ples could be pressure and flow control.
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TABLE 12.1
Example Applications of Industrial Environments [40].

SP100.11a App. Class 5 4 4

Industry Automotive Wastewater
Treatment

Natural Gas

Application Wireless
Torque
Wrench
Monitoring

Monitor the
ammonia
and oxygen
levels in
waste water

Pipeline
Monitoring
and Control

Reporting Interval [s]
MUST

2 600 60

Min. Reliability for
Single Message [%]
MUST

99.990 80 90

Latency [s] MUST 2 60 120

• Class 0 - Emergency action: This application class is always critical and
includes safety-related actions. Most of this class functions utilize dedicated
wired networks to reduce the chances of failure or even attacks. Examples
are fire control or emergency shutdown.

Among all the possible applications the primary focus across industry is
on the monitoring related classes, 4 and 5 as well as the non critical por-
tions of classes 2 and 3, mainly due to the reliability concerns imposed by the
wireless channel [37]. This interest towards less critical applications was also
showcased in a market survey [40] carried out by the International Society of
Automation where, when considering deploying a wireless sensor network in a
factory installation, 88.8% of interested companies (users and vendors) would
use the network for monitoring purposes (condition and process monitoring).
More critical uses, such as high-speed control applications were only consid-
ered by 13% of those companies surveyed. Table 12.1 provides a brief selection
of representative sample applications typical in industrial environments and
their associated requirements.

In general, it is possible to conclude that industrial applications have a
wide range of requirements ranging from soft latency to tight latency, constant
or variable bandwidth needs, soft to strict reliability, etc. Therefore, in this
environment, it is important that the communication protocols can adapt and
satisfy the requirements imposed by the diverse applications.

12.2.3 Key Performance Indicators

It is well known that the concept of Quality of Service (QoS) may be perceived
and interpreted in different ways depending on the targeted technology. For
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example, in the communication networks domain, from the application per-
spective, QoS usually refers to the quality as perceived by the user or appli-
cation. From the network perspective, QoS reflects a measure of the service
quality that the network offers to the applications or users. The network’s
main purpose is to satisfy the QoS required by the applications while maxi-
mizing network resource utilization.

QoS requirements and parameters that influence QoS in WSN differ from
those of traditional networks since sensor nodes have many specific constraints
that make them a unique. As a result, additional QoS parameters to measure
the network performance need to be identified for this type of network. The
performance should be expressed by parameters that:

1. Consider all aspects of the service from the user’s point of view,

2. Center on user-perceivable effects, instead of their causes within the
network,

3. Can be easily related to network performance parameters,

4. Can be objectively or subjectively measured.

Considering this and the application requirements detailed in Sections
12.2.1, and 12.2.2, the following key indicators can be outlined as having
an important impact from the user and application perspective in industrial
wireless sensor networks:

1. Network Lifetime: this is also a performance indicator to take into
account in WSNs as the sensor nodes are battery operated. De-
pending on the lifetime, the network will be able to serve the user
or application for a smaller or longer period of time.

2. Information Loss: this has a very direct consequence on the quality
of the information finally presented to the user. In the wireless sen-
sor networks domain information loss is not limited to the effects of
bit errors or packet loss during transmission, but it also includes the
packet loss due to buffer overflows that for instance is also related to
the bandwidth allocation or medium contention. Thus, any metric
used to measure information loss should consider both sources of
information loss.

3. Bandwidth Availability: this is also an important concern for some
of the industrial wireless sensor applications outlined in the previ-
ous sections and the lack of it will have consequences on the quality
of the information delivered to the user. For example, lack of band-
width may translate into lost packets due to memory restrictions of
the sensor nodes. Bandwidth should be used and allocated wisely
to avoid packet loss and maximize network throughput.

4. Delay Requirements: Although the targeted monitoring applications
have soft-delay requirements, delay still needs to be taken into ac-
count as it has a very direct impact on user satisfaction depending
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on the application, and includes delays introduced by the network
and at the sensor node.

5. Application Data Relevance: this is another parameter to consider
for QoS provision. The data generated by the different sensor nodes
can have several degrees of relevance, therefore not all data packets
may be treated in the same way - i.e., it is more important to
transmit a fuel pipe leak packet than a normal pipe pressure reading
packet. Therefore, another parameter to consider is how well the
application needs are satisfied depending on the importance of the
generated data.

12.3 General Considerations for Routing in Industrial
Environments

Several considerations must be taken into account when designing QoS aware
routing mechanisms in industrial wireless sensor networks. Those include the
expected topologies and connectivity among sensors, the challenges imposed
by sensor network technology as well as the limitations and requirements
imposed by the wireless channel.

12.3.1 WSN Topologies in Industrial Scenarios

Being aware of the expected working topology is crucial to the design of any
QoS aware routing protocol in wireless sensor networks. The need for topology
awareness is driven by the following: end-to-end delays in low power wireless
embedded networks are greatly influenced based on the number of hops [4]
(i.e., the higher the number of hops the greater the delay); the higher the
number of hops a packet has to traverse in a wireless network the more likely
it is that packet will be lost due to bad channel conditions or even dropped in
an overloaded buffer; finally, the higher the number of wireless nodes a device
has as leaf nodes or children, will impact severely on its battery usage as it will
be required to forwarding information for leaf nodes. So even though a QoS
aware routing protocol designed for industrial wireless sensor networks should
be able to provide optimal performance under any conditions, in reality this
is a very challenging task. Thus expected topologies should be considered in
analyzing how well or how realistically the application requirements described
in Sections 12.2.1 and 12.2.2 can be met by the communication protocols.

In a typical industrial environment, according to the Networking Work-
ing Group (NWG) of the Internet Engineering Task Force (IETF) [37], there
may be multiple sinks with the number of sinks being far smaller than the
total number of nodes. Networks may be composed of between 10 to 200 field
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devices and usually the maximum number of hops is 20. An example of a
typical industrial topology is presented by ISA SP100.11 in [22] (see Figure
12.1). Field devices themselves would act as routers and would be stationary.
Some moving devices without routing capabilities may be placed on moving
machinery or similar. One example of physical topology could be a multi-
square-kilometer refinery with isolated tanks distributed across the plant [37].
In this scenario, a few hundred sensor node devices would be deployed pro-
viding total coverage with a self-forming self-healing wireless mesh network
of 5 to 10 hops in length (note that in mesh networks every device can com-
municate directly and forward data from any device in range). An example
of an extreme opposite case is where a backbone network is deployed along
a factory plant and most nodes are in direct sight of one or more backbone
routers. In this case, the majority of communications between field devices
takes place across the backbone.

Finally, with regards to logical topologies, a basic requirement for routing
protocol design in industrial networks is the provision of multiple paths to-
wards the destination with potentially different costs [37]. The protocol must
route over paths that are capable of supporting different QoS application re-
quirements, such as those referred to in Sections 12.2.1 and 12.2.2 and have
the ability to recompute paths based on underlying link attributes/metrics
that may change dynamically. Moreover, path redundancy is vital to assure
reliability due to the unpredictability and harshness of the wireless medium
since a single link failure could compromise the communication flow if only one
route is available. In summary, a routing protocol design for wireless commu-
nications in industrial scenarios must provide path redundancy and be capable
of adapting to different application requirements and dynamic network con-
ditions. Possible metrics that can be utilized at the routing level to satisfy
the QoS application requirements referred to previously will be analyzed in
Section 12.4.

12.3.2 Challenges

Although the limited size of the sensor nodes makes them attractive for use
in industrial environments, their size imposes restrictions on the available re-
sources such as the energy, computational power, and memory. This can make
satisfying the application requirements a challenging task. Moreover, the lossy
connectivity found in industrial environments posses further demands to the
communication protocols when trying to satisfy the application requirements.
The factors and tradeoffs that must be considered when designing routing pro-
tocols in industrial environments are discussed next. These factors should be
considered in conjunction with the QoS application requirements outlined pre-
viously when designing or selecting appropriate objective functions or metrics,
such as those described next in Section 12.4, for the provision of QoS aware
routing.
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FIGURE 12.1
ISA SP100.11a Basic Network [22].

12.3.2.1 Low Power Operation & Delay

Satisfying the delay requirements of any application in wireless sensor net-
works can be a challenging task and this is particularly true in multihop
topologies. This is due to the fact that in order to reduce the energy consump-
tion, the sensor node must sleep as much as possible, that is, it must have as
small a duty cycle as possible. This implies that at each hop a node has to
wait for some time frame depending on the duty cycle of the destinations and
the scheduling in order to send a packet. Generally, the bigger the distance
in hops the bigger the incurred delay will be. Thus delay and low energy
consumption are tradeoff requirements and any algorithm designed for low
power wireless sensor networks must consider this. This can have implications
on applications with very tight delay requirements such as emergency event
activation or some types of automation applications where delay constraints
are in the order of tens of milliseconds [9]. For these fast action applications,
star topologies are more suited since smaller delays can be guaranteed. Note
as well that the ISA 100.11a Standard [26], which has been developed specif-
ically for industrial environments, does not consider hard delays. It considers
applications that require delays down to 100ms -not time critical, with the
support for lower delays being optional. For less critical applications such as
monitoring, where higher latencies can be tolerated, a mesh network topology
or a mix of a star and mesh network are suggested as appropriate network
topologies.
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12.3.2.2 Lossy Connectivity & Reliability

Industrial environments usually involve harsh wireless channels. This is typ-
ically due to the abundance of metallic structures which obstruct the line of
sight among communicating devices causing refraction, reflection, and scat-
tering of the signals [33, 44]. Thus, satisfying reliability requirements in these
environments can be challenging. Redundancy of routes and routing metrics
that reflect the status of the channel can be utilized by routing protocols to
mitigate the effects of those adverse conditions. Note that the ROLL group
identifies path redundancy as a necessary requirement for routing in industrial
low power lossy networks [37].

12.3.2.3 Memory Footprint & Control Overhead

In order to satisfy QoS requirements for applications, intelligent algorithms
must be developed so that the information available from the network and
the sensor nodes can be successfully interpreted to provide the best possible
performance. However, any algorithm design for wireless sensor networks must
consider the fact that sensor nodes have very restricted memory capacity and
energy budget as well as limited computational capabilities. Therefore another
tradeoff requirement in wireless sensor networks is the design of intelligent
algorithms, capable of analyzing nodes and network status, that require little
memory, have low computational needs and use limited energy (for example
in terms of transmitting/receiving control packets).

12.3.2.4 Conflicting QoS Requirements

In multihop topologies satisfying reliability and delay requirements conflicts
with the demand for long network lifetimes. This is due to the fact that in or-
der to deliver the sensed data from any node to the sink, the most reliable path
or the quickest path may not be the most energy efficient. Therefore, finding
a balance between these tradeoff requirements when performing the routing
tasks is a necessary condition in order to have good network performance over
a longer period of time. Moreover, the routing protocol may choose different
paths for different applications depending on their requirements. Again, ob-
jective functions or metrics for QoS aware routing such as those described
next in Section 12.4 must be carefully designed.

12.3.2.5 Resource Allocation & Priority

Application data relevance is also a parameter to consider for QoS provision.
The data generated by the different sensor nodes can have several degrees of
relevance, therefore not all data packets can be treated in the same way - i.e.,
it is more important to transmit say a fuel pipe leak packet than a normal pipe
pressure reading packet. Due to the fact that the bandwidth availability and
the storage capacity are reduced, application data relevance must be taken
into account when allocating the available resources.
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12.4 Current Approaches for Routing in Industrial En-
vironments

To conclude this chapter, this section presents current approaches for routing
in industrial wireless sensor networks. More specifically, routing mechanisms
proposed by different standardisation bodies are surveyed as well as different
existing metrics and objective functions that may be utilized to provide QoS
aware routing based on the requirements identified before in Sections 12.2.1
and 12.2.2. Note that when designing any QoS aware routing mechanism the
application requirements should be evaluated together with the general con-
siderations identified before in Section 12.3 as any parameter from topologies
to selected objective functions can have multiple implications in the overall
system performance.

12.4.1 WirelessHART & ISA100

Looking at industrial standardization groups, both WirelessHART [17] and
ISA100.11a [26] employ Graph Routing and Source Routing algorithms, with
Graph Routing being used in most cases. For the Graph Routing, both stan-
dards use a central manager that, after obtaining information relating to the
nodes connectivity and status, computes multiple routes (routing graphs) for
every node and downloads them to the individual nodes. To send a packet, the
source device writes a specific graph ID, depending on the destination, in the
network header. All network devices on the route to the destination must be
pre-configured with graph information that specifies the neighbors to which
the packets may be forwarded. Details on specific mechanisms to compute
these routes or select among them are left open, thus every company has to
develop its own proprietary solution. On the other hand, Source Routing is
intended to supplement Graph Routing for network diagnostics. With Source
Routing, the source device includes in the header an ordered list of devices
through which the packet must travel to reach a destination. Each routing
device utilizes the next network device address in the list to determine the
next hop. The routes are found on demand by broadcasting requests. In sum-
mary, WirelessHART and ISA100 propose without the use of Graph Routing
for most industrial WSN communications, but leave the selection of objec-
tive functions that are used to build the graphs or select among the available
routes open and at the discretion of the designer. Thus, neither standard pro-
vides comprehensive recommendations for QoS provisioning where routing is
considered.
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12.4.2 ZigBee

The Zigbee specification [52] also provides recommendations for routing and
has been adopted for some industrial scenarios [19, 29]. Routing mechanisms
in Zigbee are based on a simplified version of AODV and Tree Routing that
do not comply with the requirement for multipath routing. It is unclear, as it
has not been formally evaluated, whether ZigBee can achieve a similar per-
formance to WirelessHART or ISA100 in industrial environments for different
QoS requirements relating to industrial applications given the fact that it does
not offer path redundancy - which can also mean that it can use the same path
for every application and so does not provide QoS at the routing layer.

12.4.3 Proprietary Wireless Sensing in IWSN

Some companies producing wireless sensor solutions for industrial environ-
ments, such as OneWireless from Honeywell [21], are currently adopting the
ISA 100.11a/WirelessHART standards which allow freedom of placement of
sensor devices across the industrial plant, thanks to mesh connectivity and
routing, with low power consumption. In addition, other companies are devel-
oping proprietary products, with for instance, ProSoft [25] providing devices
for industrial sensing based on cellular communications or IEEE 802.11 stan-
dard, both power hungry technologies that require the availability of power
lines for supplying energy to each device. Additionally, WISA from ABB [18],
provides wireless devices for industrial sensing logically connected in clusters
based on the IEEE 802.15.1 standard. WISA devices rely on the existence
of a magnetic field, created by cable loops surrounding the working area, for
power supply. In summary, common among solutions that do not consider
standards such as ISA 100.11a for low power communications in industrial
environments is that they provide wireless sensing based on power hungry de-
vices, logically connected in cells or clusters and as such routing capabilities
are not required. The advantage of these approaches is that they can poten-
tially satisfy the most demanding QoS requirements due to the fact that these
devices can remain awake all the time and they can utilize higher data rates,
etc. Nevertheless, these devices cannot be placed freely as they rely on ca-
bles for power supply, and they have the inconvenience of imposing high costs
for deployment and maintenance which makes them prohibitively expensive
compared to low power wireless sensor network technology. Generally, this
type of solution would only make sense when deploying a wireless network in
a confined space to satisfy very stringent QoS requirements such as those of
fast automation (i.e., maximum tolerated delays in the order of 10ms) where
multihop topologies would not be recommended. Finally note that propri-
etary solutions lead to vendor lock-in as well as the need for the design and
maintenance of a proprietary set of interfaces.
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12.4.4 RPL

The IPv6 Routing Protocol for Low power and lossy networks (RPL) [49] is a
routing protocol currently being developed by the IETF for communications
between low power wireless embedded devices in lossy environments such as
industrial wireless sensor networks. This routing protocol, similar to the pro-
tocols proposed by WirelessHART and ISA100, is based on Graph Routing.
However, in this case a central manager is not needed since the graphs are
calculated in a distributed fashion. With the purpose of building a directed
acyclic graph (DAG) for inward traffic (i.e., traffic destined to the sink), the
network sink node or gateway (i.e., the graph root) issues a control message
that travels through the nodes in the network. Similarly, another control mes-
sage is issued by the end devices to build DAGs for outward traffic (i.e., traffic
destined to the end devices). The DAG construction is performed based on
an objective function whose specification is left open. Following on from this,
the IETF ROLL group is currently working on the definition of several rout-
ing metrics [45] that could be applied, together with a user defined objective
function, to build DAGs. These metrics may be used by the routing protocol,
in this case RPL, to satisfy different application QoS requirements and to
adapt to different environments. Again the selection of these metrics and how
they should be used in meeting specific requirements (i.e., in the form of an
objective function) and, in some cases, how they should be calculated is left
open. The metrics in question are defined in [45] and are:

1. Node State and Attribute (NSA): this metric is defined to provide
information on node characteristics and may be used by the routing
algorithm to create device aware routes. This metric includes a flag
to define whether the device is in an overload state, this can also be
used by the routing algorithm to avoid routing through nodes with
that flag triggered.

2. Node Energy: this metric allows for the identification of a node as
being mains powered, battery powered or as a scavenger (energy
harvesting). In addition, it provides an estimation on the expected
lifetime of a device. The information provided by this metric may
be used to create energy aware routes.

3. Hop-Count: this metric refers to the number of traversed nodes
along a path, i.e., the hop count. This information can be used for
instance by the routing algorithm to limit the nodes per path.

4. Throughput: In low power networks, throughput may be highly
variable depending on duty cycles. To optimize the overall network
throughput, it may be desirable in some cases that nodes advertize
their available or supported throughput. The throughput metric can
be used by the routing algorithm to maximize throughput across
paths.

5. Latency: the latency metric can be used by the routing algorithm
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to measure the latency along a path and thus decide which paths
meet application requirements.

6. Link Quality Level (LQL): this metric quantifies the link reliability
as a discrete value and can be used by the routing algorithm to iden-
tify the most reliable paths or the paths that meet the application
requirements in terms of reliability.

7. Expected Transmission Count (ETX): another possible metric with
regards to reliability is the ETX that defines the number of trans-
missions a node expects to make in order to successfully deliver a
packet to a destination. Note that this metric not only reflects the
reliability of a path but also represents a measure of delay as the
ETX also considers retransmissions (i.e., the higher the number of
transmissions to reach a destination the longer it takes to reach it).

8. Link Color: this metric can be used to avoid or attract specific links
for specific traffic types. It uses a 10 bit field where each bit can
represent a different user defined rule/condition. For instance, one
condition could relate to the use of a specific encryption method
say for sensitive traffic. In such a case, the routing algorithm would
be able to select nodes that run this specific encryption mechanism.

These metrics are still being defined and as such very much a work in
progress. Nevertheless, this initial specification shows the importance of in-
troducing a means to provide QoS at the routing layer in low power lossy
networks, as routing decisions can severely impact on network lifetimes, la-
tencies and throughput, etc.

12.4.5 Metrics for QoS Aware Routing

In order to provide Quality of Service aware routing, the routing algorithm
in order to compute paths or select among different routes, must use some
objective function based on different QoS metrics such as those described
previously. Different metrics may be used to satisfy different application QoS
requirements such as those identified in Sections 12.2.1 and 12.2.2. Moreover,
different objective functions combining those metrics may be used to balance
the conflicting requirements outlined in Section 12.3.2. This section focuses on
analysing metrics and objective functions proposed by the research community
for QoS aware routing in wireless sensor networks and their suitability for
industrial environments.

12.4.5.1 Single Metric Routing

While it is possible to satisfy a single performance requirement typically us-
ing a single metric the focus here is one using multiple metrics that can be
considered in a single objective functions or routing algorithm.

Equalizing energy consumption has been one of the primary concerns for
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routing algorithm design in wireless sensor networks. Several metrics and ob-
jective functions have been employed with this purpose in mind. For instance,
a simple way to equalize energy consumption can be by selecting different
routes on a round robin basis as proposed in [48]. Another possibility can
be choosing the route based on the devices with the most available energy
as proposed in [31] and [35]. The residual energy can be computed based
on the currently available energy divided by the initial energy of the device.
These metrics and similar ones can be readily used for industrial wireless sen-
sor networks. It would also be interesting to consider, for energy balancing
and network lifetime optimisation, the device type and characteristics, as sug-
gested in [45], as in an industrial environment there may be line or battery
powered devices as well as scavengers.

Delay has also been addressed in several works. Some example metrics
used to find the paths that introduce the lowest delay include the hop count
(i.e., shortest path) or time to next available transmission interval [42]. The
shortest path metric is used to reduce delay by reducing the number of nodes
that need to be traversed. On the other hand, the time to the next possible
transmission is used to reduce waiting times between transmissions and thus
reduce delay. Another metric considered is the distance between nodes, ob-
tained for instance using global positioning systems [12], where the shorter
the path between two nodes based on real distance infers a lower delay in
transmit time. This metric however would not be suitable for indoor indus-
trial scenarios unless the position is pre-loaded on devices (i.e., not obtained
online) since obtaining accurate positioning in indoor industrial environments
is at the moment extremely challenging and costly [30]. It has to be noted that
the MAC layer has a key influence on delays, that is, a node may know ac-
curately when it can access the channel (i.e., waiting delay) when it has been
assigned some time slot for its transmissions (i.e., TDMA) or it may have to
contend for the medium (i.e., CSMA) and then cannot accurately estimate
the delay. Thus combining MAC layer scheduling such as TDMA with the
routing algorithm, as proposed by WirelessHART and ISA100, is an efficient
way to satisfy stricter delay requirements for some industrial applications.

Reliability has also been a major concern for routing in wireless sensor
networks due to the instability of the wireless medium. Metrics for reliability
include the previously introduced ETX employed in [10], with the Link Quality
Indicator (LQI) and Received Signal Strength Indicator (RSSI) having also
been used as metrics to compute the most reliable paths within the network
[15]. Both metrics represent the local status of a link among two devices in
terms of quality. On the other hand, buffer occupancy is another metric that
has also been considered for reliable routing as information routed through
heavily loaded nodes has an increased likelihood of being dropped [4]. It is
usually good practice for a routing protocol to avoid varying paths too often
so that instability in the network is prevented. Thus, metrics and objective
functions that smooth variability would be preferable when designing routing
algorithms for industrial wireless sensor networks.
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Routing algorithms with load balancing based objective functions have also
been developed for wireless sensor networks with the purpose of optimizing
throughput and balancing energy consumption. The number of links per node
and the required transmission power to reach those links is used to modify
routing paths and equalize load as referred to in [36]. Moreover, the available
energy per node can also be utilized to balance load [38]. Energy and load bal-
ancing are related, in order to equalize energy consumption among nodes they
must receive and transmit similar amounts of information with transmitting
and receiving operations being the biggest energy consumers. Furthermore, the
routing algorithm can be combined with a bandwidth scheduling algorithm to
ensure the availability of bandwidth for those applications requiring it either
in a centralized manner, such as defined by WirelessHART and ISA100, or in
a distributed fashion as in [5].

12.4.5.2 Multiple Metric Routing

More elaborated routing algorithms that aim to simultaneously consider sev-
eral QoS requirements have also been proposed within the existing literature.
For instance, researchers in [6] propose a route selection algorithm that consid-
ers energy (residual energy) and reliability (lost packets at buffer and wireless
channel) for industrial environments with the objective of satisfying reliabil-
ity requirements first and then equalizing energy consumption as a second
objective. This work showed how conflicting requirements such as prolonged
network lifetime and reliability may be balanced with a single objective func-
tion that combines different QoS metrics. On the other hand, researchers in
[16] propose an objective function for routing in industrial wireless sensor net-
works that considers delay (propagation, queuing, and retransmission time),
energy (residual energy) and reliability (successfully delivered packets), again
with the objective of satisfying several performance metrics simultaneously.
For wireless sensor networks in general, several objective functions combining
different routing metrics are available in the literature [47, 2, 39]. Nevertheless,
it is worth highlighting that some of these works do not take into considera-
tion the inherent properties of wireless sensor networks such as duty cycling or
energy and buffer limitations which would make them unsuitable candidates
to satisfy application QoS requirements in real environments.

12.5 Conclusions

With ever increasing competition among industries for greater market share,
companies are faced with the need to increase efficiencies and to comply with
regulations within a financially prudent scope. As an answer to this, wireless
sensor networks have been viewed by the industrial sector as being a dynamic
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retrofit low-cost solution that can be used to greatly increase the productivity
and efficiency of industrial processes. To further push the growth of wire-
less sensor networks in the industrial marketplace confidence in their ability
to deliver data reliably, on time and on an energy efficient manner must be
underpinned by robust QoS provisioning. As a consequence of the diverse in-
dustrial application requirements and challenges imposed by constrained wire-
less sensor network devices, technical challenges still remain where QoS based
routing is concerned. Among the currently available standards none provide
an open and comprehensive solution for QoS based routing in industrial envi-
ronments. QoS provisioning has been left open by industrial standardization
bodies such as WirelessHART or ISA100, thus every company must adopt its
own proprietary solution. Moreover, even though IETF is proposing several
metrics that can be used to measure and provide QoS in low power lossy
networks, the manner in which the routing algorithm should employ those
metrics to match the application requirements is left open. For QoS aware
routing, some proprietary solutions such as the ABB WISA specification tar-
get QoS provisioning by deploying networks in a star based fashion. This has
the advantage of providing potentially lower delays depending on the selected
scheduling but limits the deployment of the sensor network to the availabil-
ity of line powered sinks in the range of every sensor node, which does not
fully exploit the freedom of placement that wireless sensor nodes can provide.
Few research efforts have addressed QoS aware routing within the industrial
environment although a promising approach is presented in [6]. This may be
due to the fact that it is difficult to provide a general solution given the con-
flicting requirements that exist in this type of network as identified in Section
12.3.2 as well as the broad range of requirements of industrial applications as
detailed in Section 12.2. Moreover, specific QoS requirements for different ap-
plication or traffic classes have not yet been defined (only broad classifications
are available as detailed in Section 12.2) which puts additional constraints to
the design of QoS aware communication protocols for industrial environments.
Nevertheless, with the increasing use of the technology, boosted by the recent
development of standards, specific requirements for different industrial appli-
cations should become standard. In such a scenario, the availability of formal
definitions for specific application QoS requirements will allow designers to
target explicit application classes, or indeed a broad range of categories, by
including adaptive strategies in the design of protocols.

12.6 Glossary

CSMA: Carrier Sense Multiple Access

DAG: Directed Acyclic Graph
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ETX: Expected Transmissions Number

IETF: Internet Engineering Task Force

ISA: International Society of Automation

IWSN: Industrial Wireless Sensor Network

LQI: Link Quality Indicator

MAC: Media Access Control

QoS: Quality of Service

ROLL: Routing over Low Power Lossy Networks

RPL: IPv6 Routing Protocol for Low power and Lossy Networks

RSSI: Received Signal Strength Indicator

TDMA: Time Division Multiple Access

WISA: Wireless Interface for Sensors and Actuators

WSN: Wireless Sensor Network
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13.1 Introduction

Wireless Sensor Networks (WSNs) have been utilized in various types of In-
dustrial applications recently. However, reliability and data quality (distortion
reduction) of the sensing data transmissions are still among the most impor-
tant research challenges in WSNs. In addition, energy consumption is one of

283
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the most important constraints in such networks. Cross-layer design has been
shown to be effective solution to address these challenges. Therefore, in this
chapter, a cross-layer design of Resource Allocation and Channel Coding is
introduced to protect Distributed Source Coding (DSC) based data transmis-
sion in a wireless sensor network environment. Resource allocations consider
the rate adaptation and Automatic Repeat-reQuest (ARQ) retransmissions.
The joint design of resource allocation, channel coding and DSC not only im-
proves the reliability of the network, but also can improve the network energy
efficiency and information quality under strict latency requirements. Simula-
tion studies show that the described joint design significantly improves the
DSC based data transmission quality, reliability, and the network energy effi-
ciency. Finally, selective channel coding is introduced. It is demonstrated that,
applying this technique can improve the network performance, even more.

One of the recent applications of wireless sensor networks (WSNs) is the en-
hanced perception of the surrounding environment in the form of audio feeds,
still images, and streaming video. The nodes used in a WSNs environment
are equipped with capacity-limited batteries and recharging these batteries is
difficult or even impossible due to the inaccessibility to the device. Also, the
functionality of sensor devices and thus, the entire network typically depends
on the battery life. Thus, optimizing the energy efficiency is critical for improv-
ing the lifetime of sensor nodes, and thus assuring the reliability of wireless
systems [22]. Algorithms and protocols such as MAC protocols, routing pro-
tocols and signal processing algorithms have been hugely under studies to be
optimized for such resource-limited applications. See [32, 17, 8, 20, 14, 4, 18] for
recent studies on energy efficiency improvement in wireless sensor networks.
Also see [2, 15, 6, 1, 19, 3] for reliability analysis in such networks.

The high correlation among the data collected by the adjacent sensor
nodes is one of the unique features of application-driven WSNs [22]. There
are two types of correlations among the data being sensed: Spatial correla-
tion and Temporal correlation, which mean that the data under studies does
not change drastically over a small region or over a small period of time, re-
spectively. Based on this characteristic of WSNs, Distributed Source Coding
(DSC) technique has been proposed in both space and time domain in order
to improve the energy efficiency of the network [31, 7].

Compared with traditional, one-to-many source coding schemes in which
the transmitting nodes must undertake a complicated encoding task, DSC’s
encoders can be designed as simply and efficiently as possible while the de-
coder is at the base station, which is connected to an unlimited power source,
performs the joint decoding [31]. DSC works in a way that, the information
bits are collected independently, at different data rates and under a certain
delay requirement, from source sensors to reach the sink node for informa-
tion decoding. Therefore, one of the most important characteristics of DSC in
sensor networks is the requirement of Unequal Error Protection (UEP) and
multirate transmission over the network [27]. DSC can compress multiple cor-
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related signals from sensors that do not exchange data with each other (hence
distributed coding).

Using DSC can greatly improve the energy efficiency of the network be-
cause the burden of a complicated encoding task will be shifted from the
encoder side to the decoder side. Slepian and Wolf [26] proved that sepa-
rate encoding of correlated sources in DSC is as efficient as joint encoding in
traditional source coding for lossless compression. The joint entropy of two
correlated discrete random variables X and Y , R = H (X,Y ), is proved to be
sufficient even for the case of separate encoding of correlated sources. Similar
results were obtained later by Wyner and Ziv [28, 29] with regards to lossy
coding of joint Gaussian sources.

Although using DSC has the potential of reducing the network energy
consumption by reducing the network data redundancies and avoiding un-
necessary data transmission from the source, for DSC to be widely utilized
in many wireless sensor applications, one should carefully develop and de-
sign a DSC-based approach that can work both reliably and efficiently in the
resource-limited wireless networks. In such networks, the data transmitted
over wireless channels could get corrupted due to the noise, fading, and other
impairments. Techniques such as adaptive power and modulation control, Au-
tomatic Repeat reQuest (ARQ) control, and channel coding, have been used
to improve the integrity and reliability of the transmitted data. Applying these
techniques alone cannot improve the network performance and efficiency sig-
nificantly. Thus, many studies have been carried out on the joint design of DSC
and channel coding. But such joint design has limitations in dealing with the
power issues because it lacks direct power control and efficient bandwidth allo-
cation, which are addressed using Resource allocation [9, 11]. An appropriate
resource allocation will have a significant impact on both performance and
the energy consumption. In [27], the authors propose a joint design of DSC
and resource allocation and develop an algorithm to optimize the information
efficiency, defined as the information quality per unit of energy consumption
at the sink node. The continuation of this work is [12] in which a complete
joint design of DSC, resource allocation, and channel coding is proposed and
shown to have a great effect on the network performance and efficiency.

In this chapter, we first analyze the DSC technique and study the rela-
tionship between source coding rates and the source nodes correlation. Then,
we cover resource allocation techniques and show how two important con-
trol variables, transmission rate and retry limit, trade off packet error rate
and energy-latency performance to provide unequal error protection (UEP)
among sensors. After that, the channel coding technique is investigated as a
promising technique to improve the overall network reliability and robustness.
We also show how to formulate a cross-layer information quality optimization
problem with the energy efficiency and delay constraints, and describe how
it can be simplified and solved efficiently. Based on the simulation results in
[12], we introduce selective channel coding already proposed in [13] to further
improve the information quality and the network reliability.
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13.2 DSC Information Quality and Resource Allocation

13.2.1 Definition of Information Quality with Multirate DSC
Compression Dependency

Let A and B be two correlated sources which transmit their data as two
equiprobable binary streams of length 3, A0 and B0, i.e., A0, B0 ∈ {0, 1}3 , re-
spectively. Then the entropy of both sources is 3 bits, i.e., H (A0) = H (B0) =
3b. We assume that the correlation between the data being collected by these
two sources is such that A0 and B0 are different at most by one bit. Therefore,
the Hamming distance between A0 and B0 is less than or equal to 1 (based
on the correlation information). Thus, for a given B0, there are four equiprob-
able choices of A0. For instance, given B0 = 001, A0 ∈ {000, 011, 101, 001},
the conditional entropy of A0 given B0 is 2 bits, i.e., H (A0 | B0) = 2b. Using
traditional source coding scheme in which the encoding task is done on the
encoder side jointly, 3 bits are needed to transmit B0 (which is considered as
side information) and 2 bits are essential to index the four possible choices of
A0 associated with B0. Therefore, instead of sending 6 bits, the joint encoder
transmits only 5 bits without losing accuracy at the decoder. On the other
hand, using DSC scheme, if the set of all possible outcomes of A0 is first parti-
tioned into four cosets W00, W01, W10, and W11 each containing two possible
outcome with Hamming distance 3, i.e., W00 = {000, 111},W01 = {001, 110},
W10 = {010, 101}, and W11 = {011, 100}, 2 bits will still suffice to convey A0.
For example, if A0 = 000 and B0 = 001, the encoder will transmit 00, convey-
ing that A0 belongs to the coset W00. At the receiver, knowing the value of
B0, the decoder will easily decode A0 as 000, because 000 is the one closer to
the value of Y , i.e., d (000, 001) = 1, d(111, 001) = 2. Thus, we observe that,
using distributed source coding scheme in which the side information B0 is
known only at the decoder and not at the encoder, it is still possible to send
only 2 bits instead of 3 bits to represent A0. Thus, the Slepian-Wolf limit of
H (A0, B0) = H (B0) +H (A0 | B0) = 5 bits can be achieved with the lossless
decoding.

In [27, 12] the above modulo coset based DSC compression scheme pro-
posed in [5] is used. Equation (1) in [12] shows the relationship between the
absolute value of the distance between samples from two sensor nodes and
the source coding rate. It can be seen, as explained earlier, that the larger the
correlation between two correlated sources, the shorter the distance between
sample values from them, thus fewer bits need to be used to represent the
source samples at the encoder. These source bits can be successfully decoded
with the side information available at the decoder [27]. Since the compressed
DSC packets are decoded using their side information, the performance of
DSC relies deeply on the successful decoding of the side information packets,
thus introducing a tradeoff between compression and data quality over error
prone wireless channels. Unequal error protection addresses this tradeoff by
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protecting the important side information packets against noises and other
impairments on the one hand, and not protecting or protecting partially the
less important packets, on the other hand.

For a decodable DSC data packet sent to the sink node, all the packets
from its ancestors must also be successfully delivered and decoded. Thus, the
expected total information quality is defined as [27, 12]

E [IQ] =

N
∑

i=1

IQs,i (1− pi)
∏

k∈Si

(1− pk) (13.1)

where N represents the total number of source coding nodes, IQs,i indicates
the information quality of the DSC sample from node i, and pi denotes the
packet loss probability of each packet which is directly related to the source
coding rate of the transmitting sensor node and the Bit Error Rate, Pb, in the
form of pi = 1 − (1− Pb)

Li . Pb is directly related to the transmission rate r
and the modulation scheme. On the other hand, the source coding rate, Li,
is directly related to the DSC parent selection. The parent (side information)
node of sensor node i is represented by ψi. Also, Si is defined as the set of all
the parent and ancestor nodes of node i. For example, if node X selects node
Y as its parent, i.e., ψX = Y , and node Y selects node Z as its parent, i.e.,
ψY = Z, then we have SX = {Y, Z}. The defined information quality provides
a quantitative metric to evaluate the system performance and will be used to
form the quality optimization problem.

13.2.2 Resource Allocation for Multirate Wireless Transmis-
sions

The resource allocation technique is utilized to optimize the energy consump-
tion while maintaining data integrity and meeting total delay constraints by
implementing an optimization of the transmission rates, ARQ and other trans-
mission properties. Usually high transmission rate leads to a denser modula-
tion encoding, resulting in a higher bit error probability. Thus, there is a
tradeoff between data rates and bit error rate (BER). The desirable BER can
be presented as a function of SNR (Signal to Noise Ratio) per bit [30, 24, 10].
For example, the BER for M-PSK modulation scheme over an AWGN channel
is expressed as follows [21]

Pb =
2

log2M
Q

(

√

2log2M
Eb

N0
sin

π

M

)

(13.2)

where (Eb/N0) is the energy per bit to noise power density ratio which repre-
sents the channel SNR, and log2M = b is the number of bits per modulation
symbol. The above equation is a good approximation of BER for large SNR
and for all values of M. In addition to physical layer transmission rate, the
link layer retry limit is another important resource adaptation factor. The av-
erage packet error rate with consideration of retransmissions, assuming that
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Automatic Repeat reQuest (ARQ) technique is applied to the link layer trans-
mission for packet loss recovery, can be simply approximated as [23]

p̄ = pm (13.3)

where m is the maximum number of retransmissions.
We can see that different values of the number of bits per modulation

symbol (b) and the maximum number of retransmissions (m) result in differ-
ent packet error rates. Under certain channel conditions, there is an optimal
combination of b and m that can achieve the minimum packet error rate. It
is also worth noting that, the lower transmission rate and higher retry limit
result in the highest packet delivery ratio. On the other hand, considerable
energy saving can be achieved by dynamically adjusting transmission rate and
retry limit. In fact, a higher transmission rate reduces the active time of the
radio transceivers, resulting in better energy efficiency and lower latency per-
formance. Furthermore, with the help of retransmissions at the link layer, the
total energy consumption and latency can be approximated as [23]

Ēi = m̄× Ei , T̄i = m̄× Ti (13.4)

where m̄ is the average number of retransmissions and is given in [27] and Ei

and Ti are the energy consumption and latency of the source node i, calculated
in [27].

In summary, the resource allocation provides two major important control
variables, transmission rate and retry limit, to trade off packet error rate and
energy-latency performance and to achieve UEP among DSC sensors. In fact,
the lowest transmission rate and highest number of retransmissions can be
assigned to the node which transmits the side information and a set of other
control parameters can be assigned to other nodes to optimize the information
efficiency (quality) while meeting the transmission latency requirements.

13.3 Channel Coding

The term reliability in transmission systems and computer networks usually
refers to the probability that a transmitted packet will be received at the des-
tination with no error, either at any required particular instant or for a certain
length of time. Channel coding is a practical technique to protect the message
against channel noises, by adding redundancy to the information sequence,
thus increasing the reliability and information rate transmitted through the
channel. In fact, channel coding gives the receiver the ability of error detection
and error correction. There are two types of channel codes [21], block codes
and convolutional codes. The information sequence is represented by a binary
sequence of length k, and is mapped to another binary sequence of length n,
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called the codeword (n > k), resulting in a (n, k) code with rate Rc = k/n. The
generated codeword in block codes depends only on the current k-bit informa-
tion sequence, therefore they are memoryless codes. Examples of block codes
are Repetition codes, Hamming codes, Maximum-length codes, Reed-Muller
codes, and Hadamard codes. One important class of block codes, in which
the decoding computational complexity is reduced, is the class of cyclic codes.
The important coding schemes of BCH and Reed-Solomon belong to this class
of block codes. Depending on the redundancy levels and Hamming distance
between the codewords, these codes have different error correction and er-
ror detection properties. Let dmin denote the Hamming distance between the
codewords. The error correcting capability, t, defined as the maximum number
of guaranteed correctable errors per codeword is given by [25]

t =

⌊

dmin − 1

2

⌋

(13.5)

where ⌊a⌋ gives the largest integer that does not exceed a. Error detecting
capability, on the other hand is given by

e = dmin − 1 (13.6)

In this chapter we focus only on Hamming and Reed-Solomon codes.

13.3.1 Hamming Codes

A Hamming code is a kind of linear block codes with parameters n = 2m − 1
(codeword length) and k = 2m − m − 1 (information sequence length), for
m ≥ 3. The Hamming distance of these codes is 3, independent of the value
of m. Therefore, the error correcting and detecting capability of Hamming
codes are t = 1 and e = 2, respectively, meaning that they can detect two or
fewer errors and correct single errors within a block. Assuming hard decision
decoding, the bit error probability can be calculated as [25]

Pb ≈

(

1

n

) n
∑

j=2

j

(

n

j

)

pj (1− p)(n−j) (13.7)

where n is the codeword length and p is the channel symbol error probability
which depends on the modulation scheme and channel properties, given by
(13.2) for M-PSK modulation over an AWGN channel.

13.3.2 Reed-Solomon (RS) Codes

Reed-Solomon (RS) is a kind of cyclic block codes which has found a wide
variety of applications such as communication and data storage systems. RS
codes can achieve a very large Hamming distance, which enables the decoder
to correct the entire symbol even if all the bits within a symbol are corrupted.
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This is why they are commonly used in wireless communications where burst
noise is a common phenomenon because of multi-path fading. Reed-Solomon
codes are 2m-ary (n, k) BCH codes with the Hamming distance of dmin =
n− k+ 1 = 2t+ 1, where n = 2m − 1, k = 2m − 2t− 1, and 1 ≤ t ≤ 2m−1 − 1
is the maximum number of symbol errors that can be corrected. For example,
a 31-error correcting RS (127,65) is a Reed-Solomon code in which n = 127,
k = 65, m = 7, t = 31, and dmin = 63. Assuming hard decision decoding, the
RS bit error probability in terms of the channel symbol error probability, p,
is approximated as [12]

Pb ≈

(

1

2m − 1

) 2m−1
∑

j=t+1

j

(

2m − 1

j

)

pj (1− p)
(2m−1−j)

(13.8)

Figure 2 in [12] shows the bit error probability of M-PSK modulation over
an AWGN channel with respect to SNR per bit, for different values of M
and for three different scenarios: 1. without using channel coding, 2. using
Hamming (7,4), and 3. using RS (31,16) with t = 7. It is shown that for a
specific channel condition (SNR per bit), the bit error performance gets worse
as M increases. This is due to the fact that for a larger M, the Euclidean
distance between the modulation symbols decreases and the probability that
the receiver estimates a wrong codeword increases. Also, it can be seen that,
utilizing channel coding improves the bit error performance significantly, as
predicted. Finally, we note that RS (31,16) demonstrates a better performance
than Hamming (7,4). This result is also quite predictable because the hamming
distance of the Hamming code (7,4) is 3, but that of the RS(31,16) is 15, giving
more power to the decoder to detect and correct the errors.

13.3.3 Cross-Layer Design

As mentioned earlier, using the channel coding technique can reduce the
packet error rate significantly. This technique, along with already discussed
variables (the transmission rate and link layer retransmissions) helps to control
the packet error rate. On the other hand, in channel coding, the information
redundancy increases the length of the source coding packets. As mentioned
above, increasing the packets length results in more energy consumption and
delay. Therefore, it is possible that using channel coding, the total energy
consumption and delay increases. However, this is not true because the total
energy consumption and delay depend also on the transmission rate. Because
the packet error rate reduces significantly with the help of channel coding,
higher transmission rates can be allocated to the transmitters, thus reducing
the overall energy consumption and latency and increasing the information
efficiency at the decoder end. Furthermore, the channel coding can improve
the energy efficiency by reducing the number of retransmissions.
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13.4 Information Efficiency Optimization Problem For-
mulation

The problem is to find the optimal parent node (DSC data dependency), ψi,
and transmission rate, ri, as well as retransmission limit, mi, for each DSC
sensor node, which maximize the information efficiency which is defined as the
correctly decoded DSC information bits (data quality gain) per unit of energy
consumption, subject to a total delay constraint. The overall optimization
problem can be formulated as follows [27]

{ψi, ri,mi} = argmax

(

E [IQ]
∑

iEi

)

(13.9)

subject to
∑

i

Ti ≤ Tmax (13.10)

where E [IQ] is the expected total information quality and (E [IQ] /ΣiEi)
is defined as information efficiency at the receiver end. In this joint design,
the resource allocation strategies work with the DSC and channel coding to
improve the overall network performance, in terms of information efficiency. In
fact, an ideal UEP scenario can be achieved by allocating lower rate and more
retransmissions to side information packets and higher rate and less number
of retransmissions to those less important packets. The variable source coding
rates at each node due to DSC require the efficient support at the lower link
and physical layers.

It is worth mentioning that, the full design of DSC, channel coding and
resource allocation is a cross-layer design and like other cross-layer designs in
wireless sensor networks, there is a tradeoff between the design complexity,
system compatibility and adaptability, and performance enhancement [16].
The complexity related to the proposed resource optimization and control
is not ignorable in resource-constrained devices. It is important to reduce
the size of control variable space (transmission rate and maximum number
of retransmissions) without greatly degrading the optimization performance.
The approach described in [12] is basically initializing all the factors to the
most robust ones, i.e., minimum transmission rate and maximum number of
retry limits, calculating the information efficiency and total delay based on
these values and recording the results, starting to increase the transmission
rate and decrease the retry limits, recalculating the information efficiency and
total delay and comparing the new results with older ones and finally, choosing
the set of control variables which result in the maximum information efficiency
while satisfying the delay constraints. The readers can be referred to [12] for
further details on solving the optimization problem.
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13.5 Cross-Layer Design Performance

Extensive simulation results are shown in figures 3-9 in [12] on the performance
analysis of the described joint design of DSC, resource allocation and chan-
nel coding, for different scenarios, using two channel codes, Hamming (7,4)
and RS(31,16). The summary of the simulation results includes: 1. When the
channel condition is not so good (SNR = 5 dB), applying the channel coding
technique improves the information efficiency of the network significantly (For
some values of the maximum latency budget this improvement reaches 300%).
But, when the channel condition improves (SNR = 15 dB), the information
efficiency of both coded schemes is approximately equal to that of the uncoded
scheme and the effect of applying the channel coding technique will become
as low as 11%. This is because using channel coding does not improve the
packet error rate significantly in good channel conditions, and on the other
hand, it affects the energy consumption and delay by increasing the packet
length. The information efficiency with respect to the channel condition (in
SNR per bit) is shown in Fig. 7 in [12]. It is observed that, up to SNR ≈ 8 dB,
using channel coding improves the information efficiency, but for SNR values
more than 8 dB, fairly no improvement is achieved by utilizing channel cod-
ing. This introduces the idea of selective channel coding proposed in [13] and
described in the next subsection. The information efficiency with respect to
the number of nodes in the network is also shown in figures 8 and 9 in [12].
It is observed that, information efficiency decreases with the increase in the
number of nodes. This is because of the increased traffic amount and less error
resilient DSC coding dependency due to a longer data gathering chain.

13.5.1 Selective Channel Coding

The idea of selective channel coding is to encode the data packets only when
the current channel condition is bad, i.e., low SNR. Therefore, when the chan-
nel SNR is high, the source node sends the packet without applying the channel
coding technique. A threshold value for SNR should also be declared, based
on which the sensor node can decide which value of SNR is low and which one
is high. Note that, the SNR can be monitored at the receiver and the sender
can estimate the SNR through acknowledgement packets from the receiver.

Using this technique, the optimization problem can be formulated as [13]

{ψi, ri,mi, αi} = argmax

(

E [IQ]
∑

iEi

)

(13.11)

subject to
∑

i

Ti ≤ Tmax (13.12)

where αi is the number of selected data blocks for channel coding, transmit-
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ted by node i. The goal of this optimization problem is to find the number of
encoded data blocks related to each node, along with other parameters dis-
cussed above, to maximize the information efficiency, while meeting the delay
requirements. Solving this optimization problem is similar to the previous one.
The performance of this scheme is also investigated in [13] through extensive
simulations, using the SNR threshold value of 8 dB. In fact, the effect of se-
lective channel coding is analyzed by comparing its performance with that
of the full channel coding (Figures 3 and 4 in [13]). It is shown that, using
selective channel coding further improves the network performance in terms
of information efficiency.

13.6 Conclusions

Industrial WSNs require reliable and robust communications to support many
applications. In this chapter, we introduced a cross-layer solution that jointly
designs channel coding, resource allocation with DSC to improve the perfor-
mance of industrial WSNs. The cross-layer solution not only improves the
reliability of data transmissions, but also can improve the energy efficiency
while meeting strict latency requirements. Compared with the existing solu-
tions, the approach described in this chapter is optimal. Further, we discussed
a novel selective channel coding scheme which can choose either appropriate
channel coding or resource allocation based on the various channel conditions.
The simulation studies show the effectiveness of the proposed cross-layer de-
sign.
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14.1 Introduction

Wireless sensor networks (WSNs) consist of a large number of autonomous
devices that are spatially distributed to monitor physical or environmental
conditions. WSNs can be deployed anywhere and do not require heavy infras-
tructure or wires. Such flexibility and inexpensive deployment motivate their
wide adoption, notably by industrial applications. WSNs are then used to
monitor and control industrial processes, assets, and physical environments,
as well as to track mobile workers and monitor their health.

In industries, the vertical integration is in the path to be replaced by
more open and flexible structures, in which integration with other networks
(e.g., Internet) and interoperability between different federated domains (with
the all-IP paradigm [15]) become standard practice in industrial applications.
In this context, security is of greater concern, when integrating WSNs into
industrial applications; however, performance and usability aspects are still
to be taken with great attention when designing security solutions for WSNs.

From the industrial and research communities perspective, designing secu-
rity techniques for WSNs has drawn strong attention. Efforts in the research
literature and a number of standardization bodies (e.g., IETF) have focused
on security techniques that aim at securing the operation of the WSN at the
network level. With this respect, this chapter presents a comprehensive state
of the art of the network security protocols and standards proposed for in-
dustrial WSNs that aim at securing the operation of the sensor node, as the
central element of a WSN, at different points of its lifecycle. Specifically, it
focuses on authentication, network access control, key management, identity
management (privacy protection), and security maintenance mechanisms.

14.2 Industrial Wireless Sensor Networks

The introduction of WSNs in the industry has been motivated by the re-
duced cost, complexity, and time of their deployment and operation. Besides
this financial incentive, other aspects like safety, worker health, and environ-
ment protection benefit from their introduction. The research efforts around
industrial WSNs are still active and growing. Nevertheless, real deployment
of WSNs within industrial applications has been already enabled in practice.
The following section first describes the security operations required during
the lifecycle of a sensor, and then it gives an example of an industrial WSN:
the smart metering approach [45].
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FIGURE 14.1
Main security operations (highlighted) during the lifecycle of a sensor.

14.2.1 Lifecycle of a Sensor

The network security operations that each sensor node in the WSN should
accomplish are the set of mechanisms applied at the network layer to provide
trusted operation of the WSN. Mechanisms range from routing and network
protections to link-layer protections. The network security operations are not
dependent on the sensor functionalities (e.g., temperature, humidity, position,
pressure, vibration sensors), but on the features that these sensors have (e.g.,
mobility patterns, density, privacy protection). These security operations are
required at different points during the lifetime of a sensor [13] (Figure 14.1).

14.2.2 Wireless Sensor Networks for Smart Energy Supply
and Demand Optimization

The smart metering approach consists in deploying sensors (i.e., smart me-
ters) within households that communicate to an energy suppliers control sys-
tem (refer to Figure 14.2). Sensors report information about customer energy
consumption to the control system. On the other hand, they also provide
information to customers about the quantity of energy they are using, the
overall electrical demand in their region, and the spot price of electricity that
will impact their bill.

The approach calls for several security services. First of all, customer equip-
ment (i.e., the smart meter) is remote-control enabled. Therefore, it is prone
to remote attacks, in particular to DoS (Denial of Service) attacks. There-
fore, authentication of the provenance of commands to customer equipment
is another strong requirement.
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FIGURE 14.2
The smart metering approach.

In the electrical industry, lifetime of equipment is estimated to be 30 years.
Customer devices lifetimes are meant to approach this threshold. But due to
the rapid evolution of the ICT industry in recent years, it is not feasible. It
presents major issues not only on the reliability of equipment but also for
the long term security of the system. If a customer owns ten-year-old devices,
the external computing industry will have progressed and attacks that were
not envisaged at the time when the systems were initially designed will be-
come available. Therefore another key challenge of this scenario is the remote
management of the authentication key and security model of the customer
devices.

The information about customer energy profile allows the energy supplier
to act accordingly with respect to energy supply. However, in Europe the
confidentiality of the consumer information is ensured by national regulators.
A key challenge of this scenario is the consumers’ privacy preservation, while
enabling the electricity supplier to adapt the energy demand to the supplier.

14.3 Security Challenges in Industrial Wireless Sensor
Networks

Generally, security issues are not handled independently, a tradedoff with us-
ability and performance should be addressed (Figure 14.3). Indeed, sensor
nodes are known to be resource-limited devices (CPU, memory, battery, com-
munications, etc.). Some of them may be mobile, and may require then to
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FIGURE 14.3
Security challenges.

re-authenticate to gain access to the WSN or to a new WSN at a different
administrative domain. Because of their mobility or failure of some other net-
work nodes, some sensor nodes may fail to reach the application infrastructure.
Additionally, the industrial application may require that sensor nodes should
be privacy protected. All these concerns inherent to the WSN or needed by
industrial applications should be addressed by the proposed security solutions
intended for the industrial WSN. These concerns are discussed in the follow-
ing sub-sections and reflect the security challenges associated with industrial
WSNs.

14.3.1 Resource Constraints

Sensor nodes are resource-constrained devices in terms of battery life, CPU ca-
pability, and memory capacity. Enabling WSNs with security may increase the
overhead in sensor node resource consumption. For example, supplementing a
node message containing a set command (e.g., 1 bit) with integrity protection
(e.g., 128 bit-MAC) increases the message size by approximately 100 times.
With respect to cryptographic primitives, low cost primitives (e.g., symmetric
cryptographic algorithms, hash algorithms) are privileged to build security
protocols. Also, since wireless communication is the more expensive opera-
tion for a sensor from energy point of view, security protocols should be built
requiring limited bandwidth (e.g., reduced number of exchanged messages,
small packet size).
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14.3.2 Scalability

Since sensor nodes are manufactured as cheap and small devices, they are
generally deployed in large scale and densely within the WSN. If security
operations should be performed for each of these sensor nodes, these opera-
tions may become complex and impractical. In order to distribute the load of
security overhead, sensors could be organized into clusters (e.g., using cluster-
heads, cluster keys) and sub-divisions of clusters.

14.3.3 Mobility Support

Some industrial applications require sensor nodes to be mobile (e.g., sensors
attached to workers). Nodes may move within the same WSN and connect
to new neighbor nodes, or move to another WSN. In the first case, security
operations may require to be quickly performed, depending on the sensor
mobility pattern. In the second case, the visited WSN may be subscribed
to an administrative domain different from the one to which subscribed the
moving nodes. In this case, the security solutions should support cross-domain
capability.

14.3.4 Intermittent Connectivity

WSNs have generally dynamic network topologies due to potential node break-
down or mobility. Moreover, some nodes may fail to route communications
because they entered a sleep mode or their battery depleted, which results
in unreliable communications between sensor nodes and the application in-
frastructure. As another result of such intermittent connectivity, reliance of
security operations on servers located in a remote infrastructure should be
limited.

14.3.5 Privacy

Privacy protection becomes more and more an important issue in industrial
applications, in particular if sensor nodes move across different administra-
tive domains. Sensor nodes handle sensitive data and contextual information
(e.g., worker/consumer identity, location) that should be kept secret to the
outside world. Security protocols should be then built with privacy-preserving
techniques.
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14.4 Authentication and Network Access Control

Before the application starts running, the first operation performed by the
sensor node is an initial authentication to the WSN through a bootstrapping
operation. Whenever the sensor node reconnects to the WSN in a regular-basis
or because of, for instance, of mobility or network node failure, it performs a
network access authentication followed by a key-generating method to enforce
network access control at lower layers.

14.4.1 Bootstrapping

When first deployed in the network, sensors should be bootstrapped prior to
their normal operation in the network. The IETF Internet draft [41] defines
bootstrapping as the transfer of settings (e.g., wireless channels, network ad-
dresses, link-layer keys, and application keys) to nodes at all their layers. The
draft presents methods for bootstrapping that rely on initial authentication
based on public keys that may be certified by a certification authority, before
establishing symmetric keys used for subsequent authentications. The draft
proposes also for authentication to use cryptographically generated addresses
(CGAs) for address ownership verification. The use of CGAs requires execut-
ing the protocol SeND [4] (Secure Neighbor Discovery, RFC 3971). Based on
the use of a CGA, a random interface identifier is bound to a public key, thus
providing a proof of interface identifier ownership, but without a guarantee of
network prefix ownership. CRYPTRON in [21] proposes to extend the concept
of CGA towards network prefixes for routers using long cryptographically gen-
erated sub-prefixes. The public key is then bound to the prefix of the network
address.

As discussed in [41], an asymmetric key-based authentication protocol like
EAP or HIP-DEX can be used to bootstrap a WSN node. Subsequent au-
thentications are performed based on the symmetric key generated following
the bootstrapping operation. In the ETSI M2M specification [3], the M2M
device derives connection keys with every authentication operation that serve
themselves to derive application keys based on a key hierarchy structure. The
specification provides examples of methods for M2M service bootstrapping
which are either based on access network layer (e.g., GBA, EAP-SIM/AKA)
or independent of the network layer (e.g., EAP-TLS, EAP-IBAKE).

The node may not reach the network directly; it may rely on other nodes
in the path to the gateway (or the sink). Once bootstrapped, these interme-
diary nodes acquire the PANA Relay Element functionality, as described in
[11]. Their immediate neighbors can then perform their own bootstrapping
procedure through them. As per the bootstrapping itself, it occurs as multi-
ple expanding rings centered on the PANA authentication Agent (PAA). The
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first nodes to be bootstrapped are those that are one IP hop away from the
PAA.

14.4.2 Authentication and Network Access Control

In WSNs, it is critical to restrict the network access only to eligible sensors,
while messages from unauthorized nodes will not be forwarded. Otherwise,
the network may be vulnerable to denial-of-service (DoS) attacks that aim
at resource depletion at sensor devices. To gain access to the network, nodes
generally perform an authentication operation with a remote infrastructure.
Due to the intermittent connectivity of nodes, network authentication may
not be required, only network access control is reinforced within the WSN.
Authentication takes place then between two neighboring sensor nodes.

Since authentication is performed more often than bootstrapping, authen-
tication schemes are generally based on simple symmetric cryptographic prim-
itives to be suitable to WSNs with their limited-computational resources. Au-
thentication between the sensor node and the network generally relies on a
centralized trusted authority (e.g., EAP-PSK [43], [48]). For instance, the au-
thentication scheme in [48] allows the mutual authentication between a mobile
user agent and a sensor node. The scheme adopts the Kerberos-like protocol;
however, it does not require synchronization, and provides privacy protection.

For authentication between sensor nodes within the same WSN, the proto-
col in [8] allows nodes to authenticate to their neighbors based on challenge-
response tuples that are pre-calculated beforehand with a key that is later
erased. It uses a key hash chain for authentication of nodes similarly to TESLA
(version adapted to WSNs [25]). The responsibility of network access control
can be delegated to a coalition of nodes close to the authenticating node. In
[27], a threshold number of them enable the node and its intermediary neigh-
bor to authenticate to each other and at the same time compute a shared sym-
metric key. Network-wide keys can be also envisioned. Standards like ZigBee
and Bluetooth use symmetric encryption for network authentication whereby
two nodes can mutually authenticate each other by using random challenges
with responses based on a secret key.

Network access schemes have been also proposed at lower layers (e.g., [51],
[17]) providing hop-by-hop authentication. For instance, with LHAP [51], a
node joining the network needs to perform first TESLA localized broadcast
operations to bootstrap trust relationship with its neighbors. Then, the node
switches to one-way key chains for traffic authentication.

14.4.3 Mobility-Supported Authentication

Because of their mobility, nodes generally move from a position where they
have been authenticated to the network to another new position where they
need to perform again an authentication procedure. The authentication pro-
cedure caused by node mobility is called re-authentication.
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To address handover latency requirements, the IETF RFC 5836 [36] dis-
cusses quick re-authentication of a mobile device roaming from one attachment
point to another using either security context transfer or early EAP authen-
tication. Horizontal context transfer between attachment points is quickly
reviewed, and discarded for security reasons (e.g., the domino effect). Vertical
transfer of reusable keys from the EAP server to the new attachment point
is considered interesting, and studied in detail. Within this latter model, the
EAP Re-authentication Protocol (ERP) [33] has been proposed to allow fast
device pre-authentication based only on two message exchanges. The IETF
RFC 5873 [35] on PANA pre-authentication support defines extensions to the
PANA protocol to carry EAP messages related to pre-authentication. It is
supposed to work in the direct pre-authentication model as defined in RFC
5836, and therefore, describes exchanges between the PANA client and a can-
didate PANA authentication agent. As another early authentication model,
the Authenticated Anticipatory Keying (AAK) scheme in [6] proposes to es-
tablish cryptographic keying material between a mobile device and one or
more candidate attachment points (CAPs) before the device handovers to
them. The serving attachment point (SAP) is involved in EAP authenticated
anticipatory keying signaling communicated through the AAA server.

Secure schemes based on horizontal context transfer between attachment
points (APs) without the involvement of the remote authentication server have
been proposed in the literature (e.g., [24], [20], [46], [29]). For instance, the
proactive key distribution (PKD) approach in [24] for fast re-authentication
within IEEE 802.11i authentication framework, introduces a data structure,
named Neighbor Graph, which dynamically tracks the potential APs to which
a station may handoff. In [20], the PKD approach is security enhanced with
a ticket-based approach whereby the station generates by itself the keys and
securely sends them to the target AP through the serving AP. This enhance-
ment does not introduce considerable signalling overhead compared to the
PKD pre-authentication approach, while, ensuring the conformance with the
IEEE 802.11i security requirements. In the scheme [20], the mobile device
relies on transfer tickets generated by the serving AP that dispenses from re-
authenticating to a new AP. In the Evolved Packet System for LTE, a similar
procedure [5] of transfer of security parameters is used whereby the serving
attachment point (i.e., eNodeB) derives a new key that is transferred to the
target attachment point when handover occurs.

14.4.4 Discussion

The discussed related works draw the outline of bootstrapping and authenti-
cation procedures. Bootstrapping can be instantiated as a specific case of net-
work entry authentication. Instead of letting authentication derives an M2M
root key, as per ETSI M2M specification, bootstrapping allows deriving the
short-term shared secrets used in subsequent authentications carried out by
the sensor node. Other parameters such as the network-wide key or the clus-
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ter key (as in LEAP [50]), are derived and transported to the node. These
parameters can be transported end-to-end or hop-by-hop through other net-
work entities (e.g., PANA authentication Agent, PANA Enforcement Points).
These parameters are used to enforce the network access control within the
WSN.

With the urge to all-IP communications, authentications and bootstrap-
ping could be performed at higher layers. For example, PANA over UDP could
be chosen as the transport protocol for EAP instead of lower layer protocols,
e.g., 802.1x.

14.5 Key Management

Keys are required to be established to protect security associations for each
communicating node, each group of nodes, and each layer. At the initialization
phase, nodes share an initial key using key pre-distribution scheme. These keys
are either installed at nodes before their deployment in the WSN or derived
following a bootstrapping operation. Whenever a new node joins or another
one leaves the network, re-keying of shared keys is needed to provide backward
and forward secrecy. Keys should be also refreshed periodically to mitigate
their compromission.

14.5.1 Key Pre-distribution

A key management solution may rely on network-wide keys. As proposed in
[22], the master-key is used in combination with random nonces exchanged by
nodes, in order to establish a session key. With this solution, the compromis-
sion of one node triggers re-keying operation at all nodes in the network.

The use of pair-wise private keys allows each pair of nodes to share a se-
cret; however, it requires the pre-distribution and storage of n -1 keys in each
node (where n is the number of nodes in the WSN). Due to the large amount
of memory required, pair-wise schemes are not viable when the network size
is large. Probabilistic schemes (e.g., [9], [7], [14]) whereby each node receives
only a subset of the keys are used instead. The probabilistic scheme in [9] al-
lows nodes to share pair-wise keys. But, it guarantees that any two nodes with
IDs at one unit Hamming distance from each other are able to share a com-
mon secret key. Perfect connectivity is not guaranteed but it can be achieved
if the scheme uses for instance location information. A location-aware scheme
is thus proposed in [9]. Perfect connectivity can be achieved with the scheme
of Gupta and Kuri in [14] where the network is represented by a fully con-
nected graph, which is static though. Standards like ZigBee 2007 [49] provides
also perfect connectivity based on network-wide keys (Symmetric-Key Key
Establishment-SKKE approach). The common secret key shared between two
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nodes is computed based on exchanged-randomly-generated challenges and
using the master key that may be either pre-installed or transported from the
remote trust center. Other approaches are provided in the ZigBee application
profile, like the Public-Key Key Establishment (PKKE) and the Certificate-
Based Key Establishment (CBKE) which allow establishing a key based on
shared static and ephemeral public keys. Keys shared between nodes can be
discovered based on the exchange of key IDs. The probabilistic scheme in [7]
proposes to combine identity-based cryptography with probabilistic random
key pre-distribution. In the proposed scheme, nodes do not exchange key IDs
but instead these IDs are derived from the identity of their holders. Key IDs
are discovered through routing information or other practical means.

14.5.2 Key Update

The shared key between two nodes should be continuously refreshed in order
to mitigate key compromission. Keys could be refreshed by means of frequent
fast re-authentication with the authentication authority (e.g., the key hierar-
chy for the ETSI M2M service layer [3]). For scalability considerations, the key
management scheme proposed in [28] relies on a spanning tree for key update
triggered by the base station, when this latter, for instance, detects malicious
or captured nodes. However, the solution is not applicable for a mobile net-
work, i.e., sensor nodes are assumed static; otherwise the spanning tree should
be established often which incurs considerable bandwidth overhead in the net-
work. Two neighboring nodes can refresh their shared keys on a regular-basis
without the involvement of the base station. In the key evolution scheme in
[26], nodes renew continuously their shared keys by changing keys based on
the initial key values and also the exchanged messages. Moreover, nodes may
use different keys for sending and receiving messages.

14.5.3 Discussion

From the discussed literature, different models for key management are pro-
posed and applicable for different types of WSNs. If the WSN is composed
of sparse nodes, key management could be handled by the remote key man-
agement authority. On the other hand, for dense WSNs, nodes may rather
manage their keys and refresh them by themselves. In this case, probabilis-
tic pre-distribution of keys could be envisioned to bootstrap communication
between neighboring nodes. Not only pair-wise keys could be used, cluster
and network-wide keys should be also considered. Cluster keys could serve for
local broadcast communication and to refresh keys at the cluster level. The
network key serves for network access control (e.g., ZigBee).
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14.6 Security Maintenance

During the lifetime of a sensor, security mechanisms (e.g., keys, trusted iden-
tities addresses, firmware) may need to be upgraded. Most of the work in se-
curity mechanism update focuses on key management. Some efforts have been
made to study firmware update, but aimed at providing firmware dissemi-
nation reliability or at minimizing update messages. Even tough, less effort
is devoted to security of firmware update, some schemes, notably related to
securing the Deluge protocol [18], have been proposed.

14.6.1 Software Update

In WSNs, Deluge [18] is the widely used protocol for network re-programming.
The Deluge protocol divides the program into pages that are divided into
packets. Then, program packets are propagated in the network in a multi-hop
fashion. To efficiently authenticate the program packets, the scheme in [44]
proposes to include in each propagated page an authentication segment and
a key update segment. Based on multiple one-way hash chains, the authen-
tication segment comprises a hash of the program page along with a chain
key. The key update segment allows authenticating the used key based on the
key used in the previous sent page. The first page will be associated with the
commitment hash chain key stored at sensors. To prevent man-in-the-middle
attacks due to multi-hop programming, nodes are divided into different groups
according to their hop distance from the base station, and each node group
uses a different hash chain.

In Deluge, since packets are propagated hop-by-hop and only a whole page
is authenticated at once, a compromised node may send a bogus packet to the
next hop neighbor nodes, thus making them fail in decoding a correct page.
Cryptographic mechanisms to authenticate neighbors may not be sufficient,
if nodes have been compromised and not detected yet. The Sreluge protocol
[23] based on Rateless Deluge proposes mechanisms to prevent such attacks,
known as pollution attacks, based on neighbor classification system and a time
series forecasting technique to isolate polluters, and a combinatorial technique
to decode data packets in the presence of polluters before the isolation is
complete.

14.6.2 Discussion

For now, security mechanism update is performed hop-by-hop and protected
based on link-layer security. The main security issues associated with mecha-
nisms update are related to the local broadcast authentication of the received
messages. Solutions have been proposed to provide end-to-end authentication
at least at one-side (i.e., from the source node), even though such authen-
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tication is not packet-level granular since update propagation is realized at
lower-layers.

14.7 Privacy Management

To ensure sensor privacy, several elements should be protected. Sensor identity
(ID), along with the contextual information (e.g., location) that can be derived
from sensor traffic, should be hidden to any attacker in the network e.g., an
eavesdropper. Privacy protection can be provided with ID randomization (e.g.,
pseudonymity) or traffic randomization techniques.

14.7.1 Pseudonymity

To hide identities of sensors, it is not practical to encrypt node IDs using
pair-wise keys shared between communicating nodes. The repeated encryption
and decryption of IDs at each received packet are consuming operations for
resource constrained sensor nodes. A more convenient solution is to rely on
pseudonymous IDs. For each privacy protected sensor, pseudonyms are used
to replace the common identifiers and addresses present in the fields of its
transmitted packets’ headers, such that packets appear unlinkable to the very
sensor. Moreover, to achieve unlinkability between communications originating
from the same sensor, pseudonyms are frequently changed at the different
levels of the network stack.

The IETF RFC 4941 [34] on Privacy Extensions for Stateless Address Au-
toconfiguration in IPv6 proposes to use temporary addresses generated based
on random interface identifiers. A temporary address has to be used for a
limited short time and is associated with the connections being carried out.
Whenever it expires, another freshly-generated temporary address is used for
the new connections. CALM (Continuous Air interface for Long and Medium
distance) in [2] provides a location privacy for anti-tracking protection sys-
tem, based on MAC address randomization. It suggests relying on cross-layer
synchronization for the anonymization system where security certificates are
periodically changed.

The MOBIKE [12] extension to IKE allows a mobile or multi-homed host
to update its IP addresses associated with ongoing IKE and IPsec security
associations (SAs). Either, the host sends an informational request using the
new address and containing the notification of the updated address, or it in-
cludes proactively one or more notifications of additional addresses in the IKE
authentication exchange. When updating addresses, MOBIKE takes into ac-
count security considerations like using a “return routability” check performed
by the responder to verify the addresses provided by the host. If the addresses
are frequently changed to provide privacy, the mechanism requires at least
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two additional handshakes to check every used pseudonymous address. The
mechanism is therefore not practical for frequently changing pseudonymous
IP addresses.

Random identifiers provide anonymity, but they do not allow destination
nodes to identify the sender at least at the application level, unless they have
a trapdoor (i.e., a secret information) allowing them to link the random iden-
tifiers to the sender.

In the Simple Anonymity Scheme (SAS) [31], sensor nodes are associated
with pseudonym ranges pre-assigned to them by an authority entity. If a sensor
wants to send a message to its neighbor, it uses a random pseudonym from
the appropriate range. Rather than storing a large number of pseudonyms,
sensor nodes can generate them based on shared keys, as proposed in the
Cryptographic Anonymity Scheme (CAS) [30]. Between both schemes, a hy-
brid approach could be considered whereby keys for pseudonym generation
and pre-assigned pseudonyms may be both used, in order to achieve a certain
tradeoff between CPU usage and memory efficiency. Similarly to CAS [30],
in the first method of [37], sensor pseudonyms are dynamically changed by
means of keyed one-way hash chains. The second method in [37] uses the chain
in the reverse order. The advantage of this second method over CAS is that,
if the keys are compromised, the attacker cannot impersonate the sensor.

In these latter schemes ([37], [31], and [30]), pseudonyms are secretly shared
between sensor nodes from the same WSN. Credentials e.g., keys, pseudonym
ranges, are either pre-distributed to nodes or securely provided to them
through a remote authority entity. For instance, the multi-layered pseudonym
architecture proposed in [39] is built with the aim to provide user privacy
during initial EAP authentication and during fast handoff process. Three dif-
ferent types of pseudonyms are used depending on the type of the server to
which the node authenticates. A bootstrapping pseudonym is used during the
bootstrapping phase or during peer authentication with its home server. A
home authentication pseudonym is used during node re-authentication to its
home domain. And finally, a visited authentication pseudonym is used during
node handoff to a visited domain. The distribution of pseudonyms is protected
thanks to a tunneled method of the authentication protocol EAP. Each dif-
ferent server will control the generation of the pseudonyms associated with
its node authentication process. It may be not have knowledge of the used
pseudonyms related to other servers.

14.7.2 Anonymization Techniques

Even though, sensor ID might be sufficiently concealed, sensors may still leak
sensitive contextual information associated with sensor current status (e.g.,
indication of battery level or CPU load) or the location and timing of events.
Such information may be sufficient to deanonymize the sensor. To hide this
type of information, some noise can be introduced into the sensor traffic to
distort the leaked information.



Network Security in Industrial Wireless Sensor Networks 311

Traffic sources can be protected by using fake sources and bogus mes-
sages introduced into the network. For instance, to prevent traffic analysis,
the authors of [10] proposes to make each sensor send messages at a con-
stant rate, and thus produce random messages. The authors of [16] propose
to add random delays to message transmissions at each intermediate sensor.
The technique does not need dummy messages; but, it is not practical for net-
works with minimal traffic. Message flooding techniques (e.g., [38]) have been
also proposed, where messages are flooded into the network to reach the sink.
Random walk and path confusion techniques (e.g., [47]) allow hiding traffic
sources location. However, these two latter types of techniques produce high
communication overhead.

Attacks against sensor privacy may target different layers. Anonymization
at the network layer should be therefore envisioned, to prevent attackers from
tracking sensors using the network identifier (e.g., IP address). Approaches for
hiding network IDs like Crows [40] or Tor [1] have not yet adapted to the WSN
context; even though, some efforts have been undertaken like AnonySense
([19], [42]) to anonymize sensor network IDs using Tor and Mixmaster [32].
Still, the proposed approach suffers from high latency, which depends on the
population of MIX users and the data flow rate.

14.7.3 Discussion

When used for privacy protection, temporary pseudonyms should be mutu-
ally verifiable by the two end communicating entities. However, end-to-end
anonymous communication is only possible at the expense of performance,
since routing tables should be frequently changed and filled with the newly
changed pseudonyms. Also, achieving security entails more performance con-
sideration, since end-to-end anonymous nodes are required to authenticate
again to gain access to the network. Pseudonyms should be then verifiable by
at least some of the intermediary entities e.g., forwarding nodes, routers, gate-
ways, access points, authentication server. Along with the ID anonymization
system, a resolution counterpart should be then implemented. As for traf-
fic anonymization techniques, they generally result in high latency and large
communication overhead and are difficult to be adapted to the WSN context.
In particular, in a large scale and dense network, communication capabilities
are a limiting factor. Repeated collisions caused by traffic anonymization may
result in resource exhaustion at sensors.

14.8 Conclusions

This book chapter surveys the security solutions proposed in the context of
WSNs with the aim to study their integration into industrial applications.
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A particular focus is put on network authentication and access control, key
management, firmware update, and privacy protection solutions. The chapter
discusses their applicability in the industrial domain based on a number of
derived security challenges associated with this type of applications, which
demonstrates that significant progress has been made toward acceptable and
integrated solutions to secure industrial WSNs.

The research community has defined several security mechanisms for
WSNs. Standardization efforts (e.g., 3GPP, ETSI, IETF) are ongoing to in-
corporate and interoperate security protocols and techniques. At the same
time, investigations are still under way regarding other aspects of industrial
networks:

• Mobile devices may move within a multi-domain setting; even initial authen-
tication of devices may require, in some industrial scenarios, to be performed
across a different domain network (e.g., cellular networks).

• Heterogeneity of nodes within the WSN is not deeply explored whereby more
powerful nodes assist less powerful nodes. For example, a trusted module
(e.g., Hardware Security Module) may be installed at some nodes and used
to reinforce the security of the other nodes lacking such trusted module.

• The role of network entities (e.g., gateways, cluster-heads) with respect to
security is not well defined. For example, in some scenarios where end-to-end
security could not be provided because of protocol translation problem, a
private gateway may share security credentials with nodes and the infras-
tructure and step between them to secure communications (i.e., decrypting
and then encrypting with the appropriate keys).

• If the WSNs, like the Internet-of-Things and Machine type communications,
would evolve toward the all-IP paradigm [15], the proposed security mech-
anisms should eventually support protocol translation in order to provide
end-to-end security (e.g., tunnel mode in EAP, PANA).

• As for application layer security, the network security could be used to es-
tablish application keys (e.g., [3]) between nodes in the WSN, due to the
limitation of resources within these networks. Sharing security mechanisms
between layers could include, along the keying materials, common security
mechanisms. For example, a bootstrapping or authentication network oper-
ation is performed once for all layers.

• Demonstrations of the feasibility of the security mechanisms are generally
provided; but rare are implementations of the overall system operations
through test beds. Such test beds are necessary for the extensive performance
evaluation of the secure industrial WSN.
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[32] U. Möller, L. Cottrell, P. Palfrader, and L. Sassaman. Mixmaster proto-
col, version 3. IETF Internet Draft.

[33] V. Narayanan and L. Dondeti. EAP extensions for EAP re-authentication
protocol (ERP). IETF RFC 5296, August 2008.

[34] T. Narten, R. Draves, and S. Krishnan. Privacy extensions for stateless
address autoconfiguration in IPv6. IETF RFC 4941, September 2007.

[35] Y. Ohba. Pre-authentication support for PANA. IETF RFC 5873.

[36] Y. Ohba and G. Zorn. Extensible authentication protocol (EAP) early
authentication problem statement. IETF RFC 5836.



316 References

[37] Y. Ouyang, Z. Le, Y. Xu, N. Triandopoulos, S. Zhang, J. Ford, and
F. Makedon. Providing anonymity in wireless sensor networks. In The
IEEE International Conference on Pervasive Services, pages 145–148,
Istanbul, Turkey, July 2007.

[38] C. Ozturk, Y. Zhang, and W. Trappe. Source-location privacy in energy-
constrained sensor network routing. In ACM, editor, The 2nd ACM work-
shop on Security of ad hoc and sensor networks, pages 88–93, New York,
NY, USA, 2004.

[39] F. Pereniguez, G. Kambourakis, R. Marin-Lopez, S. Gritzalis, and A. F.
Gomez. Privacy-enhanced fast re-authentication for EAP-based next gen-
eration network. Computing Communications, 33, 14:1682–1694, 2010.

[40] M. Reiter and A. Rubin. Crowds: Anonymity for web transactions. ACM
Transactions on Information and System Security, 1:66–92, 1998.

[41] B. Sarikaya, Y. Ohba, R. Moskowitz, Z. Cao, and R. Cragie. Security
bootstrapping of resource-constrained devices. IETF Internet Draft, Oc-
tober 2011.

[42] M. Shin, C. Cornelius, D. Peebles, A. Kapadia, D. Kotz, and N. Trian-
dopoulos. AnonySense: A system for anonymous opportunistic sensing.
Journal of Pervasive and Mobile Computing, May 2010.

[43] D. Simon, B. Aboba, and R. Hurst. The EAP-TLS authentication pro-
tocol. IETF RFC 5216, March 2008.

[44] Hailun Tan, John Zic, Sanjay K. Jha, and Diethelm Ostry. Secure mul-
tihop network programming with multiple one-way key chains. Mobile
Computing, IEEE Transactions on Mobile Computing, 10, no. 1:16–31,
January 2011.

[45] Felix von Reischach, Nouha Oualha, Alexis Olivereau, David Bateman,
and Emil Slusanschi. Deliverable D2.1: Scenario definitions and their
threat assessment. Technical report, TWISNet: Trustworthy Wireless
Industrial Sensor Networks, March 2011.

[46] Ralf Wienzek and Rajendra Persaud. Fast re-authentication for han-
dovers in wireless communication networks. Networking, pages 556–567,
2006.

[47] Y. Xi, L. Schwiebert, and W. Shi. Preserving source location privacy in
monitoring-based wireless sensor networks. In The IEEE International
Parallel and Distributed Processing Symposium, Los Alamitos, CA, USA,
2006.



References 317

[48] Sungjune Yoon, Hyunrok Lee, Sungbae Ji, and Kwangjo Kim. A user
authentication scheme with privacy protection for wireless sensor net-
works. In The 2nd Joint Workshop on Information Security, pages 233–
244, Tokyo, Japan., 2007.
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15.1 Introduction

The need for industrial monitoring and process control has arisen with the
demand to overcome production capacity limitations, improve process effi-
ciency, comply with the environmental regulations, predict machine failures,
and precaution against natural accidents [14, 18]. Collected information from
industrial equipment is used to diagnose efficiency decreases and faults in
industrial applications. Therefore, reliable and timely information gathering
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from industrial equipment is extremely crucial to prevent possible inefficien-
cies and malfunctions in industrial applications.

Wireless monitoring and control of factory automation can provide im-
provement in productivity due to removed wires between control and sensing
entities. To this end, wireless sensor networks (WSN) [4] have been employed
to enable reliable wireless monitoring and control functionality in a wide vari-
ety of industrial applications, such as process control, precaution of industrial
accidents, smart grid, monitoring of contaminated areas, healthcare applica-
tions, and intelligent transport [18, 19]. Furthermore, delay-bounded industrial
process control, on-time diagnosis of machine faults, and machine vision are
some of the vital real-time industrial applications which require timely trans-
fer of sensed information to control devices, and these can be performed with-
out installation of wires for communication via WSN. Recently, challenges,
and design principles for deployment of WSN on the critical industrial equip-
ment are investigated to realize reliable wireless monitoring and control in
industrial applications [13]. The achievement of these benefits of WSN re-
quires advanced communication skills in time-varying and complex industrial
environments that impose significant challenges for connectivity, reliability,
latency, and energy efficiency.

Furthermore, capabilities of cognitive radio can be utilized to mitigate the
unique communication challenges of industrial applications for WSN, i.e., het-
erogeneous spectrum characteristics varying over time and space, application-
dependent quality of service (QoS) requirements, dynamic connectivity, and
node failures. With its adaptability to existing spectrum characteristics in
the deployment field, cognitive radio sensor networks (CRSN) can enhance
the overall energy and spectrum-efficient reliability performance for wireless
monitoring and control [1, 7]. CRSN nodes can send the collected information
over spectrum bands unused by licensed users in a multi-hop fashion to meet
the industrial application reliability and latency, i.e., quality of service (QoS),
requirements. Although the recent interest in WSN for industrial applications,
the employment of CRSN in industrial applications is a non-investigated area.
To the best of our knowledge, there is no extensive study of deployment of
CRSN in industrial applications. The objective of this chapter is to point out
the benefits of CRSN in industrial applications and discuss the open research
directions for this promising research area.

The remainder of this chapter is organized as follows. In Section 15.2, the
potentials of CRSN in industrial applications are introduced. In Section 15.3,
the CRSN architecture configurations in industrial applications are discussed.
Algorithm needs of CRSN for spectrum management in industrial applications
are presented in Section 15.4. The open research issues on communication
protocol development for CRSN in industrial applications are given in Section
15.5. Finally, chapter is concluded in Section 15.6.
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15.2 Advantages of CRSN for Industrial Applications

WSN communications confined to unlicensed bands may cause significant chal-
lenges in reliability and energy efficiency for industrial applications [1]. Many
sensor nodes are placed in close proximity, and actor nodes for automation
may also be a part of the deployment. In CRSN, opportunistic spectrum ac-
cess (OSA) provided by cognitive radio can assist to alleviate these challenges
due to spectrum scarcity. Wireless monitoring and control networks, such as
factory automation, intelligent transport, smart grid, and healthcare applica-
tions, can exploit the unused portions of the spectrum in the licensed bands via
the cognitive radio capability. Advantages of CRSN in industrial applications
can be outlined as

• Minimization of environmental effects : Interference from other wireless com-
munication systems, equipment noise, topology changes, and fading in indus-
trial environments yield challenging varying spectrum characteristics. There-
fore, communication delay and rate in industrial applications are both time
and location dependent for wireless links. Considering challenging wireless
link conditions, sensor nodes in industrial applications must be able to adjust
their communication parameters adaptively without requiring any modifi-
cation on communication hardware. As an industrial application of CRSN,
high pressure steam pipeline monitoring is illustrated in Figure 15.1, where

FIGURE 15.1
High pressure steam pipeline monitoring as a typical industrial application of
CRSN.
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sensor nodes are densely deployed on pipelines and exposed to shadowing
due to surrounding pipelines. With the ability of cognitive radio, sensor
nodes can adjust their communication parameters to overwhelm effects of
dense deployment and fading with minimum energy expenditure [15].

• Access to licensed spectrum bands: Various wireless communication systems
that use unlicensed bands may coexist, and different spectrum utilization
patterns can be experienced in different areas of intelligent transport sys-
tems, smart grid, and health care applications. CRSN nodes can detect and
use vacant licensed bands opportunistically without interfering with licensed
users to fulfil industrial application specific QoS needs with respect to dy-
namic spectrum conditions. Therefore, not only adaptation to wireless link
conditions is provided by cognitive radio capability, but also adaptation to
different spectrum utilization patterns in different industrial environments
is made possible.

• Heterogeneous reliable and real-time communications : Since taking the cor-
rect action on the event is highly depending on reliable estimation of event
features, latency and losses can result in making the wrong decision and lead
to malfunction of industrial equipment as well as hazardous situations for
health. Thus, required number of sensing results should be reported to the
sink within a desired interval. Requirement on number of collected sensing
results and estimation interval, i.e., QoS requirements, may show hetero-
geneity according to industrial application, e.g., while healthcare applica-
tions may use delay-tolerant communication, a building automation may
require delay-bounded communication. Real-time wireless monitoring and
control requirements of the industrial applications can be fulfilled via spec-
trum adaptation to minimize delay and jitter. Multiple CRSNs in the same
environment can share the spectrum to accomplish QoS needs of different
industrial applications. CRSN nodes can collaboratively detect unused por-
tions of the spectrum and access them to provide efficient and fair spectrum
sharing between co-existing heterogeneous sensor networks. Cognitive radio
empowers spectrum-efficient communication capability in sensor networks to
assist achievement of multi-class QoS objectives for industrial applications.

15.3 CRSN Architecture for Industrial Applications

Cognitive radio sensor nodes form a wireless communication architecture for
industrial applications over which the information obtained from the indus-
trial equipments is conveyed to the actuators or monitoring center. Main duty
of the sensor nodes is to perform sensing of the industrial equipment. CRSN
nodes also perform spectrum sensing to detect vacant portions of the spec-
trum. In accordance with the spectrum opportunities, sensor nodes transmit
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FIGURE 15.2
A typical CRSN topology coexisting with licensed users.

their event sensing results towards the sink. Sensors are also required to ex-
change information regarding spectrum conditions, and availability in indus-
trial environments. Furthermore, industrial actuator units with high power
resources, which act on the sensed event, may be part of the architecture as
well [2]. These actor nodes may perform local spectrum management, or act
as a spectrum broker. Therefore, they can be a vital part of the CRSN topol-
ogy. A typical sensor field composed of resource-constrained CRSN nodes,
actuators, and sink is illustrated in Figure 15.2.

CRSN node consists of sensing, processor, memory, power, and cognitive
radio transceiver units as shown in Figure 15.3. In specific industrial appli-
cations, CRSN nodes can be equipped with localization and mobility func-
tionalities as well. Limitations of WSN paradigm on energy, communication,
processing and memory resources are inherited by CRSN nodes. Cognitive
radio transceiver constitutes the primary distinction of a CRSN node against
a WSN node. Cognitive radio unit provides adaptation to varying spectrum
conditions via tuning its communication frequency, transmission power, and
modulation technique.

In industrial applications, CRSN may exhibit different network topologies,
and these topologies are as

• Ad Hoc CRSN : CRSN nodes deployed without any infrastructural element in
industrial applications yields an ad hoc CRSN where nodes can send their
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FIGURE 15.3
A systematic overview of CRSN node structure.

readings to the sink over multiple hops without any infrastructure. In ad
hoc CRSN, spectrum sensing may be performed by each node individually
or collaboratively. This topology brings reduced communication overhead
for control data distribution for coordination of both event and spectrum
sensing. Nevertheless, spectrum sensing results may be inaccurate due to
hidden terminal problem, and performance degradation for the licensed user
networks can be caused.

• Clustered CRSN : Coordination of spectrum sensing results, and spectrum
allocation information among CRSN nodes can be performed via a common
control channel. However, it may not be likely to find a network-wide com-
mon channel for coordination throughout the entire industrial application
network. It has been shown in [25] that finding a common channel in a cer-
tain restricted area is highly possible due to the spatial correlation of channel
availability. Therefore, a cluster-based network architecture with local com-
mon control channels is desirable for spectrum-aware clustering [24] in large-
scale industrial applications such as intelligent transport systems and smart
grid. Furthermore, industrial actor nodes may also be employed to han-
dle additional tasks such as the collection and dissemination of spectrum
availability information, and the local spectrum assignment. To this end,
new cluster-head selection and cluster formation algorithms, which jointly
addresses the resource limitations of CRSN nodes and the requirements of
industrial applications, must be developed for CRSN.

• Heterogeneous and Hierarchical CRSN : Industrial actor nodes may be in-
cluded in CRSN architecture [2]. These nodes can be used as relay nodes due
to their longer transmission range. Therefore, a heterogeneous and multi-tier



Cognitive Radio Sensor Networks in Industrial Applications 325

hierarchical topology composed of ordinary CRSN nodes, high power relay
nodes, e.g., cognitive radio actor nodes, and the sink can formed in industrial
applications distributed over a large geographical area such as intelligent
transportation and smart grid. While the actor nodes in industrial applica-
tions may be exploited for effective OSA, this heterogeneity brings additional
challenges. Sensor and actor deployment, increased communication overhead
due to hierarchical coordination, and the cognitive radio challenges for the
actor nodes are the main issues that should be addressed for realization of
this architecture.

• Mobile CRSN : Sensor nodes, industrial actuator nodes, and even sink might
be mobile depending on the industrial application and deployment scenario.
Considering the mobility of the architectural elements of CRSN, dynamic
topology challenge in industrial applications is further amplified with mo-
bile CRSN nodes. Mobility should be incorporated into communication al-
gorithms for CRSN in industrial applications. Furthermore, mobility-aware
spectrum management schemes should be devised for resource-limited CRSN
nodes, as well.

The CRSN node structure and wide range of CRSN architecture for in-
dustrial applications discussed above yield many open research issues outlined
as

• CRSN node development : One of the fundamental issues for the realization of
CRSN in industrial applications is the development of efficient, practical, and
low-cost cognitive radio sensor nodes. Considering the basic design principles
and objectives of sensor networks, as well as the inherent limitations of sensor
nodes, hardware and software design for sensor nodes with cognitive radio
capability must be extensively studied.

• Topology control : In cases where licensed user statistics for specific industrial
sites are available, node deployment strategies for industrial applications
considering spectrum availability and condition may provide considerable
improvements on the life-time and communication efficiency of the network.
Therefore, analysis of optimal node deployment for CRSN topologies in in-
dustrial applications should be performed, and, practical yet efficient de-
ployment mechanisms should be investigated.

• Clustering: Clustering and forming hierarchy incur additional communica-
tion overhead for CRSN in industrial applications. This overhead may be
amplified by the node mobility and spectrum handoff. Hence, for indus-
trial applications requiring cluster-based and hierarchical CRSN topologies,
dynamic spectrum-aware group formation [24] and maintenance techniques
should be devised.

• Collaborative spectrum access: Spectrum sensing, spectrum decision, and
spectrum handoff may be performed either individually or cooperatively by
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CRSN nodes in industrial applications. A detailed efficiency analysis for the
comparison of coordinated and uncoordinated schemes is required to assess
CRSN deployment topologies for various industrial applications.

• Network coverage: In industrial applications, connectivity of CRSN is sub-
ject to changes, even in case of uniform deployment, since node failures and
licensed user activities can disrupt event delivery to the sink. Therefore, to
maintain maximum network coverage, certain nodes may be required to in-
crease transmission power, which will increase their power expenditure. On
the other hand, connectivity at longer transmission ranges in industrial ap-
plications may be achieved with lower carrier frequency employment, which
may also help to reduce power consumption. An optimal network coverage
analysis for CRSN is needed with respect to specific industrial application
requirements. Trade-off between network life-time and communication cov-
erage must be analyzed considering spectrum management challenges, and
various CRSN deployment topologies for industrial applications.

15.4 Spectrum Management Requirements of CRSN in
Industrial Applications

Minimization of environmental effects, adaptation to varying spectrum con-
ditions, and overlay deployment of multiple sensor networks are some of the
promising advantages of CRSN in industrial applications. However, the real-
ization of CRSN in industrial applications mainly requires efficient spectrum
management functionalities to dynamically manage the spectrum access of
sensor nodes in challenging industrial communication environments. Require-
ments and research challenges for main three spectrum management func-
tionalities of cognitive radio, i.e., spectrum sensing, spectrum decision, and
spectrum mobility, are explored below for CRSN from the perspective of in-
dustrial applications.

15.4.1 Spectrum Sensing

To take advantage of spectrum sensing for CRSN, an efficient solution is
needed considering jointly sensor network resource limitations, industrial
application-specific sensing requirements, and OSA challenges. Considering
high numbers of sensor nodes in large-scale industrial applications and low-
cost requirements, it may not be feasible to equip sensor nodes with multiple
radios and highly capable processors. Therefore, sophisticated spectrum sens-
ing algorithms may not be used. Spectrum sensing should be performed with
limited node hardware, possibly using single radio. Assuming that deployed
sensor nodes in industrial applications have single radio due to their scalability
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and low-cost requirements, spectrum sensing durations should be minimized
as much as possible with the consideration of possible communication ac-
tivities and energy efficiency. There are various spectrum sensing methods,
such as energy detection, feature detection, matched filter, and interference
temperature [3]. Incorporating one or combination of these techniques, de-
termination of dynamically changing noise components in industrial applica-
tions, and modelling of their interference with respect to time and space can
be achieved. However, inherent sensor network limitations impose restrictions
on the features of cognitive radio. For instance, CRSN nodes may only per-
form spectrum sensing over a limited band of the spectrum due to processing,
power, and antenna size constraints.

In industrial applications, spectrum sensing algorithms that are designed
considering the unique challenges posed OSA and by the resource constraints
of CRSN nodes should address the following challenges:

• Hardware limitations : It is not feasible to equip CRSN nodes with highly ca-
pable processors and A/D units. Thus, complex detection algorithms cannot
be used. Spectrum sensing must be performed with limited node hardware
in industrial applications.

• Minimum sensing duration: Keeping the transceiver on even just for spec-
trum sensing will cause excessive power consumption of CRSN nodes. While
detection accuracy increases for longer durations, spectrum sensing should
be performed with minimum sensing duration.

• Reliable sensing: CRSN nodes can operate in licensed bands, unless they
do not interfere with licensed users. Spectrum sensing algorithm should be
devised to avoid interference on licensed users. Furthermore, event and spec-
trum sensing reliability should jointly be addressed [23].

Upon listed challenges for spectrum sensing, open research issues for spec-
trum sensing for realization of CRSN in industrial applications are as follows:

• Hybrid sensing techniques : A possible way to obtain spectrum information
with minimum sensing duration and low computational complexity is to use
hybrid sensing techniques, which is a balanced combination of the sensing
approaches. For instance, energy detection may be used for a broader band
to have an idea about which portions of the spectrum are possibly vacant.
Based on this information, more accurate sensing methods can be performed
over selected potentially vacant channels. Therefore, hybrid sensing tech-
niques addressing the trade off between sensing accuracy and complexity
must be investigated for employment of CRSN in industrial applications.

• Cooperative sensing: When nodes rely only on their own spectrum sensing
results, they may not be able to detect the licensed user due to shadowing
in industrial environment. Spectrum sensing duty can be performed cooper-
atively among CRSN nodes to increase sensing accuracy. Wideband sensing
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schemes can be employed via distributed CRSN nodes [22]. While cooper-
ative sensing yields better sensing results, it also imposes additional com-
plexity and communication overhead for CRSN. New cooperative sensing
methods requiring minimum amount of coordination information exchange
and having minimum impact on the sleep cycles of the node are needed for
realization of CRSN in industrial applications.

• Collaborative licensed user statistics: With the channel usage statistics of the
licensed users, efficiency of spectrum sensing methods can be significantly
increased. Although licensed user statistics are not available on hand, sensors
may collectively obtain these statistics by sharing their distributed spectrum
sensing results. Intelligent and collaborative methods that estimate and then
make use of licensed user channel usage statistics should be investigated for
CRSN in industrial applications.

Overall, the benefits of OSA, such as lower packet collisions due to the
capability of switching to the best available channel, less contention delay and
more bandwidth, come with the additional energy expenditure for CRSN due
to spectrum sensing functionality and distribution of spectrum sensing results.
The trade off between energy efficiency and sensing accuracy for various spec-
trum methodologies should be addressed and a detailed analysis of cost vs.
benefits for specific industrial applications should be performed.

15.4.2 Spectrum Decision

CRSN nodes must vacate accessed channels, when licensed user activity is
detected. Selecting one radio frequency as network-wide cannot yield the ex-
pected performance gain due to spatio-temporally varying spectrum charac-
teristics. Licensed users, such as TV and cellular phones in industrial envi-
ronments, may use spectrum temporally, and hence, vacant portions of the
spectrum also vary with time.

For efficient spectrum decision, parameter selection plays a vital role. To
this end, possible parameter choices are ratio of spectrum sensing duration
and data transmission duration, transmission power, expected duration to
spend in a channel without spectrum handoff, predictive capacity and delay,
energy-efficiency and error rate. Additionally, residual energy of CRSN nodes
can be used for channel assignment [17]. For underlay approaches in indus-
trial applications, the trade-off between spectrum handoff and adaptation to
accessed spectrum band should be investigated. Licensed user protection and
energy efficiency of sensor nodes should jointly be addressed [16]. To support
industrial application QoS requirements, analytical models describing the re-
lation between the spectrum decision parameters and performance indicators
(reliability, delay, and energy expenditure) should be investigated.

Spectrum decision should be coordinated to prevent multi-user collision in
crowded spectrum environments of the industrial applications [3]. Distributed
carrier selection and power allocation should be investigated [10]. Further-
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more, energy-adaptive power adaptation schemes can be employed for capacity
maximization [12]. Different industrial applications may co-exist, and to sat-
isfy their reliability and latency requirements, QoS-aware spectrum decision
schemes are needed in industrial applications. An efficient spectrum decision
scheme is required to address the QoS requirements of specific industrial ap-
plications and allocate CRSN resources in a spectrum-aware and fair manner.

Some of the main challenges for efficient spectrum decision schemes in-
clude time-synchronization, distributed spectrum decision coordination, and
spectrum characterization for overall CRSN nodes. In distributed spectrum
coordination approaches, sensor nodes sense the radio spectrum and com-
municate their results to overcome the spectrum decision problems caused
by the limited knowledge of spectrum availability and network topology [3].
Energy efficient and scalable methods of spectrum decision mechanisms are
yet to be investigated to efficiently realize the proposed CRSN in industrial
applications.

15.4.3 Spectrum Mobility

When licensed user communication starts in currently occupied channel by
CRSN nodes, it should be detected within a certain time through spectrum
sensing, and spectrum handoff should immediately be performed to move a
new vacant channel decided by an effective spectrum decision mechanism.
These fundamental functionalities of cognitive radio create spectrum mobility.
Determination of vacant channels, and selection of the new channel for spec-
trum handoff incur delays, and hence, buffer overflows which lead to packet
losses, and degradation of reliability for industrial wireless monitoring and
control applications. Considering the challenges posed by the inherent lim-
itations of CRSN, analysis of the effects of spectrum handoff on industrial
control and monitoring applications is required.

In CRSN, spectrum handoff can also be triggered by interference caused
by other unlicensed wireless systems existing in industrial environments. In
case of excessive interference and noise, ongoing communication should be
carried onto an another channel selected by spectrum decision algorithm. To
have effective spectrum mobility functionality, the trade-offs between commu-
nication parameters must be well understood. Since spectrum mobility brings
interruptions to ongoing communication, buffer overflow prevention schemes
to minimize the communication delay should be developed for reliable and
real-time wireless monitoring and control applications in industrial environ-
ments. Based on variations on spectrum characteristics in time and space do-
mains, spectrum handoff may be performed among heterogeneous channels,
and hence, this will bring heterogeneous link conditions on the path to sink
node. Furthermore, since industrial applications are usually placed in indoor
environments, spectrum mobility functionality is also critical for adapting to
time-varying fading challenges.
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15.5 Communication Protocol Requirements of CRSN
in Industrial Applications

Efficient operation of CRSN in industrial applications is tightly-coupled by
the running communication protocol suite. In addition to the inherited WSN
challenges, i.e., dense deployment, event-driven, and resource-limited nature
of WSN, OSA and industrial environment challenges, i.e., spectrum efficiency,
harsh environmental conditions, and variable link capacity, should be ad-
dressed to benefit from salient features of CRSN in industrial applications.
In this section, industrial application specific challenges for communication
layers of CRSN are investigated.

15.5.1 Cognitive Physical Layer

To overcome dynamic topology, fading, and licensed user interference in in-
dustrial environments, CRSN node’s physical layer must be configurable in
terms of transmission power, operating frequency, modulation technique, and
channel coding. This configuration should be performed in accordance with
spectrum sensing and decision functionalities. Due to resource-limited nature
and cost constraints of CRSN nodes, implementing cognitive radio transceivers
for CRSN nodes is a challenging task. CRSN physical layer should be capable
of providing statistical information about channel conditions to upper layers
to empower spectrum awareness. Therefore, efficient yet practical cognitive ra-
dio transceiver design for CRSN nodes is essential for the realization of CRSN
in industrial applications. Existing open research issues for the physical layer
of CRSN can be summarized as follows.

• In order to overwhelm temporally and spatially varying RF interference in
industrial environments, adaptive power allocation schemes are essential for
cognitive physical layer. Furthermore, power adaptation due to existing de-
ployment of other wireless communication systems should also be considered.
Devised physical layer solution should maximize energy usage efficiency.

• Adaptive modulation can be employed to maximize network life-time and
meet industrial application-specific QoS requirements via reconfiguring pa-
rameters of the physical layer [11]. CRSN node’s physical layer must be re-
configurable without hardware modification. Thus, software-defined radios
providing efficient OSA should be devised for CRSN nodes.

• Cooperative transmission schemes should be investigated to benefit from
transmitter diversity for CRSN nodes [21]. Cooperative relaying can help to
realize energy-efficient communication in harsh RF interference and dynamic
topology conditions of industrial environments.

• Statistical spectrum characterization methods should be designed for indus-
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trial environments. Considering limited processing capabilities and low-cost
requirements of CRSN nodes, advanced yet practical signal processing al-
gorithms should be devised at physical layer to enable effective spectrum
management, and spectrum awareness in industrial applications.

15.5.2 Spectrum-Aware Collaborative Medium Access Con-
trol

The basic function of a medium access control (MAC) protocol is efficient
coordination of the medium access among the nodes contending for communi-
cation. Therefore, it plays a vital role for CRSN to achieve high throughput in
industrial applications, when varying wireless channel characteristics, licensed
user activity, and dynamic topology in industrial environments are considered.
In CRSN, MAC protocol should address OSA challenges as well as challenges
inherited from WSN. Design challenges for MAC layer due to resource limita-
tions, dense deployment, and industrial application-specific QoS requirements
are further amplified by dynamic spectrum conditions of industrial environ-
ments. Since energy efficiency is still a crucial factor affecting design of MAC
protocol, duty cycling, event reporting, and spectrum sensing of CRSN nodes
should be optimized for industrial applications. The challenges for design of
MAC layer of CRSN in industrial applications are outlined below.

• Common control channel should be used for coordination of spectrum de-
cision before starting communication. Without use of dedicated common
control channel, it is highly challenging to coordinate spectrum decision and
negotiate the communication channel. Therefore, MAC protocol should be
developed to efficiently address this issue to reduce the communication delay
and energy expenditure.

• MAC design for CRSN should minimize the control packet exchange over-
head to utilize spectrum opportunities efficiently. Although centralized solu-
tions are highly efficient, they cannot be realized in CRSN due to dynamic
topology and spatially varying wireless channel conditions in industrial ap-
plications. Therefore, distributed solutions that can provide coordination
without central entity should be investigated for realization of CRSN in
industrial applications.

• Joint design of spectrum sensing and duty cycling is required to achieve ef-
ficient utilization of spectrum and energy resources. Spectrum sensing and
duty cycling algorithm should be devised with consideration of requirements
of industrial application on sensed event. Furthermore, packet size optimiza-
tion for CRSN nodes is essential [20] for energy efficiency in industrial ap-
plications.

MAC algorithms that address OSA challenges, dynamic topology, and in-
door communications affected by spatially varying fading in industrial envi-
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ronments should be devised considering energy-limited CRSN regime. Perfor-
mance of MAC protocols is highly depending on industrial application needs,
hence, a flexible MAC protocol that can be adjusted to serve various indus-
trial applications should be developed for employment of CRSN in industrial
applications

15.5.3 Spectrum-Aware Event-Oriented Routing

Cognitive radio equipped sensor nodes amplifies the inherited energy-efficient
and event-oriented routing challenges from WSN. In CRSN, the routing algo-
rithm should be aware of spectrum opportunities to provide delivery of sensed
event features satisfying industrial application-specific QoS requirements un-
der the intermittently available licensed spectrum bands. Furthermore, in-
door environmental conditions of industrial applications imposes challenges for
routing due to spatially varying channels, node failures, and dynamic topology.
The key design challenges for spectrum-aware event-oriented routing protocol
development to realize employment of CRSN in industrial applications can be
outlined as follows.

• Incorporating the spectrum parameters in the routing decisions will enable
adaptation of event reporting flows toward sink to spectrum opportunities.
This will yield lesser route failures in case of spectrum opportunity varia-
tions, and eventually lower energy expenditure and delay for CRSN.

• Dynamic topology and varying wireless links in industrial environments
cause disruptions on event delivery. Thus, routing protocol should be able
to distinguish the link failures either due to node failures, wireless errors, or
spectrum mobility to efficiently perform route decision.

• The communication environment in industrial applications, i.e., vacant spec-
trum bands, dynamic topology, and harsh environmental conditions, is
highly challenging and varying. It depends on the licensed user activity
and the efficiency of spectrum management functionalities. Therefore, rout-
ing protocol should predict the spectrum and network dynamics to provide
seamless QoS to industrial applications.

CRSN nodes communicating opportunistically make neighbor discovery
and collaboration for route establishment quite challenging. Therefore, rout-
ing algorithms relying on excessive control messages for setting up and main-
taining routes may not be practical for CRSN. This fact points out the need
for design of a distributed routing algorithm based on local network state
in challenging industrial environments. Various routing protocols [8, 9] are
proposed for ad hoc cognitive radio networks to provide spectrum-aware rout-
ing decisions, however, they do not take the inherent energy constraints and
event sensing requirements of CRSN into account. CRSN necessitates novel
routing algorithms that incorporate sensed event signal and spectrum charac-
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teristics, such as channel access delay, interference, operating frequency, and
bandwidth, in the routing decisions.

15.5.4 Reliable and Spectrum-Aware Event Transport

The union of cognitive radio and sensor networks makes reliability and conges-
tion control an extremely challenging task in CRSN [5, 6]. Congestion control
should be performed in accordance with spectrum management functionali-
ties, and distributed rate control is needed for collaborative event reporting
of sensor nodes on the same event. In industrial applications, rate control is a
very challenging task due to dynamic spectrum conditions and spatially vary-
ing wireless links. Furthermore, a predictive congestion avoidance algorithm
is needed as well. Proactive congestion mechanisms should be benefited using
minimum coordination for energy conservation. Moreover, dynamic connectiv-
ity in industrial environments further amplifies the the reliable event transport
problem. The challenges imposed on CRSN transport layer in industrial ap-
plications can be outlined as follows.

• There is no fixed channel path from the sensing node to the industrial actu-
ator, which may cause significant variations on the communication param-
eters, e.g., link delay, bit error rate, capacity, over each hop.

• At the time of the spectrum handoff, buffer overflows and packet losses may
occur due to delay until a suitable channel for communication is found.
Furthermore, spectrum mobility during active communication or along the
path to the sink may incur large variations and inaccuracy in estimation
of end-to-end delay and packet loss rate, which makes providing reliability
requirements of industrial applications challenging.

• CRSN nodes must sense spectrum periodically to detect licensed user activ-
ity. Since spectrum sensing sensor nodes cannot transmit and receive data,
extra sensing delay and buffer overflows may result in additional packet
losses. This may lead to loss of time-critical data, and cause malfunction of
industrial control applications.

Industrial applications impose additional delay bounds on the reliable com-
munication requirements. Delivery of queries, commands, and code updates
may impose even tighter QoS requirements, which are challenging to cope
with conventional fixed spectrum solutions due to large variations of channel
characteristics over industrial environment. Open research issues for reliability
and congestion control in industrial applications are summarized below.

• New reliability definitions, objectives, and metrics must be studied to incor-
porate the fundamental variables of dynamic spectrum access into industrial
application specific QoS requirements. Analytical modelling of communi-
cation capacity, reliability, congestion, and energy consumption should be
studied. Furthermore, queuing and network information theoretical analysis
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of reliable communication must be explored for employment of CRSN in
industrial applications. Cross-layer interactions with spectrum management
and congestion control mechanisms should be investigated to address large
variations in channel characteristics over multi-hop paths to actuator.

• To provide reliable event transport under varying spectrum characteristics
and spectrum sensing durations, probabilistic reporting schemes should be
developed. Instead of aiming maximization of rate and maximum bandwidth
utilization, rate control algorithmmust aim to maximize reliability. Adaptive
spectrum-aware transport solutions must be developed to address reliabil-
ity requirements and application-specific QoS needs, as well as opportunis-
tic spectrum access challenges for both sensor-to-actuator and actuator-to-
sensor communication in industrial applications. New mechanisms to exploit
the multiple channel availability towards reliable energy-efficient communi-
cation in CRSN must be developed.

• Industrial applications are required to take time-critical critical control ac-
tions on equipment. Therefore, reliable event transport functionality should
be combined with real-time capability to support various latency and sam-
ple collection requirements at sink. Event-to-sink path characteristics, such
as delay, and packet loss rate, should be considered for transport protocol
design for employment of CRSN in industrial applications.

15.6 Conclusions

Recently, there has been an ongoing interest for low-cost and efficient wireless
monitoring and control in industrial applications. Reliable communication in
industrial environments is a challenging task for wireless monitoring appli-
cations, such as factory automation, smart grid, smart transportation, and
healthcare applications, due to inherent sensor network energy limitations,
spectrum scarcity, interference, equipment noise, dynamic topology, and fad-
ing. In this chapter, cognitive radio sensor networks (CRSN) in industrial
applications is proposed to provide reliable and efficient communication for
wireless monitoring and control in industrial applications. First, the potential
advantages of CRSN in industrial applications are explored. Then, CRSN ar-
chitectures in industrial applications are described, and their challenges chal-
lenges and requirements are discussed. Furthermore, spectrum management
functionalities, i.e., spectrum sensing, spectrum decision, and spectrum mo-
bility, are discussed from the perspective of CRSN and industrial applications.
Moreover, the communication protocol suite is discussed for employment of
CRSN in industrial applications as well. We have provided a contemporary
perspective to the current state of the art for wireless monitoring and control
via CRSN in industrial applications.
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Åkerberg

ABB AB Corporate Research

CONTENTS

16.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
16.2 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
16.3 Regulations and Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

16.3.1 Regulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 342
16.3.2 Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
16.3.3 Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

16.4 Industrial Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
16.5 IEEE 802.15.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

16.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344
16.5.2 Protocol Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

16.6 WirelessHART . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
16.6.1 Protocol Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
16.6.2 Protocol Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347

16.7 ISA100.11a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348
16.7.1 Protocol Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348
16.7.2 Protocol Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349

16.8 WIA-PA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
16.8.1 Protocol Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
16.8.2 Protocol Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

16.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
16.10 Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

16.1 Introduction

The need for specific wireless communication standards in industrial automa-
tion has risen from the fact that most existing standards are targeting the
consumer industry. The consumer industry traditionally has very different re-
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quirements compared to the industry. For consumers bandwidth and range
is more important than real-time performance and reliability, while for the
industry the opposite is usually true.

Another very important requirement from the industrial automation com-
munity is to have complete device interoperability. This means that a device
in a wireless network must be replaceable with another device from another
vendor, and still work flawlessly all the way up to the control system. This
is only achievable using standards and the reason non-standardized solutions
(e.g., proprietary) are only used in rare cases. However, it is not enough to only
standardize the lower communication layers (e.g., physical, data-link, network,
etc), because complete device interoperability also requires a standardized ap-
plication layer. This means that wireless communication standards targeting
industrial automation must include the application layer as well. This is how
industrial wired communication standards (e.g., fieldbuses) are defined. The
ZigBee Alliance [18] and Bluetooth SIG [2] are targeting this using profiles.
However, there are no profiles for industrial automation.

To make things more complex, industrial automation is divided into three
different application domains, each with different requirements: process au-
tomation, factory automation, and building automation. The latter domain,
building automation, typically does not include residential homes, but rather
malls, airports, apartment buildings, industrial buildings, etc.

All of this makes it difficult for the industry to use existing standards (e.g.,
ZigBee, Bluetooth) as is, thus there is a need for specific industrial automation
standards. It is too early to determine whether recent development with IPv6
based wireless networks (e.g., 6LoWPAN, SNAP) will be suitable for industrial
automation applications.

There are naturally different standards in each domain and in this chap-
ter we will focus on standards for process automation. Although stan-
dards for communication in industrial automation have been around for
decades it is only in recent years that wireless standards have emerged. The
WirelessHARTTM specification was released in 2007 and back then it was the
first wireless protocol developed specifically for process industry. Since then,
both ISA100.11a and WIA-PA has been released. Wireless LAN (WLAN)
technology [11, 17, 9] has always been interesting for industrial automation,
and it is used in many places within the industry today. However, WLAN
(or any other wireless technology) is currently not used for the most critical
parts of an industrial plant due to lack of support for industrial real-time
requirements [3].

This chapter will give an overview on all three protocols and discuss their
strengths and weaknesses. A future outlook on industrial WSNs is also given.
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16.2 History

Standardization has driven the development of industrial communication since
the mid 1950s. From the introduction of digital communication in the ’60s to
the fieldbuses of today, standards have always been important to get inter-
operability between products and systems. Standardization of wireless proto-
cols for industrial applications is relatively new. Bluetooth (1998) and ZigBee
(2002) was introduced and marketed as protocols suited for industrial au-
tomation but had little impact on the industry. They simply did not meet
the requirements in process industry and did not work well in an industrial
setting. It was not until 2007 that a protocol tailored for process industry
was released with the introduction of WirelessHART [8]. Soon after two more
protocols followed; ISA100.11a [13] and WIA-PA [4].

FIGURE 16.1
Industrial communication timeline.

16.3 Regulations and Standards

The process of getting an approved wireless standard is quite extensive and
usually takes several years. Several bodies and groups are involved in the
writing, review, and voting of the proposed standard. This section tries to
give a high level overview on the process and the different bodies involved. A
simplified chart of the standardization process is shown in Figure 16.2.
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FIGURE 16.2
Standardization process.

16.3.1 Regulations

A regulation is a legislative text that constrains rights and allocates respon-
sibility. The use of radio equipment is often permitted under different regu-
lations. The main purpose of the regulation is to prevent people from injury
and protect important radio frequency bands. These frequencies include bands
used for public service radio, radar, and military communications. Regulations
are different for different regions and countries around the world. In Europe,
the ECC (Electronic Communications Committee) [5] develops regulations
for the effective use and Europe-wide harmonization of the radio spectrum.
The FCC (Federal Communications Commission) [7] has a similar task in
the United States. Similar functions can be found in e.g., China (Ministry of
Information Industry) [14] and Japan (Ministry of Internal Affairs and Com-
munications) [15].

Regulations typically specify:

• Which frequencies can be used

• Maximum allowed transmission power

• Maximum duty cycle
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16.3.2 Standards

A standard is a set of requirements that specifies, in this case, how the radio
protocol works. Typically, the lower levels of the OSI model are specified in
the standard, including modulation scheme, medium access, frame contents,
coding, routing, and security. It is not unusual that the higher levels of the OSI
model is not part of the standard (e.g., application layer). Standards bodies co-
operate closely with the regulatory bodies in order to ensure that the finalized
standard conforms to current regulations. A complete standard may also be
a combination of different standards. WirelessHART is for example based on
IEEE 802.15.4 [10], but it is also an IEC standard (IEC 62591) [12].

16.3.3 Specifications

Specifications are written by organizations like the HART Communication
Foundation (HCF) and the International Society of Automation (ISA) to pro-
mote a wireless protocol. This is often done in working groups where members
of the organization contribute to the specification. The work is quite exten-
sive and often takes several years. Once the protocol has been finalized and
approved by the members it can be put forward to a standards body. For
example, the WirelessHART specification was approved in 2007 by the HCF
members and then became an IEC standard (IEC 62591) in March 2010.

16.4 Industrial Requirements

One could argue that with several wireless standards available there would
be no need for new industrial WSN standards like WirelessHART and ISA
100a. There are mainly two reasons why IWSNs are needed. First of all,
requirements in process industry are quite different from the requirements
in consumer market. Much tougher demands on real time performance and
reliability in process industry have risen the need for protocols supporting
frequency hopping, black listing, encryption, etc. Another important require-
ment in IWSNs is backward compatibility with legacy wired systems. Simple
integration with existing DCS systems is a must. This has mainly implica-
tions on the design of the gateway which must support industrial protocols
like Modbus, Profibus and ProfiNET.

All current wireless standards for process industry target mainly non-
critical monitoring and control applications. This is application class 2-5 in
the ISA definition shown in Figure 16.3.
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FIGURE 16.3
ISA100 Application Classes.

16.5 IEEE 802.15.4

16.5.1 Introduction

The IEEE 802.15.4 is a wireless standard for low power, moderate speed com-
munication networks. The standard specifies the lower layers (PHY and MAC)
in the OSI model. Higher layers are specified by other standards that use
the 802.15.4 as base. There are quite a few wireless products on the market
that utilize the 802.15.4 standard, especially in consumer products. Zigbee
is perhaps the most well known example. But also industrial protocols like
WirelessHART and ISA 100.11a uses the IEEE standard. The main reasons
for using 802.15.4 is that it operates in a license free band and there are low
cost chipsets available from several vendors. The latest revision of the 802.15.4
standard was released in 2006.

16.5.2 Protocol Overview

IEEE 802.15.4 is specified for the three Industrial, Scientific and Medical
(ISM) frequency bands:

• 886.0-868.6 MHz

• 902-928 MHz
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• 2400-2483.5 MHz

The ISM band is a worldwide license free band. A maximum bit rate of 250
Kb/s is specified for the 2.4 GHz band while the bit rate is much less in the two
other frequency bands. The medium access mechanisms include both carrier
sense multiple access with collision avoidance (CSMA/CA) and guaranteed
time slots (GTS). In the former method a device that wants to transmit will
listen and check if the channel is idle before transmitting. If the channel is
busy, the device will back off for a random period of time before retrying. This
method can lead to collisions if two devices try to transmit simultaneously.
Guaranteed time slots can be used to eliminate collisions. This is a way to
give devices exclusive right to send at defined times. Seven GTS can be used
in IEEE 802.15.4.

16.6 WirelessHART

WirelessHART is a part of the HART7 specification developed by the HART
Communication Foundation [8]. It is an extension of the Highway Accessible
Remote Transducer (HART) fieldbus protocol, which is the most widely used
fieldbus protocol of today (30 million devices). WirelessHART was ratified in
September 2007 and in 2010 it was approved as an IEC standard (IEC 62591).

WirelessHART is designed based on a set of fundamental industrial re-
quirements: it must be simple (e.g., easy to use and deploy), robust (e.g.,
self-organizing and self-healing), flexible (e.g., support different applications),
scalable (i.e., fit both small and large plants), reliable, secure, interoperable
(use different vendors devices in the same network), and last but not least sup-
port existing HART technology (e.g., HART commands, configuration tools,
etc).

One of WirelessHART’s main advantages is that interoperability is en-
forced on all layers in the OSI model (including application layer). This makes
it simple to mix and exchange devices from different vendors in the same net-
work without any hassle. This is not enforced by ISA100.11a and WIA-PA.

16.6.1 Protocol Overview

WirelessHART is based on the PHY layer specified in the IEEE 802.15.4-2006
standard, but it only supports the 2.4 GHz spectrum. WirelessHART specifies
new Data-link (including MAC), Network, Transport, and Application layers.
WirelessHART uses channel hopping on a packet by packet basis and uses
15 of the 16 channels defined in IEEE 802.15.4-2006. Figure 16.4 shows a
typical WirelessHART mesh network topology, in which any device can act as
a router. Star topologies are also possible.
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FIGURE 16.4
WirelessHART network topology.

A WirelessHART network consists of four main device types (see Fig-
ure 16.4):

Gateway: It connects the control system (via Ethernet, Profibus, etc.) to the
wireless network. Device-to-device communication is not supported: all data
must pass through the gateway;

Network Manager: This normally is part of the gateway and automatically
builds the wireless network and manages its operations;

Field Device: These devices are connected to the process and consists of
pressure, temperature, position, and other instruments but can also include
adapters. All field devices are capable of routing packets on behalf of other
devices in the network.

Adapter: The adapter enables wired HART field devices to connect to the
WirelessHART network, i.e., it is intended to retrofit existing wired infras-
tructure.

Security Manager: This manages and distributes security encryption keys. It
also holds the list of devices authorized to join the network.

Handheld: The handheld device is intended for commissioning, e.g., download
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security keys, set network id, as well as for configuration of field devices and
adapters.

16.6.2 Protocol Features

In WirelessHART communications are based on Time Division Multiple Ac-
cess (TDMA) and all devices are time synchronized and communicates in
pre-scheduled fixed length time-slots. TDMA minimizes collisions and reduces
the power consumption of the devices since they only have to have the radio
on in time slots where they are active. Each time slot is of a fixed length,
which is 10ms long. Devices are assigned to communicate within a slot, one
device as the sender and one as the receiver. TDMA requires accurate inter-
nal slot timing in order for the sender and receiver to properly interact with
each other during such a transaction. Time slots are grouped together to form
what is called a Superframe, see Figure 16.5, which is continuously repeating
and which can be activated or deactivated when necessary. It is possible to
have multiple superframes of different length within a WirelessHART network
and several of them can be active at the same time. The length of the super-
frame should correspond to the duty cycle requirements of the application,
e.g., 500ms, 1s, 1hour.

FIGURE 16.5
WirelessHART superframe.

WirelessHART uses channel hopping to further increase reliability. Each
time slot uses a new channel for communication, and the hopping pattern is
determined using a pseudo-random algorithm.

All WirelessHART devices must support routing, i.e., there are no simple
end/leaf devices. Since all devices can be treated equally in terms of net-
working capability, installation, formation, and expansion of a WirelessHART
network becomes simple. Two different mechanisms are provided for message
routing. Graph routing uses predetermined paths to route a message from a
source to a destination device. Graph routes include redundant paths. This is
the preferred way of routing messages both up- and downstream in a Wire-
lessHART network. Source routing uses ad-hoc created routes for the messages
without providing any path diversity, and the id’s of the devices in the source
route is stored in the packet which reduces the available payload size. Wire-
lessHART also supports data aggregation in the source node, and a solution
for how packet aggregation can be performed is proposed in [16].

WirelessHART is a secure and reliable protocol, which uses advanced en-
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cryption standard (AES) with 128 bit block ciphers. A counter with CBC
MAC mode (CCM) is used to encrypt messages and calculate the message in-
tegrity code (MIC). Security in WirelessHART is mandatory and there are no
selectable levels of security, i.e., there is only one security configuration avail-
able. End-to-end security is provided on the network layer, while the data link
layer provides per-hop security between the two neighboring devices.

HART and WirelessHART shares the same OSI application layer, which
specifies exactly what and how a device should provide measurement values,
parameters, configuration settings, etc.

16.7 ISA100.11a

ISA-100.11a, approved by the ISA Standards & Practices Board as an official
ISA standard in September 2009. The focus of the ISA100 committee [13] is
that ISA100 shall be a family of industrial wireless standards covering different
applications such as process applications, asset tracking and identification, and
so on. ISA100.11a is the first standard released in the ISA100 family with the
specification for process automation.

ISA100.11a is developed to have a broad coverage of process automation
networks and is aimed at converging existing networks and assimilate devices
communicating using different protocols. This flexibility has the drawbacks
of increased complexity (compared to WirelessHART) and that full device
interoperability is not possible.

16.7.1 Protocol Overview

ISA100.11a use the PHY and MAC layers defined in IEEE 802.15.4-2006,
and also operates on all the defined channels (11 - 26, where 26 is optional).
The ISA100.11a specification defines the data-link, network, transport, and
application layers. ISA100.11a supports a wide range of network topologies:
star, mesh, and star-mesh. Figure 16.6 shows a star-mesh network topology,
which is typical for ISA100.11a networks. The figure also shows a backbone
network connecting all the backbone routers, however the backbone network
is not part of the ISA100.11a specification so no details are available.

An ISA100.11a network consists of several different devices:

Field Device Field devices are connected to the process and consists of pres-
sure, temperature, position, and other instruments and actuators. It is op-
tional for field devices to support routing.

Backbone router The backbone router routes data packets from a subnet
over the backbone network to its destination e.g., another subnet connected
to the backbone or the distributed control system.
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FIGURE 16.6
ISA100.11a network topology.

Gateway The Gateway acts as an interface between the ISA100.11a field
network and the plant network or the distributed control system.

System Manager The System Manager is the administrator of the whole
ISA100.11a network. It monitors the network and is in charge of system
management, device management, network run-time control, and communi-
cation configuration (resource and scheduling).

Security Manager The Security Manager is responsible for providing secu-
rity services based on the security policies defined. It performs security keys
management, and guarantees secure system operation.

As the specified network architecture in Figure 16.6, the Gateway and
System Manager must include a backbone router in order to get access to the
backbone network.

16.7.2 Protocol Features

ISA100.11 uses a TDMA based communication with time slots and super-
frames similar to WirelessHART. However, in ISA100.11a time slots have a
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variable length of 10−12 ms per superframe. This flexibility allows ISA100.11a
to send packets to several receivers and receive multiple acknowledgments in
one time slot.

ISA100.11a uses graph and source routing in the subnets, the main differ-
ence to WirelessHART being that the routing is performed in the data-link
layer (as opposed to the network layer). It is possible to create routes that start
in one subnet, going through the backbone network and backbone routers, to
another subnet. Above the subnet (on the network layer) ISA100.11a uses
IPv6 addressing and routing.

ISA100.11a supports three Channel Hopping schemes: slotted hopping is
where each time slot uses a new channel for communication. Slow hopping is a
mechanism where several time slots use the same channel before it is changed,
and hybrid hopping is a combination of both, see Figure 16.7. ISA100.11 de-
fines five default hopping patterns which must be supported by all ISA100.11a
devices. It is possible to add custom hopping patterns.

FIGURE 16.7
ISA100.11a hybrid channel hopping.

ISA100 has pushed the traditional OSI model network layer down to the
data-link layer and replaced it with 6LoWPAN [1]. 6LoWPAN provides the
use of IPv6 over IEEE 802.15.4 networks. Since the Maximum Transmission
Unit (MTU) of IPv6 packets is 1280 octets, which is far too large compared to
IEEE 802.15.4 packets, both header compression and fragmentation is handled
by 6LoWPAN. Still this can have a fairly negative impact on the available
application layer payload of ISA100.11 packets.

Security in ISA100.11a is optional and is provided on both the data-link
and transport layers. The data-link layer provides hop-to-hop security while
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the transport layer provides end-to-end security. Symmetric keys are used
for both message integrity (MIC) as well as confidentiality (encryption), and
optionally asymmetric keys can be used for device joins.

ISA100.11a provides a generic object-oriented application layer which has
the intention of providing base support for any type of protocol being imple-
mented on top. This is in contrast to WirelessHART which provides a very
specific application layer protocol (i.e., the HART protocol).

16.8 WIA-PA

Wireless network for Industrial Automation - Process Automation (WIA-PA)
is an industrial WSN standard developed by the Chinese Industrial Wireless
Alliance (CIWA) for the Chinese market. WIA-PA became a IEC Publicly
Available Specification (PAS) in 2008 (IEC/PAS 62601) and in 2011 it was
approved as an IEC standard.

16.8.1 Protocol Overview

WIA-PA is based on the IEEE 802.15.4-2006 standard and supports two
types of network topologies; a hierarchical topology which combines star and
mesh, and a pure star topology. The hierarchical network topology that com-
bines star and mesh (both based on IEEE 802.15.4-2006) is illustrated in
Figure 16.8. The first level of the network uses a mesh topology, where rout-
ing devices and gateway devices are deployed. The second level of the network
is in star topology, where routing devices, field devices, and handheld devices
are deployed.

A WIA-PA network consists of four main device types (see Figure 16.8):

Host computer An interface through which users can interact with the
WIA-PA network.

Gateway device The Gateway handles protocol-translation and data-
mapping between the WIA-PA network and other networks.

Routing device A device which forwards packets between different devices.

Field device The field devices are connected to the process and consists of
pressure, temperature, position, and other instruments.

Handheld device A portable device used for configuration of the network
devices and monitoring of network performance.

In addition there are two important logical roles which must be present in
the network (usually in the Gateway device):
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FIGURE 16.8
WIA-PA hierarchical network topology.

Network Manager The Network Manager manages and monitors the en-
tire network, and there should only be one network manager per WIA-PA
network.

Security Manager The Security Manager deals with security key manage-
ment and security authentication of gateway devices, routing devices, field
devices, and handheld devices.

The Network Manager and Security Manager that are used for system
management should reside in a gateway device. One physical device may per-
form the functions of several logical roles. In the hierarchical network that
combines star and mesh, a gateway device may perform the logical roles of
gateway, Network and Security Managers, and cluster head. A routing device
should act as a cluster head. A field device/handheld device should only act
as a cluster member.
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16.8.2 Protocol Features

WIA-PA provides time slotted communication using beacons specified in IEEE
802.15.4 [10]. The NM generates superframes (see Figure 16.9) for each rout-
ing device, and the superframe length is set as the lowest data update rate
of all the members in a cluster. The time slot types of WIA-PA includes
shared time slots and dedicated time slots, where shared time slots are used
for transmission of aperiodic data, and dedicated time slots are used for intra-
and inter-cluster transmission of periodic data.

FIGURE 16.9
Details of the WIA-PA superframe.

Figure 16.9 shows what a WIA-PA superframe looks like. It consists of a
beacon, an active, and inactive periods (as defined in [10]). Within the active
period there are two sub periods; the Contention Access Period (CAP) and the
Contention Free Period (CFP). The CAP is used for device joins, intra-cluster
management, and retries, and the CFP is used for handheld to cluster head
communication. The inactive period is used for intra-cluster communication,
inter-cluster communication, and sleeping time. WIA-PA uses static routing
which is configured by the Network Manager based on information on devices
neighbors.

WIA-PA also supports frequency hopping and uses three different mecha-
nisms for this. Which mechanism is used depends on which type of commu-
nication it is used for, i.e., if its in the active or inactive periods. Adaptive
Frequency Switch (AFS) is used to change the channel used for the Beacon,
CAP, and CFP for each superframe period. The channel is only changed if
the conditions are bad (i.e., high packet loss ratio). Adaptive Frequency Hop-
ping (AFH) changes channel per time slot if the channel condition is bad
(i.e., number of retries are high) and is used for intra-cluster communication.
Timeslot Hopping (TH) always changes the channel each time slot and is used
for inter-cluster communication.

There are two types of aggregation used in WIA-PA: data and packet. Data
aggregation is used when the source of data combines several data packets it
intends to send into one packet, and packet aggregation is used by routing
devices to combine several data packets from different field devices.

WIA-PA provides a flexible way to use the security measures defined in the
IEEE 802.15.4 standard. Both data integrity (Message Integrity Code (MIC))
and confidentiality (encryption) is provided on the application and data-link
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layers, i.e., end-to-end and per hop security. Security is optional in WIA-PA,
and it is possible to configure the use of either application or data-link layer
security separately as well as MIC or encryption only protection.

16.9 Conclusions

FIGURE 16.10
Comparison of the three industrial WSN standards.

In recent years opinions have been raised advocating a convergence of the
standards, since all three target the same applications. There are some ongoing
initiatives looking into merging WirelessHART, ISA100.11a, and WIA-PA.
Progress is, however, slow and it is still to early to predict the outcome of this
work.

Figure 16.10 shows how the three different specifications are structured
according to the OSI layers. As can be seen they all build on top of IEEE
802.15.4 with only minor modifications, i.e., all three standards provides sim-
ilar performance (e.g., 250 kbps). On the higher layers the standards diverge
making convergence a challenge. WirelessHART is the only standard which
completely specifies the application layer protocol. The advantage of this is
full device interoperability. Interoperability is the ability for like devices from
different manufacturers to work together in a system and be substituted one
for another without loss of functionality at the host system level.

Work on enhancing the IEEE 802.15.4 standard is also progressing. The
IEEE 802.15 task group 4e is currently working on enhancing the MAC layer
of the 802.15.4-2006 standard. This new version aims for a better support
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for the industrial markets and better compatibility with modifications being
proposed within the Chinese WPAN.

Another concern in the industry is the increasing problem with co-
existence. In general, more and more technologies utilize the ISM frequency
band. The more systems that operate in the same frequency band the more
likely interference is. This has caused standards bodies, like ETSI [6], to act. In
2011, ETSI passed EN300-328 that forces any radio operating in the 2.4GHz
band to stay below 10 mW unless it has a back-off mechanism similar to
WLAN.

A general trend in industrial communication is the adoption of Ethernet
based communication. This is for example the case in wired communication
with ProfiNET, which replaces the non-deterministic TCP/IP layers with a
deterministic real-time communication layer. The same approach has been
taken by for example WirelessHART, which adds new layers on top of the
IEEE 802.15.4 layers.

Within the WSN area there is a trend to use the IPv6 protocol. Both
ZigBee Smart Energy 2.0 and 6LoWPAN are IP based protocols under devel-
opment. These are protocols are primarily intended for home automation and
not industrial applications. The main question with IP based wireless proto-
cols is if the large protocol overhead can be justified in an industry setting.

It is clear that wireless standards tailored for the process industry are
needed. The market share for industrial WSNs is, however, small compared
to the WSN market in the consumer and residential area. Industrial WSNs
could therefore be forced to follow the same path and become IP based in the
future. Another possibility is that the industrial sector move away from the
2.4GHz ISM band. This is already the case in the medical area.

16.10 Glossary

AES: Advanced Encryption Standard.

BA: Building Automation.

CIWA: Chinese Industrial Wireless Alliance.

CSMA: Carrier Sense Multiple Access.

DCS: Distributed Control System.

ECC: Electronic Communications Committee.

FCC: Federal Communications Commission.

ETSI: European Telecommunications Standards Institute.
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FA: Factory Automation.

GTS: Guaranteed Time Slot.

HART: Highway Accessible Remote Transducer.

HART7: The HART standard which includes Wireless HART.

HCF: HART Communication Foundation.

IEC: International Electrotechnical Commission.

IEEE: Institute of Electrical and Electronics Engineers.

IP: Internet Protocol.

ISA: The International Society of Automation.

ISA100.11a: An ISA developed IWSN specification for process automation.

IWSN: Industrial Wireless Sensor Network.

OSI: Open Systems Interconnection.

PA: Process Automation.

TDMA: Time Division Multiple Access.

WIA-PA: Wireless network for Industrial Automation - Process Automa-
tion.

WLAN: Wireless Local Area Network (IEEE 802.11 family).

WPAN: Wireless Personal Area Network (IEEE 802.15 family).

WSN: Wireless Sensor Network.

6LoWPAN: IPv6 over Low power Wireless Personal Area Networks.
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