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    CHAPTER 1   

    Abstract     Every day, millions of people around the globe express them-
selves on social media, generating large, complex, and intriguing datasets. 
Academics, policy makers, pollsters, and fi rms are rushing to interpret this 
digital self-expression to answer a wide variety of questions. Our research 
is an attempt to analyze sentiment in microblogs to learn more about 
places and the people that occupy them. This book is an attempt to chron-
icle that work in service of demonstrating to planners and policy makers 
how and how not to use Big Data to understand sentiment, populations, 
and places.  

  Keywords     Big Data   •   Sentiment analysis   •   Content analysis   •   Microblogs   
•   Twitter  

       Given the extraordinary volume of data emerging from social media, urban-
ists have a unique opportunity to gain enhanced insights into the attitudes 
and opinions of people in cities. While technologies are ever changing and 
“disruption is the new norm,” platforms like YouTube, Facebook, Instagram, 
Snapchat, and blogging demonstrate the breadth and durability of digital 
self-expression. Twitter, in particular, is among the most established and 
mainstream of microblogging venues. It is also inherently populist, with 
everyone from heads of church and state to heads of households, and indi-
viduals who make up those households, possessing Twitter accounts. It is 
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the self-expression of this great breadth of individuals that we fi nd most 
compelling, and our efforts here are geared toward making evident the ways 
in which research using large social media data sets provides an additional 
investigative tool for planners and policy makers, even as we provide a can-
did discussion of the ways in which this method might be improved. 

 Thus, this book seeks to show how Twitter, as a prominent case of 
digital self-expression, can be analyzed and contribute to our understand-
ing of place. Moreover, this book explores the utility of a new and poten-
tially robust data source: the Twitter Application Program Interface (API) 
feed. We provide some context for the broader use of social media in 
urban studies and planning, explore the strengths and weaknesses of data 
gleaned from Twitter, and then demonstrate how such data can be used 
in research and practice. The three demonstration studies were completed 
across more than a full year, with the work of Chap.   3     being conducted 
in the winter and spring of 2014, the work of Chap.   4     being conducted 
in the fall of 2014 and spring of 2015, and the work of Chap.   5     being 
conducted in the spring of 2015. Through these temporally and spatially 
distinct studies, the results provide varying answers and conclusions about 
this type of research. With this in mind, the book serves as a comprehen-
sive methodological guide on how to collect, process, analyze, and inter-
pret Twitter data and offers the fi rst frank and honest assessment of the 
strengths and weaknesses of Twitter data. 

 Social media data sets, including data from the microblogging platform 
Twitter, constitute a part of what is known as “Big Data,” a term fi rst used 
by NASA in 1997 to describe quantities of data so large that they taxed 
memory and hard disk capacity (Cox and Ellsworth  1997 ). Since around 
2008, the term has been used to describe a compelling phenomenon in aca-
demia, government, business, and the media in which data is no longer seen 
as an entity with limited value after an initial use; rather, it is an input to be 
used continually in innovation, service creation, and as a means of collecting 
information not previously available (Mayer-Schönberger and Cukier  2013 ). 

 In the past, massive amounts of electronic information, including 
personally volunteered data, were not nearly as readily available as they 
are today. Computing capabilities were comparatively limited, and data 
generated was static with specifi c and restricted signifi cance. In contrast, 
Big Data is dynamic, continually relevant, and additive (and added to) 
and provides unique insights and opportunities not previously available 
(Mayer-Schönberger and Cukier  2013 ). This enables researchers like 
ourselves to test research questions that we would not have been able to 
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meaningfully investigate even fi ve years ago—at least not from the angles 
or with the input of millions of people that we can now. 

 There has been considerable recent attention in the academy regard-
ing the potential applications and pitfalls of Big Data in efforts to better 
understand the social world (see  Chronicle of Higher Education  special 
issue in April 2013). This interest is, in part, a response to the diffi culties 
associated with collecting attitudinal data using traditional survey-based 
approaches, which are prohibitively costly to conduct on a wide scale and 
which increasingly suffer from respondent fatigue and skepticism. Data 
collected through publically posted online social media platforms is far 
cheaper to collect, less obtrusive, and much more voluminous. For exam-
ple, half a billion Twitter messages are sent every day. Twitter itself is the 
largest microblogging platform in the world, a type of instant message ser-
vice that restricts users to public posts of fewer than 140 characters. Other 
microblogging platforms include Sina Weibo in China and ImaHima in 
Japan. 

 Thus far, the main focus among academics has been developing new 
analytical tools and methodologies for effi ciently processing and making 
sense of massive volumes of real-time information and using these tools to 
better understand virtual social networks. Applied researchers, planners, 
and policy makers are only just beginning to explore the potential of Big 
Data to help clarify social attitudes and potentially inform local policy and 
development decisions. 

 As of yet, few have studied whether and how Twitter posts can be used 
to better understand people’s perception of place—that is, how they actu-
ally feel about the communities in which they live, work, and play.  1   In the 
business world, fi rms have been doing this social media “listening” for 
years; they call it social listening (Hinchcliffe and Kim  2012 ; Rappaport 
 2011 ). In this book, we push forward a new research agenda that advances 
knowledge and methods around urban social listening. 

 Why does it matter what people’s perceptions of places are? Among 
other reasons, urban social listening can help policy makers and planners 
understand the overall sentiments and well-being of people living in urban 
areas. This is critically important particularly because the redevelopment 
potential of many post-industrial cities has long been stymied by the nega-
tive perceptions of investors and potential new residents and businesses. 
Furthermore, strong place attachment can be a galvanizing force behind 
community renewal efforts, which are sustained through the dedication, 
will, and sweat of residents who care deeply about their communities. 
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 Researchers have begun exploring, for example, how they might deter-
mine the subjective well-being (SWB, the term used as a stand-in for hap-
piness in psychological literature) of individuals based upon Facebook 
status updates (Kim and Lee  2011 ); how “tweets” sent by users of Twitter 
might be used in assisting with emergency preparedness efforts for natural 
disasters, epidemics, and social uprisings (Merchant et al.  2011 ); and how 
tweets provide valuable land use information for urban planners (Frias- 
Martinez and Frias-Martinez  2014 ). 

 In making use of the large quantities of microblogging data now avail-
able to researchers, this book will examine the sentiments residents have in 
places they occupy. Two central arguments underlie the book: (1) Just as 
social media has revolutionized social life, social listening can revolution-
ize the way that social scientists study cities and (2) that microblogging 
data is a rich data source with which to commence this new wave of urban 
research. 

 We will present in the following chapters the idea that, with the era 
of Big Data upon us, the study of cities will never be the same as it has 
been in the past. Attention to what millions of ordinary citizens are say-
ing, within confi ned and narrow geographies, can provide more valid and 
reliable results than the obtrusive measures that have characterized social 
science research for more than a century. Likewise, microblogging data 
offers an abundant data source with which to do that listening. 

 While there have certainly been some naysayers (Goodspeed  2013 ) who 
question the validity of studies using these unobtrusive data sources, many 
others have adopted the new medium with aplomb. Some researchers have 
employed social network analysis to explore the ways in which individu-
als interact with one another (Hansen et  al.  2009 ; Ediger et  al.  2010 ; 
Catanese et al.  2010 ) or the ways in which people follow links (Namata 
et al.  2010 ), or combing content with user comments (Eugene Agichtein 
et al.  2008 ). Emoticons have also been analyzed to help consumers, mar-
keters, and organizations use sentiment analysis to research products or 
services and analyze corresponding customer satisfaction (Go et al.  2009 ). 
Much of this research uses social media to understand group processes and 
properties (Tang and Lui  2010 ) but does little to fundamentally reveal 
what people think about places. 

 Important social science research has used massive social media data 
sets to advance social objectives (Ediger et al.  2010 ), to forecast shifts in 
the mood of users (Servi and Elson  2012 ), to enhance journalistic inves-
tigations (Diakopoulos and Shamma  2010 ), and to infer users’ locations 
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from their tweets (Mahmud et al.  2012 ). For this book, we follow a tradi-
tion of using social media to conduct opinion mining and sentiment analy-
sis (Gokulakrishnan et al.  2012 ; Martineau and Finin  2009 ; Meeyoung 
Cha et al.  2010 ). 

 Although many studies have been conducted using Big Data, includ-
ing some that make an effort to gauge the emotional states of users, very 
little work has attempted to incorporate psychological theory to interpret 
exactly what form of emotional well-being microblogging data measures. 
Moreover, there are many differing methodologies that have been used to 
decipher exactly what the data is telling us, with, as would be expected, 
the particular method chosen for a given study being related to the infor-
mation that researchers are trying to infer. Before diving into a deeper 
literature review and the primary research of this book, we now briefl y 
cover what the psychological literature can tell us about microblogging 
data, as well as provide a quick, top-level description of the methods that 
have been used in microblogging sentiment analysis thus far. 

   SUBJECTIVE WELL-BEING 
 The study and description of happiness is at least as old as the Ancient 
Greeks. Aristotle’s defi ning of  eudaimonia , often translated as happiness 
or welfare, is typically seen in the literature as a foundational moment, 
which carried through the Western philosophical cannon in the works of 
thinkers including Aquinas, Mill, and Bentham (Ryff and Singer  2008 ; 
Diener et al.  1998 ). More recently have come the humanist psychologists 
such as Maslow, Rogers, and Fromm and ultimately the positive psycholo-
gists who aim to change the very focus of psychology from one based 
solely upon the eradication of mental illness to a fi eld encompassing the 
improvement of otherwise normal lives (Boniwell  2008 ; Sheldon and 
Kasser  2001 ). 

 In psychological literature, happiness is referred to as “subjective 
well- being,” which is the term we will use throughout this section and 
elsewhere in this book. Subjective well-being is commonly divided into 
two parts: (1) life satisfaction and (2) affect, both pleasant and unpleas-
ant (Diener et al.  1999 ; Boniwell  2008 ). Life satisfaction is an assess-
ment an individual makes about his or her own life on the whole. Affect, 
on the other hand, refers to positive and negative emotions and moods 
as a result of events occurring in our daily lives (Diener et  al.  1999 ; 
Boniwell  2008 ). 
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 While much research remains to be done in teasing out the various 
components of both pieces of subjective well-being, psychologists have 
reached near consensus on the so-called Big Five personality traits that 
describe individual personalities in a consistent and non-overlapping way 
(Soldz and Vaillant  1999 ). These traits include neuroticism, extraversion, 
openness to experience, agreeableness, and conscientiousness and are 
referred to as NEO PI-R in the literature (n, e, and o standing for the 
fi rst three traits in this list, which were the fi rst three discovered, and PI-R 
standing for personality inventory—revised), demonstrating remarkable 
replicability across ages and cultures (McCrae and Terracciano  2005 ). A 
45-year study of men graduating from Harvard College that followed the 
men throughout their life found that neuroticism and extraversion dem-
onstrated the most correlation with life course variables such as early adult 
adjustment, maximum income, substance abuse, and depression (Soldz 
and Vaillant  1999 ). 

 In fact, the prevalence of these two traits in effecting one’s subjective 
well-being, as revealed in personal surveys, reports of friends and acquain-
tances, studies of twins, daily diaries, online reports, and personality tests, 
has led researchers to state, “happiness is a thing called stable extraver-
sion” (Schimmack et al.  2002 ; quote from Francis  1999 ). This form of 
happiness is most directly getting at the portion of subjective well-being 
described above as affect—that is, the difference between the pleasant 
moods and emotions one feels and the unpleasant moods and emotions 
one feels, although there is little doubt that affect is a signifi cant contribu-
tor to the judgments one makes in rating one’s life satisfaction (Davern 
et al.  2007 ). 

 In other words, while neuroticism and extraversion are key to affect, 
also known in the literature as “hedonic balance,” other personality traits 
infl uence an individual’s hedonic balance, and both environmental factors 
and hedonic balance play a signifi cant role in determining one’s overall 
subjective well-being. For example, chronically available sources of exter-
nal information, such as one’s academic or work performance or one’s 
romantic satisfaction, play a separate role in determining life satisfaction 
that is uninfl uenced by personality factors that create hedonic balance 
(Schimmack et al.  2002 ). In addition, evidence strongly suggests person-
ality traits predict hedonic balance almost uniformly across cultures, while 
culture itself plays a moderating role between personality and life satisfac-
tion, as hedonic balance has a greater infl uence in determining life satis-
faction in individualistic cultures than in collectivist cultures (Schimmack 
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et al.  2002 ). As shown in Fig.  1.1 , this is known as the mediator- moderator 
model, combining the mediation of personality traits and their effect on 
life satisfaction indirectly via hedonic balance with the moderating infl u-
ence of culture.

      SENTIMENT ANALYSIS 
 The relationship between affect and life satisfaction is therefore an “intri-
cate” one that does not lend itself to easy disambiguation (E. Diener, per-
sonal communication, March 16,  2015 ). However, a form of determining 
affect in particular, known as sentiment analysis (or opinion mining), has 
exploded in the twenty-fi rst century as information technology has been 
set to the task of determining the positive and negative attitudes and 
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Schimmack et al.  2002 )       
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 opinions that people express about products, services, political campaigns, 
and virtually anything else that can be described in words (Pang and Lee 
 2008 ). This book relies on the sentiment analysis method of measuring 
subjective well-being, totaling the collective sentiments of Twitter users at 
the municipal level to determine the relative subjective well-being of the 
residents of each municipality in terms of pleasant and unpleasant affect. 

 To perform the sentiment analysis, a body of text must be acquired, 
and there must be a way of evaluating the textual body to determine the 
sentiments contained therein. For example, hundreds of online movie 
reviews have been compiled and combed for words expressing positive or 
negative sentiment (Pang et al.  2002 ). This study used multiple machine 
learning methods in which the researchers attempted to train the analy-
sis software to make it more accurate in classifying sentiments. Prabowo 
and Thelwall ( 2009 ) tested three different forms of sentiment analysis 
on movie reviews, product reviews, and MySpace comments—rule-based 
classifi cation, supervised learning, and machine learning—concluding that 
a hybrid approach produced the best results. Each of these approaches 
requires that researchers actively participate in the creation of rules and 
algorithms to be used in determining sentiment classifi cation. 

 As these studies demonstrate, sentiment analyses can easily become 
rather complex, involving multiple iterations of testing and improving 
upon a classifi cation scheme. They may also involve the classifi cation of 
single words, phrases, sentences, or entire documents, depending on the 
objective of the study. Nasukawa and Yi ( 2003 ) used the subject(s) and 
object(s) of a sentence as the entities upon which sentiment is applied, 
fi nding this method to be far more accurate than the classifi cation of 
entire documents. A case in point is that a movie review may have multiple 
positive and negative statements, sometimes even within one sentence, 
and negative descriptions of, for example, a specifi c actor or the fi lm’s 
cinematography may contrast with an overall positive review of the fi lm 
(Nasukawa and Yi  2003 ). In these more complicated research cases, the 
objective of a sentiment analysis is to determine the “contextual polarity” 
of a given sentiment; that is, given the context of the content being ana-
lyzed, is the sentiment expressed positive or negative (Wilson et al.  2009 )? 

 A simpler approach, which does not make contextual distinctions on 
the fl y and instead relies on the characteristic polarity of a word, is the 
lexicon-based approach. In this methodology, researchers use a diction-
ary containing thousands of sentiment-expressing words that have been 
determined to be either positive or negative, with rigorous testing of the 
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 dictionary to ensure validity being clearly preferable (Taboada et al.  2011 ). 
The words within a given textual body may be summed into totals of posi-
tive and negative word uses or may be given a score meant to capture the 
degree of sentiment for particular words—for instance, on a range from 
−3 to +3. In this latter methodology, “good” might be given a score of +1, 
“bad” a score of −1, “great” a score of +2, and “amazing” a score of +3. 
This book uses the latter approach, multiplying each sentiment-containing 
word by its associated score and then summing the total scores of positive 
and negative words across all tweets. 

 A primary limitation of this particular form of sentiment analysis is that 
a statement with an obviously negative sentiment to human eyes may not 
contain a specifi c keyword contained in the dictionary being used by the 
sentiment analysis software that would be classifi ed as negative (Pang et al. 
 2002 ). For instance, if someone were to review the restaurant she ate 
lunch at today with the question, “Who could eat this stuff?,” it would 
not generate a negative score in a sentiment classifi er that simply looks for 
negative terms. Alternatively, a word that is typically classifi ed as explicitly 
positive or negative may not actually be expressing a sentiment (Wilson 
et al.  2009 ). An example of this would arise when talking about a land 
trust, with the word “trust” being classifi ed as expressing a positive sen-
timent when it is in fact being used as a noun. While the law of large 
numbers would imply that the averaged values of the sentiment of individ-
ual word would converge to the average of the emotions for the sample, 
the ambiguity of language and other limitations will be discussed further 
throughout the remainder of the book.  

   OUTLINE OF CHAPTERS 
 In the next chapter, we provide some historical context for social listen-
ing and urban policy, reviewing key areas of the literature. In Chap.   3    , we 
explore what this kind of social listening looks like in a small post- industrial 
city in New England by looking closely at the sentiment of tweets and key-
words employed. The successes and failures in this test-drive help generate 
some of the methods and approaches we then apply in the next two chap-
ters and recommend for future researchers. 

 In Chap.   4    , we begin by posing a more focused question than in the 
previous chapter, exploring the ways that urban immigrants express them-
selves on Twitter differently than native English speakers do. By comparing 
Portuguese tweets in several immigrant gateway cities with demographic 
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data from the US Census, the chapter examines the challenges and pitfalls 
of a comparative language study of microblogging data. 

 Chapter   5     offers a broader, national view of eight US cities where 
Twitter data was collected in 2013 and 2015, employing a more rigorous 
statistical analysis of the differences between Twitter data and more con-
ventional census sources. The results suggest that microblogging data has 
particular strengths and weaknesses of which researchers must be aware. 
The successes of the data collection and analysis in this chapter serve as a 
blueprint for the recommended methodological steps outlined in the fi nal 
chapter. 

 Chapter   6     concludes the book by synthesizing the fi ndings presented, 
offering implications for both urban studies and planning, as well as future 
research that endeavors to make use of social listening methods. The book 
ends by recommending a series of concrete steps for approaching urban 
social listening that draws on both theory and practice presented in the 
previous chapters.  

    NOTE 
     1.    A notable exception is Schweitzer ( 2014 ).         

   REFERENCES 
   Agichtein, E., Castillo, C., Donato, D., Gionis, A., & Mishne, G. (2008). Finding 

high-quality content in social media. In  Proceedings of the 2008 International 
Conference on Web Search and Data Mining,  ACM, 183–194.  

      Boniwell, I. (2008).  Positive psychology in a nutshell: A balanced introduction to the 
science of optimal functioning . London: Personal Well-Being Centre.  

   Catanese, S., De Meo, P., Ferrara, E., & Fiumara, G. (2010). Analyzing the 
Facebook friendship graph. arXiv preprint arXiv:1011.5168.  

   Cha, M., Haddadi, H., Benevenuto, F., & Gummadi, K. P. (2010). Measuring 
user infl uence in Twitter: The Million Follower Fallacy. In  Proceedings of the 
Fourth Annual AAAI Conference on Weblogs and Social Media , 10–17.  

   Cox, M., & Ellsworth, D. (1997). Application-controlled demand paging for out-
of- core visualization. In  Proceedings of the 8th Conference on Visualization,  
IEEE Computer Society Press, 235-ff.  

    Davern, M., Cummins, R., & Stokes, M. (2007). Subjective wellbeing as an 
affective- cognitive construct.  Journal of Happiness Studies, 8 (4), 429–449.  

10 J.B. HOLLANDER ET AL.

http://dx.doi.org/10.1057/978-1-137-59491-4_5
http://dx.doi.org/10.1057/978-1-137-59491-4_6


   Diakopoulos, N.  A., & Shamma, D.  A. (2010). Characterizing debate perfor-
mance via aggregated twitter sentiment.  Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems,  ACM.  

   Diener, E. (2015, March 16). Personal communication.  
    Diener, E., Sapyta, J. J., & Suh, E. (1998). Subjective well-being is essential to 

well-being.  Psychological Inquiry, 9 , 33–37.  
     Diener, E., Suh, E. M., Lucas, R. E., & Smith, H. E. (1999). Subjective well- 

being: Three decades of progress.  Psychological Bulletin, 125 , 276–302.  
    Ediger, D., Jiang, K., Riedy, J., Bader, D. A., Corley, C., Farber, R., & Reynolds, 

W. N. (2010). Massive social network analysis: Mining Twitter for social good. 
 39th International Conference on Parallel Processing,  583 – 593.  

    Francis, L.  J. (1999). Happiness is a thing called stable extraversion: A further 
examination of the relationship between the Oxford Happiness Inventory and 
Eysenck’s dimensional model of personality and gender.  Personality and 
Individual Differences, 26 (1), 5–11.  

   Frias-Martinez, V., & Frias-Martinez, E. (2014). Crowdsourcing land use maps 
via Twitter.  KDD’14, New York .  

   Go, A., Bhayani, R., & Huang, L. (2009). Twitter sentiment classifi cation using 
distant supervision.  CS224N Project Report , Stanford, 1–12.  

   Gokulakrishnan, B., Priyanthan, P., Ragavan, T., Prasath, N., & Perera, A. (2012). 
Opinion mining and sentiment analysis on a Twitter data stream.  The 
International Conference on Advances in ICT for Emerging Regions—ICTer 
2012 , 182–188.  

   Goodspeed, R. (2013). The limited usefulness of social media and digital trace 
data for urban social research,  AAAI Technical Report , 2–4.  

    Hansen, D. L., Rotman, D., Bonsignore, E., Milic-Frayling, N., Rodrigues, E. M., 
Smith, M., & Shneiderman, B. (2009).  Do you know the way to SNA?: A process 
model for analyzing and visualizing social media data  (pp. 1–10). College Park: 
University of Maryland.  

   Hinchcliffe, D., & Kim, P. (2012). Social business by design: Transformative social 
media strategies for the connected company. Wiley.  

    Kim, J., & Lee, J.-E. R. (2011). The Facebook paths to happiness: Effects of the 
number of Facebook friends and self-presentation on subjective well-being. 
 Cyberpsychology, Behavior and Social Networking, 14 (6), 359–364.  

   Mahmud, J., Nichols, J., & Drews, C. (2012). Where is this tweet from? Inferring 
home locations of Twitter users. In  Proceedings of the Sixth International AAAI 
Conference on Weblogs and Social Media,  511 – 514.  

   Martineau, J., & Finin, T. (2009). Delta TFIDF: An improved feature space for 
sentiment analysis. In  Proceedings of the Third International ICWSM Conference , 
258–261.  

INTRODUCTION 11



     Mayer-Schönberger, V., & Cukier, K. (2013).  Big data: A revolution that will 
transform how we live, work, and think . Boston: Eamon Dolan/Houghton 
Miffl in Harcourt.  

    McCrae, R. R., & Terracciano, A. (2005). Universal features of personality traits 
from the observer’s perspective: Data from 50 cultures.  Personality Processes 
and Individual Differences, 88 (3), 547–561.  

    Merchant, R. M., Elmer, S., & Lurie, N. (2011). Integrating social media into 
emergency-preparedness efforts.  New England Journal of Medicine, 365 (4), 
289–291.  

   Namata, G. M., Sharara, H., & Getoor, L. (2010). A survey of link mining tasks 
for analyzing noisy and incomplete networks. Springer.  

     Nasukawa, T., & Yi, J. (2003).  Sentiment analysis: Capturing favorability using 
natural language processing  (pp. 70–77). New York: ACM.  

    Pang, B., & Lee, L. (2008). Opinion mining and sentiment analysis.  Foundations 
and Trends in Information Retrieval., 2 (1–2), 1–90.  

    Pang, B., Lee, L., & Vaithyanathan, S. (2002). Thumbs up? Sentiment classifi ca-
tion using machine learning techniques.  EMNLP , 79–86.  

    Prabowo, R., & Thelwall, M. (2009). Sentiment analysis: A combined approach. 
 Journal of Informetrics, 3 (1), 143–157.  

    Rappaport, S. D. (2011).  Listen fi rst!: Turning social media conversations into busi-
ness advantage . New York: Wiley.  

    Ryff, C. D., & Singer, B. H. (2008). Know thyself and become what you are: 
Aeudaimonic approach to psychological well-being.  Journal of Happiness 
Studies, 9 (1), 13–39.  

    Schimmack, U., Diener, E., & Oishi, S. (2002). Life-satisfaction is a momentary 
judgment and a stable personality characteristic: The use of chronically acces-
sible and stable sources.  Journal of Personality, 70 , 345–384.  

      Schimmack, U., Radhakrishnan, P., Oishi, S., Dzokoto, V., & Ahadi, S. (2002). 
Culture, personality, and subjective well-being: Integrating process models of 
life satisfaction.  Personality Processes and Individual Differences, 82 (4), 
582–593.  

    Schweitzer, L. (2014). Planning and social media: A case study of public transit 
and stigma on Twitter.  Journal of the American Planning Association, 80 (3), 
218–238.  

   Servi, L., & Elson, S.  B. (2012). A Mathematical approach to identifying and 
forecasting shifts in the mood of social media users.  The MITRE Corporation,  
27 - 1–27-16.  

    Sheldon, K. M., & Kasser, T. (2001). Getting older, getting better: Personal striv-
ings and psychological maturity across the lifespan.  Developmental Psychology, 
37 , 491–501.  

12 J.B. HOLLANDER ET AL.



     Soldz, S., & Vaillant, G. E. (1999). The Big fi ve personality traits and the life 
course: A 45-year longitudinal study.  Journal of Research in Personality, 33 , 
208–232.  

    Taboada, M., Brooke, J., Tofi loski, M., Voll, K., & Stede, M. (2011). Lexicon- 
based methods for sentiment analysis.  Computational Linguistics, 37 (2), 
267–307.  

    Tang, L., & Liu, H. (2010). Community detection and mining in social media. 
 Synthesis Lectures on Data Mining and Knowledge Discovery, 2 (1), 1–137.  

     Wilson, T., Wiebe, J., & Hoffmann, P. (2009). Recognizing contextual polarity: 
An exploration of features for phrase-level sentiment analysis.  Computation 
Linguistics, 35 (3), 400–433.    

INTRODUCTION 13



15© The Editor(s) (if applicable) and The Author(s) 2016
J.B. Hollander et al., Urban Social Listening, 
DOI 10.1057/978-1-137-59491-4_2

    CHAPTER 2   

    Abstract     In this chapter, we introduce the concept of sentiment analy-
sis as a way to study the prevalence of positive or negative sentiments in 
expressed attitudes and opinions. We review the ways researchers broadly 
have used sentiment analyses of Twitter data and other digital data and 
the established benefi ts and limits of this method for urban social science 
research. We then discuss how Twitter data and other similar forms of 
social media data have been applied in a wide variety of urban planning 
issues and projects across the globe.  

  Keywords     Social listening   •   Social media   •   Twitter   •   Microblogging  

       In this chapter, we offer a bit more perspective on urban social listening by 
examining the associated data sources and tools, as well as how it has been 
used in the urban studies, urban affairs, and urban planning literatures. 

   MICROBLOGGING SENTIMENT ANALYSIS 
 As Twitter posts are the form of Big Data discussed in this book, this 
section will examine the ways in which sentiment analyses—qualitative 
measurements of opinions and attitudes—of Twitter data have been used 
for a myriad of academic research purposes. Furthermore, we will discuss 
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Sentiment Analysis                     



how Twitter data and other similar forms of social media data have been 
applied in a wide variety of urban planning contexts across the globe. 

 Sentiment analysis, sometimes referred to as opinion mining, is the 
analysis of expressed attitudes and opinions with the goal of determining 
the degree to which there are positive or negative sentiments therein (Liu 
 2012 ). In this qualitative method, a score is assigned to each textual entity 
within a larger body of data based upon the strength of modifying words 
within that entity (Godbole et al.  2007 ). For example, a tweet containing 
the word “good” would be assigned a positive score, a tweet containing 
the words “very good” would be assigned an even higher positive score, a 
tweet with the word “bad” would be assigned a negative score, and so on. 

 As would be expected, there are both benefi cial and limiting features of 
microblogging sentiment analyses that must be kept in mind when con-
ducting such research. On the benefi cial side are its relative ease and low 
cost, with people who use Twitter (or Facebook, or Foursquare, or any 
number of other platforms) freely volunteering information on a virtually 
unlimited number of topics. Traditional surveys or polls are more time 
intensive, cost far more to conduct, and can cover only so many topics. 
On the other hand, microblogging applications have not been universally 
adopted by the general public and skew toward a younger demographic 
(Gayo-Avello  2011 ). There may be other demographic factors at play, 
such as socioeconomic status, meaning that a representative sample of the 
broader population is unlikely. Additionally, language is complex, con-
textual, and ever changing. Machines, for all their processing power, are 
sometimes incapable of interpreting linguistic subtleties. 

 Nonetheless, there are multiple ways in which microblogging data may 
effectively infl uence or even lead to the creation of policies, programs, 
and institutions. Particularly relevant to our work are studies that inves-
tigate different measures of happiness as calculated based on tweets. The 
results of prior research generally support the fi ndings from the psychol-
ogy literature reviewed in the fi rst chapter of this book. For example, Bliss 
et  al. ( 2012 ) studied sentiment among Twitter users in common social 
networks, as indicated by replying to one another’s tweets (Bliss et  al. 
 2012 ). They found that happiness is assortative, although the researchers 
did not attempt to distinguish whether the association was due primarily 
to homophily (birds of a feather fl ock together) or contagion (happiness is 
infectious). These results are supported by a similar study by Bollen et al. 
(2011b), who found that people with relatively higher or lower degrees of 
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subjective well-being connect with others of similar subjective well-being, 
suggesting homophily (Bollen et al.  2011b ). 

 Microblogging has also been shown to be a fairly reliable indicator 
of swings in public sentiment. Bollen et al. ( 2011a ) compare sentiment 
analysis of daily tweets over a fi ve-month period in 2008 to the timing of 
newsworthy events. They fi nd that social, political, cultural, and economic 
events are correlated with signifi cant changes in public mood as repre-
sented by tweets (Bollen et  al.  2011a ). A lengthier study of nearly 4.6 
billion tweets over 33 months similarly demonstrated a strong relationship 
between notable events in the news and the sentiments expressed about 
the participants in those events (Dodds et al.  2011 ). 

 Some have even gone so far as to use Twitter to predict the outcomes 
of important events. One study found that a high level of emotion, posi-
tive or negative, in tweets on a given day correlated with decreases in 
stock market indexes the following day, while a low level of emotional 
tweeting correlated with an increase in stock market indexes the follow-
ing day (Zhang et al.  2011b ). The same authors analyzed retweets in the 
USA containing the words “hope,” “fear,” or “worry,” as well as certain 
economic keywords like “dollar,” “gold,” or “oil,” and found there to be 
signifi cant correlations between market movement and retweets for most, 
but not all, of the keywords (Zhang et al.  2011a ). 

 A particularly lively debate has centered on the potential ability of 
Twitter to predict elections. Tumasjan et al. ( 2010 ) conducted a count 
and sentiment analysis of tweets leading up to the German federal election 
of 2009. They found that the volume of tweets mentioning each political 
party closely corresponded to the ranking of those parties in terms of vote 
share. The researchers were surprised by this result given that Twitter’s 
sample is likely unrepresentative of the voting public. They did note that 
Twitter users tend to be more highly educated than the public as a whole 
and have more infl uence on media pundits who frame the political debate 
for a nationwide audience, though no insights were offered in the study 
about actual voting behavior (Tumasjan et  al.  2010 ). Jungherr et  al. 
( 2012 ) directly rebutted those arguments by pointing out that Tumasjan 
et al. ( 2010 ) neglected to include the Pirate Party, which had almost twice 
as many mentions in tweets leading up to the German federal election 
in 2009 as the next closest party (the Christian Democrats, who actually 
received the most votes). Sang and Bos ( 2012 ) used counts of political 
parties mentioned in tweets to analyze results of the 2012 Dutch senate 
elections, fi nding that these counts would have accurately predicted the 
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results for 52 out of 75 seats, a fi gure that was improved to 57 out of 75 
seats when a sentiment analysis was introduced. Other researchers, how-
ever, have echoed the words of Jungherr et al. ( 2012 ), stating that no elec-
tions have actually been predicted, no common method of establishing 
Twitter “votes” has been agreed upon, and there is no clear comparison 
between tweets and other data sources like polls, election results, or party 
shares of seats (Metaxas and Mustafaraj  2012 ; Gayo-Avello  2012 ). 

 O’Connor et al. ( 2010 ) suggested that tweets might actually be getting 
better at predicting events over time—presumably as the platform gains 
more active and intense users. They found an increase in the degree of 
correlation between sentiments for tweets containing the words “econ-
omy,” “job,” or “jobs” with traditional measures of consumer confi dence. 
They also reported stronger correlations between tweet sentiments about 
Obama and his job approval rating in 2009 than in public polling dur-
ing 2008. On the other hand, the frequency of tweets was found to have 
a stronger correlation with polls than sentiment scores (O’Connor et al. 
 2010 ). 

 Twitter has also been used to study national election results at subna-
tional level; however, no one, to our knowledge, has yet conducted an in- 
depth investigation into how well this platform predicts the outcomes of 
local issues, which are often of particular interest to planners and munici-
pal policy makers. Of particular note is a recent study by Gordon ( 2013 ), 
who analyzed state results in the 2008 and 2012 US presidential elec-
tions. He found that the volume of tweets mentioning a particular party 
or candidate has a pro-Democratic Party bias (likely because of a liberal- 
skewing Twitter user base). The predictive accuracy of tweets improved 
signifi cantly between 2008 and 2012, although this may be due to the 
latter being a more closely contested election. This research also found 
that a sentiment analysis of tweets that assigned a “vote” for Mitt Romney 
or Barack Obama to each Twitter user produced a more accurate picture 
of election results (at the state level) than a simple volume count of tweet 
mentions, although there was still a pro-Obama bias (Gordon  2013 ). 

 In an attempt to use Twitter to aid public health planning, a study 
by Eichstaedt et al. ( 2015 ) established that an analysis of language pat-
terns of tweets, using preestablished dictionaries for positive and negative 
emotions, positive and negative social relationships, and engagement and 
disengagement, was a better predictor of heart disease mortality at the 
county level than a model of common demographic, socioeconomic, and 
health risk factors, such as smoking and diabetes.  
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   MICROBLOGGING AND COMPARATIVE LANGUAGE STUDIES 
 Several studies have used microblogging data to make comparisons 
between linguistic and cultural groups so as to facilitate an improved 
understanding of multicultural communities (Hale  2014 ; Magdy et  al. 
 2014 ; Mocanu et al.  2013 ; Wilkinson and Thelwall  2012 ). Hale ( 2014 ) 
focused on Twitter users who tweet in more than one language to show 
how these users are instrumental in bridging language gaps and dissemi-
nating information from users of one language to users of another. Madgy 
et  al. ( 2014 ) analyzed geotagged tweets from a number of countries 
around the world in order to compare linguistic diversity among different 
countries. Their unit of comparison is the country scale and, rather than 
analyzing the content of each tweet, they simply used the language tag 
associated with each Twitter user. 

 In a similar study, Mocanu et al. ( 2013 ) used language data associated 
with geotagged tweets to map language usage on Twitter both within and 
between countries. Wilkinson and Thelwell ( 2012 ), on the other hand, 
focused only on English but compared how different topics were empha-
sized in different international and cultural contexts. Cui et  al. ( 2011 ) 
discussed the methodology of using emoticons to detect sentiment as way 
to bridge the gap between tweets composed in different languages. Gao 
et al. ( 2012 ) compared sentiment analysis of microblogging data inside 
and outside of China by comparing results from Twitter and from Sina 
Weibo, the most popular Chinese microblogging service. Poblete et  al. 
( 2011 ) compared Twitter sentiment and languages used in the top ten 
countries for Twitter usage worldwide.  

   MICROBLOGGING AND URBAN STUDIES 
 The use of Twitter and other microblogging data to enhance urban plan-
ning and related studies of place is a relatively new development due to 
the newness of the platform itself—Twitter was only launched in the sum-
mer of 2006. Despite Twitter still being less than a decade old, numerous 
efforts have been made, both inside and outside of academia, to apply 
analysis of a corpus of tweets from particular locations to a variety of urban 
issues and planning endeavors. 

 Several studies use Twitter-based sentiment analysis to understand what 
is happening in urban places through examinations of the geography of 
well-being and happiness. A 2013 study by Mitchell et al. used tweets to 
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calculate the happiest and saddest cities and states. They also showed that 
various factors such as frequency of tweets, use of obscenities, and obe-
sity rates have consistent correlations with places showing less happiness 
(Mitchell et al.  2013 ). An analysis of neighborhoods in London showed a 
strong link between sentiments expressed in tweets emanating from those 
neighborhoods and traditional measures of that community’s socioeco-
nomic well-being, such as income and crime (Quercia et al.  2012 ). These 
kinds of investigations into the relationship between particular places and 
the mood of tweets have also been applied to specifi c places and events, 
such as the 2012 London Olympic Games; 2013 Milan Design Week 
(Balduini et  al.  2013 ); the city of Newcastle upon Tyne (Mearns et  al. 
 2014 ); 15 museums in Yorkshire County, UK (Lovelace et al.  2014 ); and 
the whole of New York City (Bertrand et al.  2013 ). These studies add to 
the growing body of evidence that, through the analysis of tweets, one can 
learn about sentiment in particular places. 

 On the practitioner side, planners in Brisbane, Australia, used a system 
they called Discussions in Space (DIS), in which a large public screen 
encouraged residents to participate, via Twitter, in the city’s long-term 
visioning process (Schroeter and Houghton  2011 ). Residents were asked 
to send in their “bright ideas” for the future of Brisbane, either by sending 
a text to a specifi c number or by using an exclusive hashtag, with several 
tweets deemed to be relevant or interesting posted to the public screen. 
An additional study focusing on suburban areas of Brisbane asked partici-
pating mothers to check in via one of three mobile phone applications at 
every location where they brought their children for physical activity over 
a one-week period, with implications for improving public health (Ben- 
Harush et al.  2012 ). 

 As might be expected, many urban-focused uses of Twitter data involve 
mapping where tweets are coming from and analyzing the content of 
those tweets. For example, MacEachren et al. ( 2011 ) created a web-based 
application to query the Twitter API for tweets relevant to crisis manage-
ment and disaster relief efforts, accommodating not only the geolocation 
of the tweets but locations mentioned in the contents of the tweets. The 
latter is particularly important for emerging planning applications, as many 
Twitter users do not enable the location tracking options of Twitter. Sakaki 
et al. ( 2010 ) established the ability of their tweet classifi er to detect earth-
quakes and send out warning emails faster than the Japan Meteorological 
Association’s Broadcasts. Antonelli et al. ( 2014 ) created a program with 
a dashboard of information, including maps and timelines, displaying the 
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location of tweets during citywide events, with an eye toward ultimately 
including sentiment analysis as part of the dashboard’s reports. A similar 
paper describes a dashboard of tweet location data coming from the 2012 
London Olympic Games and 2013 Milan Design Week, including a senti-
ment analysis of the latter (Balduini et al.  2013 ). 

 Other city-level studies include the creation of clusters of Foursquare  1   
check-ins posted to Twitter in several neighborhoods of Pittsburgh, 
enabling the creation of maps of behavior patterns for clusters of residents 
that do not conform to traditional neighborhood boundaries (Cranshaw 
et al.  2012 ). A similar study investigated public mood via sentiment analy-
sis of tweets in New York City, showing how attitudes shifted in relation 
to nearby landmarks or facilities such as Times Square, hospitals, and jails 
(Bertrand et al.  2013 ). A smaller scale was adopted in a study examining 
visitor activity at 15 museums in Yorkshire, UK, from nearby residential 
areas (Lovelace et al.  2014 ). 

 Researchers have also been using Twitter to study the movement of 
people, providing new insights in the realm of traffi c analysis and changing 
land use/activity patterns. Fujisaka et al. ( 2010 ) focused on the aggrega-
tion and dispersion of people in different parts of Tokyo as determined by 
geolocated tweets. In a study of geolocated tweets in New York, London, 
and Madrid, Frias-Martinez et  al. ( 2013 ) showed how land use can be 
identifi ed by changes in tweet volume throughout the day. Similarly, 
Wakamiya et al. ( 2011 ) used geotagged tweets to classify Japanese munici-
palities into one of four categories—bedroom, offi ce, nightlife, and mul-
tifunctional—based upon number of tweets, number of Twitter users, 
and movement of Twitter users. Mobility patterns have studies with social 
media applications that require users to “check in” to locations they visit 
(Cheng et al.  2011 ). 

 Many municipal agencies and regional authorities have begun crafting 
their own social media outreach wings in an effort to engage the citi-
zenry and, at least informally, assess public sentiment (Evans-Cowley and 
Hollander  2010 ). Given the relatively low cost of such efforts, we expect 
more and more cities to turn to social media. However, little work has 
been done to evaluate the accuracy or value of microblogging tracking 
and sentiment analysis with regard to issues of local concern, such as atti-
tudes over development impacts, service provision, effective governance, 
or predictions of local referenda and elections. A recent study of tweets at 
the local level provided conclusive evidence that transit agencies engaging 
more actively with other Twitter users, as opposed to simply blasting out 
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information without the potential for a dynamic dialogue, experienced a 
signifi cantly improved level of Twitter discourse surrounding public tran-
sit (Schweitzer  2014 ).  

   CONCLUSION 
 In this brief history of the use of microblogging data in social science 
research and urban studies, we have shown that there is a great deal of 
formative research and real potential for this approach. Not all of these 
examples deliver on the promise of a new technology, but what they offer 
us collectively is a framework for how to begin to test whether and how 
Twitter data can be used to produce valid and reliable studies of cities. 
What follows in the next three chapters are the results of three efforts 
we undertook to build on the literature cited above and to participate in 
urban social listening.  

    NOTE 
     1.    Foursquare is a mobile app that provides place recommendations based on 

the user’s identity and current location.         
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    CHAPTER 3   

    Abstract     In this chapter we provide an account of our attempt to ana-
lyze Twitter data. We describe our methods for creating a database of 
over 100,000 tweets produced by users in the city of New Bedford, 
Massachusetts. We attempt to analyze the way in which the Twitter mes-
sages engaged with the topics of urban policy and fi nd there is a cursory 
overlap. We also compare the commercially available IBM SPSS Modeler 
to our custom-designed sentiment analyzer. Both methods showed a rel-
atively low percentage of sentiment overall but a greater prevalence of 
positive tweets. Overall, we note that the magnitude of microblogging 
data and the ability to capture it readily and improvements in analysis 
techniques may allow for quantity to compensate for low percentages of 
sentiment.  

  Keywords     New Bedford   •   Twitter   •   Sentiment analysis  

       Inspired by scores of articles, conference presentations, and anecdotal 
accounts, we commenced in 2013 an effort to collect and analyze data 
from the Twitter API. While a few tools were available at the time, none 
were easy to use and most required the prospective researcher to engage 
in extensive computer programming. We designed a piece of software, 
Urban Attitudes, that stored, indexed, and analyzed a continuous stream 

 Taking Microblogging Data for a Test Drive                     



of data from the Twitter Decahose (a 10 % sample of all tweets) that were 
geotagged to specifi c locations (details on the software are presented in 
Appendix   1    ). 

   EXPLORING STRATEGIES FOR USING THE TWITTER API 
 Below we chronicle our initial pursuit of an iteratively developed soft-
ware intended to explore how the Twitter API could be used to address a 
core urban planning question: what does the public think? Conventional 
approaches to answering such a question have tended to involve surveys, 
focus groups, or interviews (Gaber and Gaber  2007 ). The goal for us was 
to offer a cursory but systematic analysis of the potential for Twitter data 
to shed light on the sentiments of users in a city—in this case, the city of 
New Bedford, Massachusetts. We selected New Bedford due to its small 
population (75,000), small geographic area (24 square miles), and low 
average age (23 % under 18 years of age). In addition, we were already 
asking these same questions using conventional qualitative and quantita-
tive research methods in New Bedford in which we were studying chil-
dren and family policy with Professor Tama Leventhal of the Eliot-Pearson 
Department of Child Study and Human Development at Tufts University. 

 Our custom software (Urban Attitudes) pulled only those messages 
that were tweeted from a geographic areas delimited as a rectangle 
around New Bedford (see Fig.  3.1 ). Using 70.89941601 (longitude) and 
41.759387677 (latitude) for the Northeast corner and −70.981963 (lon-
gitude) and 41.591322004 (latitude) for the Southwest corner, the rect-
angle encompassed the entire geographic extent of New Bedford, along 
with small slices of some neighboring communities (see Fig.  3.1 ). We col-
lected a total of 122,187 messages during the period of February 9–April 
3, 2014.

   Once we had acquired and organized the data (using the custom Urban 
Attitude software), we proceeded to conduct a sentiment and keyword 
analysis. To conduct the analysis, we considered many of the software 
applications described in Chap.   2    . We arrived upon a professional software 
application because it is both convenient and practical for urban planning 
purposes. We fi rst set out to select existing applications. SAS and STATA 
both offered sentiment analysis add-on packages, though at a high cost 
to our institutions. We found that the open-access software R has several 
respectable sentiment analysis programs, but our own (and our research 
assistants’) unfamiliarity with R made it an unattractive option. We set-
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tled on IBM SPSS Modeler, which we were provided with  gratis  through 
a license with IBM for one year. Because Modeler did not satisfy all of 
our research needs, we also added a sentiment analyzer module into our 
Urban Attitudes software. 

 Using IBM SPSS Modeler, we ran the Twitter messages through a 
sentiment analysis module. The sentiment analysis employs an internal 
sentiment dictionary, where we selected the “Opinions (English)” sub-
dictionary. The SPSS Modeler Text Analytics function offers researchers 
many complex and nuanced ways to study language. For this research, our 
aims were modest and we selected a relatively simple dichotomy to guide 
our analysis: all messages were coded as either positive, negative, or N/A 
by the Modeler software based on the appearance of certain sentimental 
words. Another commonly used sentiment dictionary known as AFINN, 
which was developed by Finn Årup Nielsen, has 2477 words and phrases, 
with each one rated on an ordinal scale of +5 to −5 (e.g. obliterate is 
−2, where rejoicing is +4) (Hansen et  al.  2011 ; Ngoc and Yoo  2014 ). 

  Fig. 3.1    City of New Bedford, enveloped by a rectangle to facilitate download-
ing of Twitter messages       
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Based on discussions with IBM offi cials, we feel comfortable that the 
Modeler dictionary likely bears some resemblance to the AFINN diction-
ary, though the exact parameters of the Modeler product are proprietary. 
For additional validation, we also ran the Twitter messages through the 
AFINN dictionary using the Urban Attitudes software, with its new senti-
ment analysis module. 

 Next, we sought to better explore the way in which the Twitter mes-
sages engaged with the topics of urban policy. While one would not expect 
Twitter users’ posts to frequently relate to perceptions of place, we did 
seek to understand the extent to which this might be the case. We con-
ducted a keyword text search for a set of 24 terms that pertain to New 
Bedford, their neighborhoods, or other topics related to child and family 
policy in a shrinking city. 

 Through a grounded approach, we developed the set of keywords for 
the qualitative analysis. The keywords were developed through a close 
reading of meeting minutes from six city boards and commissions. A 
research assistant reviewed the meeting minutes of the School Committee, 
Zoning Board, Planning Commission, City Council, Board of Health, and 
City Council from the years 2008–2014 and wrote a summary narrative 
for each year (n = 300). The researchers reviewed the narratives and the 
research team identifi ed 24 frequently appearing terms relevant to urban 
and youth policy and planning.  

   WHAT WE FOUND IN OUR TEST 
 For six weeks from February 2014 to April 2014, we used the Urban 
Attitudes software to download 122,186 messages. Of those, 87,079 had 
valid fi elds and were tested for sentiment. The messages were collected 
in a relatively uninterrupted time basis into a series of individual *.csv 
fi les. We compiled those *.csv fi les into a single fi le and ran it through the 
SPSS Modeler Text Analytics program. The result was that 6268 (7.2 %) of 
the messages were classifi ed as positive (including several variations of the 
concept of positive, including positive attitude, positive budget, positive 
competence, positive feeling, positive feeling emoticon, ☺, and positive 
functioning). A total of 4825 (5.5 %) were classifi ed as negative (along 
with conceptually close variations of negative). 

 Those familiar with Twitter might not be surprised at how few mes-
sages evoked any sentiment: a total of 9 % (subsequent chapters will show 
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that was a relatively low sentiment percentage). Mostly, people use Twitter 
to communicate about their favorite sports team, what they are having for 
dinner, or their plans for the evening. However, these results show that 
over 10,000 messages did have an embedded sentiment, and it was signifi -
cantly more positive than negative. 

 To check these results, we also ran the Twitter messages through 
the custom-designed sentiment analyzer that used AFINN (also part of 
the “Urban Attitudes” software). Here the unit of analysis is the word, 
whereas the Modeler software used the tweet as the unit of analysis. The 
Urban Attitudes software searches for the appearance of positive and nega-
tive words preprogrammed into the AFINN dictionary; when a positive 
word appears, it becomes a marker for the presence of positive sentiment. 
By only using the AFINN dictionary and none of contextual informa-
tion embedded in the Modeler software, the program found 58,490 pos-
itive words and 44,981 negative words (among a total word count of 
1,139,761). Presented as a percentage, that means 5.1 % positive words 
and 3.9 % negative words, not too different than the Modeler results. Each 
AFINN word is weighted, so with the added weights (between −5 and 
+5), the positive words had a combined score of 132,838 and the negative 
words had a weighted combined score of −111,529. 

 Turning now to the keyword search, we did a Control-F search through 
all the Twitter messages to determine the number of appearances of our list 
of 24 keywords (see Table  3.1 ). Here we found that the words “schools,” 
“zoning,” “health,” “safety,” and “parks” appeared most frequently (see 
Table  3.2 ).

    The work above constituted an initial step toward contributing to 
emergent literature around the use of social media data in planning by 
asking the following questions: (1) What are the strengths and weaknesses 
of microblogging data and (2) what is the range of uses for such data 
in planning practice and research? What we found was: ( 1) Microbloggers 
generate a vast amount of data. (2) Microblog content parallels current 
events in the news, politics, and matters of local policy. (3) Microbloggers 
infrequently use sentiment and rarely microblog about these places. (4) The 
magnitude of microblogging data and the ability to capture it readily and a 
growing number of sophisticated analysis techniques may mean that quantity 
can make up for lack of quality. (5) Microblogging has the potential to join 
the set of imperfect descriptive measures of citizens’ perspectives. Moreover, 
microblogging is unique among these data sets in that it may be used to go 
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  Table 3.1    Keywords 
used in meeting minute 
and Twitter messages 
searches  

 1.  Children 
 2.  School 
 3.  Preschool 
 4.  Safety 
 5.  Vacant lot/vacancy 
 6.  Housing violation 
 7.  Field 
 8.  Truant 
 9.  Redevelop 

 10.  Parks 
 11.  Guns 
 12.  Alcohol 
 13.  Underage drinking 
 14.  Violence 
 15.  Foreclosure 
 16.  Zoning 
 17.  Health 
 18.  Demolish 
 19.  Smoke/smoking 
 20.  Tobacco 
 21.  Condemned 
 22.  Lead 
 23.  Prenatal 
 24.  Health 

   Table 3.2    Appearance of keywords in meeting minutes and Twitter messages 
(top 10)   

 Minutes  Twitter 

 #  Rank  #  Rank 

 School  346  1  1602  1 
 Zoning  227  2  –  – 
 Health  140  3  247  3 
 Safety  121  4  33  9 
 Parks  75  5  47  7 
 Housing violation  67  6  –  – 
 Smoke  42  7  –  – 
 Field  39  8  305  2 
 Children  35  9  76  5 
 Vacant  25  10  –  – 
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beyond describing citizens to helping develop an understanding of how people 
feel about the places they live and react to and even participate in public 
events going on around them . 

 Although this analysis is very preliminary, it is also intriguing. We col-
lected the Twitter feed for a short period of only four weeks. This does 
not allow for a truly robust analysis, especially given the ambitions of “Big 
Data” analysis. It is possible that any data set would contain the keywords 
at similar frequency and that this is simply a refl ection of common English 
language usage. However, it could be that the pattern identifi ed above 
reveals that, in both formal and informal settings, residents engage topics 
in similar ways. That would suggest that the informal world of communi-
cation is an extension of, and not necessarily an alternative to, formal com-
munication, and vice versa. However, given the limitations of this analysis, 
this is entirely speculative. Reviewing the data across larger time frames 
and comparing it to other urban settings will help further test these ideas. 

 Additionally, an obvious question remains: How would one classify the 
majority of Twitter communications, since it appears that in the case of 
New Bedford in 2014, most tweets could not be classifi ed as either posi-
tive or negative? A conventional content analysis might help illuminate 
how people use Twitter to communicate and how sentiment fi ts into this 
modern means of expression. 

 While this was only our fi rst foray into urban social listening, it helped 
us to develop the necessary software tools, methodological frameworks, 
and analytical strategies that we use in the next two chapters. The limita-
tions enumerated above did not completely go away, but for the next 
chapters we review two research projects that sought to build on the New 
Bedford research in a systematic and rigorous way—addressing the weak-
nesses illuminated in this chapter, though not quite eliminating them.     

   REFERENCES 
    Gaber, J., & Gaber, S. (2007).  Qualitative analysis for planning & policy: Beyond 

the numbers . Chicago: APA Planners Press.  
   Hansen, L. K., Arvidsson, A., Nielsen, F. Å., Colleoni, E., & Etter, M. (2011). 

Good friends, bad news—Affect and virality in Twitter. The 2011 International 
Workshop on Social Computing, Network, and Services (SocialComNet).  

   Ngoc, P. T., & Yoo, M. (2014). The lexicon-based sentiment analysis for fan page 
ranking in Facebook. In  Information Networking (ICOIN), 2014 International 
Conference on , IEEE, 444–448.    

TAKING MICROBLOGGING DATA FOR A TEST DRIVE 33



35© The Editor(s) (if applicable) and The Author(s) 2016
J.B. Hollander et al., Urban Social Listening, 
DOI 10.1057/978-1-137-59491-4_4

    CHAPTER 4   

    Abstract     Immigrant communities have been the subject of much urban 
social science research, but this population can be diffi cult to identify and 
study effectively. Here we propose and evaluate a method for sentiment 
analysis of microblogging data of Portuguese-speaking residents. We ask, 
how do Portuguese-speaking microbloggers compare to English-speaking 
microbloggers in terms of overall happiness and attitude? And how do the 
results of a sentiment analysis of microblog data compare with traditional 
indicators of well-being in cities? We compare the results of the qualita-
tive sentiment analysis with traditional quantitative indicators of economic 
and social well-being based on US Census data. While there are weak-
nesses in comparing overall sentiment between English and Portuguese, 
the benefi ts are vast in setting up statistically valid and reliable comparable 
frameworks.  

  Keywords     New England   •   Portuguese   •   Linguistics   •   English  

       The previous chapter illustrates how microblogging data might improve 
the study of urban communities. Given New Bedford’s status as a major 
immigrant hub, the results in the previous chapter raise a key question that 
warrants further investigation: how might the sentiment analysis of micro-
blogging data function in multilingual immigrant communities? 

 A Close Look at Urban Immigrant 
Communities                     



 Immigrant communities have been the subject of much urban social 
science research because they typically face a number of economic, social, 
and political challenges. In order to identify patterns and recommend and 
implement policy changes that are more inclusive of immigrants, it is nec-
essary to be able to assess and measure the well-being of members of these 
communities. Currently, census data and economic indicators, as well as 
traditional surveys, interviews, and case studies, are the most common 
and effective ways to study and assess these communities. However, these 
methods have their limitations, including being slow and costly to imple-
ment, their diffi culty in capturing a multilingual community, and the fact 
that, especially with many cities hosting undocumented immigrants, this 
population can be diffi cult to identify and study effectively. 

 The purpose of this chapter is to propose and evaluate a method for 
supplementing traditional indicators of well-being, such as demographic 
and economic data, with sentiment analysis of microblogging data. This 
chapter will specifi cally focus on Portuguese-speaking immigrant com-
munities in Massachusetts Gateway Cities, using microblogging data col-
lected from four of these cities and analyzed for sentiment in Portuguese 
and English. 

 “Gateway Cities” is a term used to identify cities that, during the 
Industrial Revolution and into the early twentieth century, served as major 
destinations for immigrants to the USA, often because they could offer 
skilled labor to the textile mills or other industries located there. The term 
encompasses predominantly older industrial cities that today have decay-
ing infrastructure and limited economic resources with which to assist 
newcomers. In 2008 the chief executives of eleven cities signed a compact 
identifying these locations as “Gateway Cities,” including: Fall River, New 
Bedford, Brockton, Fitchburg, Lawrence, Lowell, Haverhill, Springfi eld, 
Holyoke, and Pittsfi eld. The goal of this compact is to encourage these 
cities to work together to lessen the economic gap between them and rest 
of the state (UMass Dartmouth  2014a ). In 2010, the Massachusetts legis-
lature offi cially codifi ed the term (Foreman and Larson  2014 ). 

 These post-industrial cities contend with a number of economic and 
social disadvantages. For example, 30 % of Massachusetts residents liv-
ing below the poverty line live in Gateway Cities, even though these 
cities account for only 15 % of the total population of the state (UMass 
Dartmouth  2014b ). According to census data for New Bedford, 19.2 % 
of the population is foreign born, and 60.2 % of foreign-born residents 
are limited English profi cient (LEP). The median household income for 
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New Bedford is $36,789, while for Massachusetts as a whole the median 
household income is $66,658 (US Census Bureau  2014c ). Several of the 
Gateway Cities are also among the cities in Massachusetts with the highest 
numbers of immigrants (Immigrant Learning center  2010 ). In fact, the 
foreign-born population of many Gateway Cities is trending back toward 
the percentage of the early twentieth century (Foreman & Larson). 

 As a case study of the immigrant population of these Gateway Cities, 
this research focuses on Portuguese-speaking residents. This is a diverse 
group, including people born in or with ancestry from Portugal, Cape 
Verde, and Brazil, along with smaller numbers from other Portuguese- 
speaking countries (Massachusetts Alliance of Portuguese Speakers 
 2008 ). Portuguese speakers as a group are especially relevant to focus on 
because Massachusetts has more Portuguese speakers than any other state, 
based on an American Community Survey Data, 2006–2010 estimate 
(Massachusetts Alliance of Portuguese Speakers  2012 ). The largest num-
bers of foreign-born Portuguese speakers in Massachusetts are originally 
from Brazil. In fact, a report from the Immigrant Learning Center found 
Brazil to be the top country of origin for all foreign-born residents of 
Massachusetts in 2009 (Immigrant Learning Center  2010 ). Portuguese- 
speaking immigrants also have signifi cant historical ties to Massachusetts, 
as they have been immigrating to Massachusetts since the 1800s (Bailey 
 2000 ). While the country of origin has shifted—earlier immigrants 
were primarily from Portugal or the Azores—this group has had a long- 
standing cultural impact on certain areas of Massachusetts. There is signifi -
cant overlap between Gateway Cities and Portuguese-speaking immigrant 
communities, with several of the Gateway Cities among the cities with the 
highest concentrations of Portuguese speakers, including Fall River, New 
Bedford, Lowell, and Brockton (Massachusetts Alliance of Portuguese 
Speakers  2008 ). These four cities are the focus of this study. 

 We seek to contribute to the study of the well-being of immigrant 
communities in Massachusetts by assessing Portuguese-speaking immi-
grants in Gateway Cities based on a sentiment analysis of microblogging 
data. In order to do so, we collect geotagged microblogging data using 
the Twitter Streaming API from the four heavily Portuguese-speaking 
Gateway Cities in Massachusetts. We also collected microblogging data 
from a larger region of Eastern Massachusetts and three control loca-
tions. We then conducted a sentiment analysis in English and Portuguese 
of these collected microblogs using sentiment expressed through social 
media as an indicator of well-being. Finally, we compared the results of 

A CLOSE LOOK AT URBAN IMMIGRANT COMMUNITIES 37



the qualitative sentiment analysis with traditional quantitative indicators 
of economic and social well-being based on US Census data. Our research 
questions include:

    1.    How do Portuguese-speaking microbloggers in Massachusetts 
Gateway Cities compare to English-speaking microbloggers in terms 
of overall happiness and attitude?   

   2.    How do the results of a sentiment analysis of microblog data com-
pare with traditional indicators of well-being in Massachusetts 
Gateway Cities?     

 We focused on fi ve collection areas: four Gateway Cities, includ-
ing Brockton, New Bedford, Fall River, and Lowell, and a larger area 
of Eastern Massachusetts. We also collected data from three additional 
control locations for comparison purposes: Cambridge, Massachusetts; 
São Paulo, Brazil; and Lisbon, Portugal. Cambridge is home to both the 
Massachusetts Institute of Technology and Harvard University, univer-
sities which attract sizable student and faculty from around the globe, 
including Portuguese speakers. São Paulo and Lisbon are both cities 
where Portuguese is the primary language, each representing very differ-
ent linguistic communities. 

 We collected geotagged tweets from all fi ve collection areas for three 
periods in December 2014 and January 2015. Other studies based on the 
Twitter API collected data continuously for extended periods of time—9 
weeks (Gordon  2013 ), 445 days (Lovelace et  al.  2014 ), or 6 months 
(O’Connor et al.  2010 ). But unlike these studies, our primary purpose is 
simply to compare between locations and languages, not changes in senti-
ment over time. To this end, we consolidated all of our data sets from each 
time period into one fi le per location. See Table  4.1  for details.

   The collected data is stored in a .CSV format. Each individual tweet has 
a unique ID number, a number assigned to the account holder, and a time 
and date stamp. tweets collected from updated versions of the program 
also contain geographic coordinates, a city name, and a column that indi-
cates the language listed on the account of the user who published that 
particular tweet. 

 In order to direct the data collection, we put specifi c locations in the 
Urban Attitudes software using latitude and longitude. For Fall River and 
Brockton, we collected tweets from the smallest box we could get around 
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each city boundary using a 0.1 degree (or 6-minute) grid. To collect data 
for Fall River, for example, we used the northeast bounding corner at the 
coordinates N 41 degrees, 48 minutes, (41.8) and W 71 degrees. The 
southwest bounding corner is at N 41 degrees and 36 minutes (41.6) and 
W 71 degrees and 12 minutes (71.2). As you can see from the attached 
map (Figs.  4.1  and  4.2 ), this includes small portions of several towns that 
surround Fall River. While collecting Twitter data in this way is imprecise, 
it will still help us approximate the attitudes of Fall River residents.

    Once the stream of geotagged tweets was collected, we conducted a 
sentiment analysis using a sentiment analysis lexicon (or dictionary) called 
SentiStrength. This lexicon is available in both English and Portuguese, 
making it possible to compare sentiment between tweets in each language 
on the same scale. Furthermore, this lexicon is academically respected, hav-
ing been evaluated in a number of peer-reviewed articles and used in mul-
tiple academic studies (Thelwall et al.  2011 ; Pfi tzner et al.  2012 ; Zheludev 
et al.  2014 ; Kucuktunc et al.  2012 ; Weber et al.  2012 ; Garas et al.  2012 ; 
Grigore and Rosenkranz  2011 ; Vural et  al.  2012 ; Giannopoulos et  al. 
 2012 ). 

 The SentiStrength sentiment lexicon is simply a list of common words 
that are deemed to have sentiment, with a number value between −5 and 
+5 applied to each word; lower values refl ect more negative emotions and 
higher values refl ect more positive emotions. The Urban Attitudes pro-
gram then searched the data set of collected tweets and matched words 
from the dictionary with words in the tweets. A total tally was reported, 

  Table 4.1    Data collec-
tion dates for each 
location  

 Location  Data collection dates 

 New Bedford  December 1–20, January 
6–19, January 20–30 

 Brockton  December 1–20, January 
6–19, January 20–30 

 Fall River  December 1–20, January 
6–19, January 20–30 

 Lowell  January 21–February 16 
 Eastern MA  December 1–20, January 

6–19, January 20–30 
 Harvard and MIT  January 26–February 16 
 São Paulo  January 20–30 
 Lisbon  January 20–30 
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with the number of times each positive or negative word appears, which 
was then multiplied by each word’s sentiment score to produce an over-
all sentiment score for each data set. In order to compare English and 
Portuguese language sentiment on the same set of data, the program was 
run two different times, one with each dictionary, and the fi nal scores were 
recorded. 

  Fig. 4.1    Fall River with latitude and longitude       
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   STATISTICAL TESTS 
 We used a two-sample  T -test to test whether the difference between the 
percentages of positive tweets was signifi cant across different locations and 
between each language at each location. Then, in order to see if there was 

  Fig. 4.2    New Bedford with latitude and longitude       
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any correlation between the results of the sentiment analysis and demo-
graphic and socioeconomic variables, we created a ranking system for 
each city being studied and conducted a bivariate ordinal correlation test 
(Spearman’s) to see how the variables related to each other. 

 As an addition check, we hand coded a sample of 300 of the collected 
and analyzed tweets in each language for the Brockton collection location 
and compared our assessment to the results of the sentiment analysis from 
the SentiStrength sentiment lexicon. We found that both dictionaries were 
correct in the overall sign of the sentiment (positive or negative) 75 % 
of the time, although we often disagreed with the dictionaries’ measure-
ments of intensity for a given tweet. For the Portuguese dictionary, we 
found that 20 % of the tweets fl agged as having Portuguese sentiment 
were actually in Portuguese. Another 20 % of the tweets were in Spanish, 
and the rest were in English or other languages. Due to the many cognates 
between Portuguese, Spanish, and English, it is impossible to eliminate all 
the erroneous tweets.  

   RESULTS AND ANALYSIS 
 In this section, we will fi rst present the initial results from all of the data 
collection locations. Next we will discuss the statistical signifi cance of dif-
ferences in the results between different languages and between the data 
collection locations. Finally, we will present demographic information 
based on US Census data for the Massachusetts collection locations and 
discuss some correlations between the demographic data: the results of 
our analysis. 

 In total across all the data sets, we collected and analyzed 1,167,176 
tweets. Some of our collection areas overlapped; so we calculated that we 
had, at minimum, 814,315 discrete tweets. Our primary results are pre-
sented in Tables  4.2  and  4.3 .

    The fi rst major difference is that our coverage is signifi cantly higher 
in the English than Portuguese, ranging from 52 % to 58 % across all the 
locations. This refl ects both the larger number of words in the English 
sentiment dictionary and that Massachusetts is an area with an English- 
speaking majority. The second major thing to note is that the percentage 
of positive tweets is also much higher in each collection area. 

 The following table shows our results from the three control loca-
tions (Lisbon, São Paulo) and the Harvard and MIT area of Cambridge 
(Table  4.4 ).
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   Note that in Lisbon and São Paulo, the coverage percentage in 
Portuguese is much higher, indicating a much larger pool of tweets in 
Portuguese. However, it is still not as high as the coverage in English 
in Massachusetts, probably due to limitations of the sentiment diction-
ary. Interestingly, the Cambridge collection area had the highest amount 
of positive sentiment in English but the lowest in Portuguese. Also, 
the Lisbon and São Paulo locations were more positive overall than the 
Massachusetts locations when measured in Portuguese, but less posi-
tive when measured in English. If measuring by the normalized score, 
however, the English tweets from São Paulo were more positive in senti-
ment than those from Cambridge. Also, the Lisbon and São Paulo loca-
tions had an even higher percentage of positive tweets overall than the 
Massachusetts locations when measured in Portuguese, but less positive 
when measured in English.  

   Table 4.2    Portuguese results for primary data collection areas   

 Location  Total 
tweets 

 Tweets w/
sentiment 

 Coverage 
(%) 

 % 
Positive 

 % 
Negative 

 Sentiment 
score 

 Normalized 
score 

 Eastern 
MA 

 315,448  169,086  53.6  56.5  43.4  61,200  0.3038 

 Fall River  30,770  17,895  58.2  54.9  45.2  1570  0.0730 
 Brockton  273,854  144,171  52.6  56.5  43.5  48,358  0.2826 
 New 
Bedford 

 37,732  21,783  57.7  53.9  46.1  −1717  −0.0649 

 Lowell  38,663  22,037  57.0  54.6  45.4  2561  0.0968 

   Table 4.3    English results for primary data collection locations   

 Location  Total 
tweets 

 Tweets w/
sentiment 

 Coverage 
(%) 

 % 
Positive 

 % 
Negative 

 Sentiment 
score 

 Normalized 
score 

 Eastern 
MA 

 315,448  4277  1.3  50.8  49.2  −959  −0.2146 

 Fall River  30,770  217  0.7  50.7  49.3  −26  −0.1176 
 Brockton  273,854  4211  1.5  50.9  49.0  −958  −0.2184 
 New 
Bedford 

 37,732  249  0.6  50.8  49.2  −48  −0.1905 

 Lowell  38,663  350  0.9  50.8  49.2  −89  −0.2445 
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   SIGNIFICANT RESULTS 
 In order to determine which of these interesting differences might be sta-
tistically signifi cant, we ran a series of two-sample T-tests. We considered 
differences in the same language between each location and then looked 
at differences between the results in each language at each location. For 
example, at 56.67 % positive, the results from São Paulo were signifi cantly 
more positive than the Portuguese results from every other location, with 
a p-value less than .05 for Fall River, New Bedford, and Lowell. The dif-
ference was even more signifi cant, with a p-value less than .01 for Eastern 
MA, Brockton, Lisbon, and the Harvard and MIT location. Lisbon was 
also signifi cantly ( p  < .01) different in positivity from all the New England 
locations except for Fall River, New Bedford, and Lowell. We found that, 
in both English and Portuguese, the results were signifi cantly different 
between most of the Gateway Cities and most of the control locations. 
When comparing the Gateway Cities with each other, however, there 
were no statistically signifi cant differences in Portuguese positivity. In the 
English results, there was no signifi cant difference between Lowell and 
Fall River and New Bedford, although Brockton was signifi cantly different 
than the others. With the exception of the Brockton English results, these 
fi ndings validate our decision to group these four cities together for analy-
sis purposes, since the differences between them in terms of sentiment 
scores are, for the most part, not statistically signifi cant. See Appendices   2     
and   3     for full tables of relationships between the results from all the data 
collection areas in each language. 

 We also tested within each location to see if there was a signifi cant dif-
ference between the Portuguese and English positivity scores (see Table 
 4.5 ).

   We found that the difference between the Portuguese and English per-
centages of positivity was statistically signifi cant for the overall region of 
Eastern Massachusetts, Fall River, Lisbon, São Paulo, and Cambridge. In 
Eastern Massachusetts, Fall River, and Cambridge, the English results had 
a signifi cantly higher percentage of positive tweets. In Lisbon and São 
Paulo, however, the percentage of positive tweets in English was signifi -
cantly lower than those in Portuguese. We also aggregated the results for 
the four Gateway Cities and found the difference between their average 
scores to also be signifi cant, with results in English signifi cantly more posi-
tive than results in Portuguese.  
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   DEMOGRAPHIC VARIABLES 
 To further explore the potential meaning in these results, we added 
demographic variables for each of the Massachusetts cities from the US 
Census American Community Survey 5-year estimates (2009–2013 and 
2006–2010) (Table  4.6 ). These demographic variables are not intended 
to exactly represent the population of the data collection areas but rather 
provide some background and a rough approximation. The US Census 
boundaries for each of these cities are not the same as those we have used 
for our data collection areas. For the most part, our collection areas were 
slightly larger than the offi cial city boundaries, including areas around each 
target city. For the Cambridge location, because we were trying to focus 
on the Harvard and MIT area, only about two-thirds of the area of the 
city is included in our collection area, although this two-thirds includes 
the most densely populated area of the city.

   These selected variables are often used as indicators of socioeconomic 
status or well-being, especially median household income or percent of 
adult population with a high school diploma. We chose percent foreign 
born and language other than English spoken at home as a way to mea-
sure the immigrant communities in these cities. Unfortunately, data on 
Portuguese speakers is not available at the city level, but there is American 
Community Survey data on people who reported Portuguese or Brazilian 
ancestry. Brazilian or Portuguese ancestry is an imperfect approxima-

   Table 4.5    Signifi cance of differences between languages in each location   

 Location  Portuguese 
positivity (%) 

 English positivity 
(%) 

 Z-score  p-value 

 Eastern MA  50.8  56.5  7.6716  0.0000 a  
 Brockton  50.7  54.9  1.2535  0.1056 
 Fall River  50.9  56.5  7.3034  0.0000 a  
 New Bedford  50.8  53.9  0.9963  0.1587 
 Lowell  50.8  54.6  1.4444  0.0749 
 Lisbon  55.0  45.3  −9.1318  0.0000 a  
 São Paulo  56.7  48.9  −34.6467  0.0000 a  
 Harvard and MIT  44.4  62.2  4.2122  0.0000 a  
  Average for all four  
  Gateway Cities  

  50.8    55.0    −7.1297    0.0000   a   

   a Indicates signifi cance at  p  < 0.05  
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tion for Portuguese speakers, as many residents may be of Portuguese 
or Brazilian heritage but not currently speak Portuguese. These data also 
ignore any residents of Cape Verdean background, as they are not tracked 
as a specifi c ancestry group by the census. Nonetheless, Brazilian and 
Portuguese ancestry is the best proxy for Portuguese speakers available in 
the census data. 

 The four Gateway Cities we studied have a lower median household 
income, a younger population, fewer high school diplomas, and a higher 
percentage of foreign-born residents than observed for Massachusetts as 
a whole. Furthermore, 24.7 % of Gateway City residents claimed Brazilian 
or Portuguese ancestry—far higher than the statewide average of 5.6 %. 
See Appendix   4     for a table of some of these key variables for the segment 
of the population that indicated Brazilian or Portuguese ancestry in the 
four Gateway Cities. 

 Although representing almost a quarter of the population of these 
Gateway Cities, there are some key differences between residents of 
Portuguese or Brazilian background and the rest of the population. The 
number of residents of Portuguese or Brazilian ancestry who are under 
18 is higher than average, while the number who are 65 or over is much 
lower. This group is also almost twice as likely to be foreign born. They 
are somewhat less likely to have a high school diploma, although this dif-
fered between those of Portuguese and Brazilian heritage—Brazilians had 
a higher than average high school graduation rate, and Portuguese had a 
lower than average high school graduation rate.  

   DEMOGRAPHIC CORRELATIONS 
 In order to assess any correlations between our results and the demo-
graphic data, we fi rst ranked each of the fi ve Massachusetts collection areas 
on select demographic variables, as well as how they performed in the 
results of the sentiment analysis. Then, a Spearman’s rho test was run on 
these ranked cities to look at correlations between the sentiment variables 
and the demographic variables. We use the percent of positive and negative 
tweets in Portuguese and English, as the overall score for each language, 
and the normalized score for each language as our sentiment variables. 
For demographic variables, we chose population, percent  foreign born, 
percent with a high school diploma or higher, median income, percent 
under 18 and over 65, population density, and Portuguese and Brazilian 
ancestry. The rankings are displayed in Tables  4.7  and  4.8 .
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    We found statistically signifi cant ( p  < .05) correlations between some 
of the demographic and sentiment variables. Having a high population of 
residents who were 18 years of age and under correlated positively with 
positive Portuguese sentiment scores, whereas a high population of resi-
dents with Portuguese ancestry correlated negatively with positive English 
sentiment scores. Conversely, a high population of residents with Brazilian 
ancestry correlated positively with positive Portuguese sentiment scores. 
A high percentage of residents who had at least completed high school 
correlated positively with a higher normalized sentiment score in English 
and negatively with a higher normalized sentiment score in Portuguese.  

   CONCLUSIONS 
 Our urban social listening methods allowed us to discover some poten-
tially important patterns, trends, and relationships. Our study is not with-
out its limitations (which we explore in greater depth in Chap.   6    ), but it 
does offer several new and potent insights that are only possible through 
this kind of qualitative examination of microblogging data. 

 We chose to study just two linguistic communities: English speaking 
and Portuguese speaking. However, in Massachusetts Gateway Cities, 
dozens of languages are spoken by sizable portions of the population, 
including Spanish, French, Chinese, Japanese, Vietnamese, and Creole. 
Without much more effort, urban researchers can bring in SentiStrength 
(or other dictionaries) for each language. We discovered many weak-
nesses in comparing overall sentiment between English and Portuguese, 
though with the assistance of professional linguists, these barriers could 
be overcome. 

 Building on the research described in this chapter, we next sought to 
look more broadly across space and time. In the following chapter, we pres-
ent research which includes both Twitter and a more established, survey- 
based indicator of well-being, the American Housing Survey, comparing 
and contrasting between different time periods and different US cities.     
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    CHAPTER 5   

    Abstract     We examine differences in resident perceptions of neighbor-
hood quality of life, as well as expressed positive and negative sentiment 
while accounting for changes in population among cities between 1970 
and 2010. We fi nd no evidence that population loss leads to a lower evalu-
ation of life satisfaction. Additionally, we fi nd while tweets are a source 
for consistently determining the positive and negative affect of individuals 
on a geographic basis and that people generally have a positive feeling 
about their neighborhood, there are no signifi cant relationships between 
the Twitter data sets and traditional ones. Thus, planners or policy mak-
ers should not presume that a singular measure will provide a complete 
picture of well-being.  

  Keywords     American Housing Survey   •   Quality of life   •   Neighborhood 
attitudes   •   Population decline   •   Shrinking cities  

       Declining cities in North America and Europe have increasingly attracted 
attention over the last decade, as municipal leaders, planners, and 
researchers have grappled with the question of how to confront the issue 
of declining population. At its root, this represents a confl ict between the 
traditional conception of urban growth as a primary barometer of suc-
cess with the stark reality that many cities may simply never reach their 
 previous peak population. Despite popular perception, including sensa-

 A National Comparison: Twitter versus 
the American Housing Survey                     



tionalist stories in the media about cities like Detroit that have certainly 
seen better days, initial research suggests that the link between negative 
population growth and a lower quality of life is not so clear-cut as some 
might expect (Hollander  2011 ; Delken  2008 ). Accordingly, it should not 
be taken for granted that residents of cities prefer population growth over 
stability or even decline (Van Dalen and Henkens  2011 ). 

 Armed with an awareness that the power of urban social listening is 
becoming increasingly apparent, we sought to examine the subjective well-
being (SWB) experienced by residents in a broad selection of US cities, 
testing the general assumption that it is relatively unpleasant to live in cit-
ies that are not growing as compared with those that are. In particular, we 
investigated eight cities nationwide, determining the degree to which there 
is a correlation between having fl at or declining population and having a 
lower level of reported or measured SWB. These cities represent a cross 
section of cities in the USA with regard to population changes over the 
last half century. We accept that the sample size is less than ideal, but it is a 
starting point upon which future work may productively build. Moreover, 
we were limited by available data. These specifi c cities were chosen because 
they were covered in a database of several million tweets gathered by Dr. 
Jeff Nichols of IBM starting in 2013, as well as by the US Census Bureau’s 
American Housing Survey covering the years from 2007 to 2011. 

 This chapter examines two primary research questions:

    1.    Are there differences in resident perceptions of neighborhood quality 
of life, as well as expressed positive and negative sentiment, when con-
sidering population change among cities between 1970 and 2010?   

   2.    Is Twitter a reliable gauge of resident perceptions when compared 
with existing measures of well-being, namely, resident satisfaction 
with their neighborhoods?     

 We use two primary data sources to help shed light on these questions. 
The fi rst is a series of tweets. These were collected separately over two 
multiweek periods; the fi rst beginning in the fall of 2013, and the second 
during the spring of 2015. We then imported these tweets into the Urban 
Attitudes software program to measure differences in the level of senti-
ment for residents of different cities. 

 The second data set comes from the American Housing Survey (AHS). 
Of particular relevance to this study, the AHS asks respondents to rate 
their neighborhood on a scale of 1–10, which we aggregate to compute 
an average sentiment score for each city in our sample. 
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 In answer to question #2, we fi nd little relationship between SWB as 
measured by Twitter posts and average neighborhood satisfaction as mea-
sured by the AHS. However, this does not mean that social media is inher-
ently fl awed as a vehicle for measuring sentiment. Instead, it highlights 
that social well-being is a multidimensional and complex phenomenon. 
Our sentiment analysis of text is measuring an aspect of SWB, while ques-
tions about neighborhood satisfaction, or other aspects of life satisfaction, 
speak to an entirely different aspect of SWB. We conclude that both tradi-
tional surveys and sentiment analysis have valuable, separate roles to play 
in assisting with the determination of SWB across different populations. 

   METHODS 
 We use a lexicon-based sentiment analysis of tweets powered by the AFINN 
sentiment dictionary. The AFINN dictionary was developed by Finn Årup 
Nielsen and has been used in multiple research studies: including the iden-
tifi cation of anti-vaccine sentiments from tweets (Brooks  2014 ), evalua-
tion of more than 5000 advertisements in business magazines (Abrahams 
et al.  2013 ), as part of a model predicting fl uctuations in global currency 
markets (Jin et  al.  2013 ), and, not to mention, the research presented 
in Chap.   3     of this book. AFINN ranks words on an ordinal scale rang-
ing from +5 to −5. For example, “abusive” is given a score of −3, while 
“satisfi ed” is given a score of +2. The latest version of AFINN has 2477 
words and is capable of capturing variants of words, such as recognizing 
“loooooove” as “love.” We use AFINN to score all sentiment-containing 
words and develop an overall average for each study city. 

 We acquired tweets over two separate multiweek periods, allowing us 
to somewhat account for the undue infl uence of specifi c news events on 
public sentiment. The fi rst period is between November 26, 2013, and 
January 20, 2014, using a database provided to us by Dr. Jack Finn of 
IBM.  The second includes tweets collected between March 3 and 19, 
2015, using our own Urban Analysis software package. For simplicity’s 
sake, we labeled the fi rst batch of tweets, including data from January 
2014, as “2013 tweets” and the second batch as “2015 tweets.” While 
2015 tweets is a much smaller data set, it nonetheless contains a suffi cient 
number of tweets for comparison, as demonstrated by the remarkable con-
sistency between the two data sets. Figure  5.1  shows a small set of sample 
tweets as displayed within the UA software, exported to Excel in .csv fi le 
format. Column A contains an anonymous identifying number for the 
user instead of his or her actual username.
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   We used the geographic information systems software platform ARCGIS 
coupled with digit municipal boundary fi les from the US. Census Bureau 
to determine a minimum bounding rectangle for each city. The UA pro-
gram then pulls out all geotagged tweets with latitude and longitude coor-
dinates falling within each bounding rectangle. 

 The minimum bounding rectangle is only an approximation for 
municipal boundaries. There will always be some tweets captured from 
outside the formal city boundaries. Figure  5.2  demonstrates this, show-

  Fig. 5.1    Sample tweets from Atlanta       

  Fig. 5.2    Newark city boundaries and coordinates       
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ing the bounding rectangle for the City of Newark, NJ, against its civic 
boundaries.

   Our other primary data set is the AHS. The US Census Bureau con-
ducts the AHS every two years for selected metropolitan areas. It also 
distinguishes respondents living in the central city from others living in the 
metropolitan area. Among other things, the AHS asks respondents to rate 
their neighborhood on a 1–10 scale. We take the numeric average for all 
central city residents’ overall rating of their neighborhood.  

   ANALYSIS AND RESULTS 
 Table  5.1  lists our eight study cities along with their respective popula-
tion change between 1970 and 2010. Only two of the eight added pop-
ulation since 1970, Houston and Indianapolis. Providence was virtually 
unchanged, while Washington, DC, and Atlanta lost modest numbers. 
However, Newark, New Orleans, and St. Louis all lost a substantial share, 
with Newark losing nearly a third and St. Louis and New Orleans almost 
half of the 1970 population. New Orleans is a case of special concern, 
given the mass exodus following Hurricane Katrina in 2008. It is worth 
noting that New Orleans had already experienced considerable population 
loss even before Katrina, with roughly 140,000 fewer residents in 2005 
than in 1970.

   We calculate several statistics for each city, including the city’s overall 
sentiment score, the average score per tweet. We also compute the total 
number of tweets, sentiment tweets, and percentage of positive tweets 
(Tables  5.2  and  5.3 ). Similar to Chap.   4    , we measure average sentiment as 
the city’s overall sentiment score divided by the total number of tweets for 

   Table 5.1    Population change in the eight study cities   

 City  Population, 
1970 

 Population, 
2010 

 Change  Percent change 
(%) 

 Atlanta  496,973  420,003  −76,970  −15 
 Houston  1,232,802  2,099,451  867,461  70 
 Indianapolis  744,624  820,445  75,821  10 
 New Orleans  593,471  343,829  −249,642  −42 
 Newark  382,417  277,140  −104,790  −28 
 Providence  179,213  178,042  −1171  −1 
 St. Louis  622,236  319,294  −302,942  −49 
 Washington, DC  756,510  601,723  −154,787  −20 
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that city. We calculate the “percent positive sentiment tweets” as the share 
of total tweets collected from each city that contain at least one word with 
positive sentiment. Appendix   5     includes additional data details.

    All cities had a positive overall score in 2013 (Table  5.2 ), and only 
New Orleans had a negative score in 2015 (Table  5.3 ). Indianapolis was 
the most “positive” city in both time periods according to both mea-
sures. The second most positive was St. Louis. The least positive city was 
New Orleans. However, even in the case of New Orleans in 2015, there 
were more positive-sentiment-containing tweets (57,260) than negative-
sentiment- containing tweets (48,903), but the negative words were more 
extreme on the AFINN polarity spectrum. There were no cases where a 
city had more negative sentiment tweets than positive. 

 The choice of whether to use average sentiment score per tweet or the 
percentage positive sentiment tweets turns out to be largely irrelevant to 
the overall results. When measured on an ordinal scale, both metrics pro-
duce a near identical rank ordering of cities. The average sentiment score 
is also highly correlated with percentage positive score in both years, with 
correlation coeffi cients of 0.82 for 2013 and 0.94 for 2015. 

 There are signifi cant differences in our summary sentiment scores over 
time. The citywide averages of both measures declined from 2013 to 
2015: from .199 to .117 for average sentiment and from 37 % to 34 % for 
percent positive tweets. This is not altogether unexpected or problematic. 
Other studies show that sentiment ratings from Twitter data are sensitive 
to current events (Balduini et al.  2013 ). Nor is this necessarily evidence 
that the general mood is on a declining trend. We would need far more 

    Table 5.2    2013 tweet sentiment analysis results   

 City  Overall score  Avg. 
score per 
tweet 

 Sentiment- 
containing 
tweets 

 Total tweets  % positive 
sentiment 
tweets 

 Atlanta  971,693  0.2108  2,526,884  4,608,671  37.66 
 Houston  1,168,144  0.2005  3,101,918  5,827,597  35.96 
 Indianapolis  567,103  0.3142  1,035,167  1,804,805  40.11 
 New Orleans  243,410  0.0977  1,336,069  2,492,313  35.30 
 Newark  680,821  0.2060  1,735,069  3,305,276  35.59 
 Providence  105,352  0.1893  309,133  556,671  37.46 
 St. Louis  318,451  0.2130  842,460  1,494,820  38.55 
 Washington, DC  435,869  0.1596  1,462,535  2,731,275  36.00 
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data measured at different time periods to test whether this is the case. 
Despite the overall decline in sentiment, the degree of decline remains rel-
atively consistent across the different cities. The average sentiment score 
has a Pearson’s R correlation coeffi cient of .77 between 2013 and 2015. 
The consistency of the percent positive tweet measure is even stronger 
with a correlation coeffi cient of .924 between 2013 and 2015 (see Table 
 5.4 ). The relative ranking of our sample cities is also relatively consistent, 
with Spearman’s Rho statistics of .74 (average sentiment) and .93 (percent 
positive). We see this consistency as supporting evidence of the reliability 
of tweets as a source for determining the positive and negative affect of 
individuals on a geographic basis.

    Table 5.3    2015 tweet sentiment analysis results   

 City  Overall 
score 

 Avg. score 
per tweet 

 Sentiment- 
containing 
tweets 

 Total 
tweets 

 % positive 
sentiment 
tweets 

 Atlanta  18,702  0.1255  76,819  149,010  35.19 
 Houston  28,572  0.0469  313,556  609,335  33.60 
 Indianapolis  27,150  0.2355  63,268  115,311  37.60 
 New Orleans  −13,514  −0.0738  89,875  183,195  31.26 
 Newark  4126  0.0687  31,007  60,035  34.00 
 Providence  6015  0.1807  17,132  33,288  34.71 
 St. Louis  8912  0.2281  20,356  39,078  35.96 
 Washington, 
DC 

 29,181  0.1228  120,351  237,626  33.99 

  Table 5.4    Paired dif-
ference of means T-tests, 
2013 and 2015  

 Average 
sentiment 
score 

 Percent positive 
tweets 

 2013  0.199  0.371 
 2015  0.117  0.345 
 Difference  −0.082  −0.025 
 Degrees of freedom  7  7 
 t stat  3.378  10.134 
 P-value (two tailed)  0.012  0.000 
 Pearson’s R (across 
years) 

 0.766  0.924 
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   Next, we turn to sentiment as measured according to the AHS. The 
AHS asked respondent to rank their neighborhood on a scale of 1–10. 
We tallied these scores to produce a citywide average score (Table  5.5 ). 
Because the AHS surveys different cities in different years, Table  5.5  
reports each city’s score for the most recent year of data available.

   Overall, residents are pretty happy with their neighborhoods. On a scale 
of 1–10, the average scores all rank in the low-to-mid 7s—suggesting that 
they are far more pleased with their neighborhood than not. Furthermore, 
all eight cities fall within a rather narrow band of just +/−0.77 points. 

 For our fi nal set of comparisons, we test whether there are observable 
differences in satisfaction measured by the AHS versus those based on 
a sentiment analysis of mined Twitter data. We also consider a number 
of additional variables collected from the US Census’s Quick Fact fi les, 
based on their American Community Survey (see Appendix   5     for details). 
While by no means a comprehensive list, these variables are commonly 
associated with happiness and well-being: such as wealth, age, and educa-
tion. We convert each into ordinal rankings (1 through 8), to facilitate 
comparison across such vastly different units of measure (Table  5.6 ), and 
use the Spearman’s Rho correlation coeffi cient to measure the degree of 
association.

   We fi nd no signifi cant relationships between AHS neighborhood satisfac-
tion and tweet-based sentiment at standard p-value confi dence thresholds 
of 90 and 95 % (Table  5.7 ). However, this may be largely the consequence 
of such a small sample size leading to the conclusion of a false negative. 
There are modest positive ordinal correlations between AHS neighbor-
hood satisfaction and the average tweet score in 2015 (Rho = .50) as well 

    Table 5.5    AHS survey results   

 City  State  Survey year  Neighborhood opinion 

 Atlanta  GA  2011  7.337 
 Houston  TX  2007  7.376 
 Indianapolis  IN  2011  7.357 
 New Orleans  LA  2011  7.707 
 Newark  NJ  2009  7.000 
 Providence  RI  2011  7.522 
 St. Louis  MO  2011  7.400 
 Washington  DC  2007  7.768 

   Source : US Census Bureau  
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as with the percent positive tweets in 2010 (.52, respectively)—but not for 
the other two Twitter-based metrics. Furthermore, we do see some consis-
tent patterns between the AHS and Twitter-based sentiment. Indianapolis 
was the highest-ranking city both for the AHS and for all four tweet- 
based sentiment measures. Atlanta and Houston also had generally con-
sistent rankings. But there are also counterexamples. Namely, St. Louis, 
which was the second lowest-ranking city in AHS neighborhood satisfac-
tion but was the second highest in tweet-based sentiment. The results for 
Providence and Newark are also somewhat mixed. In sum, our analysis 
suggests a possible association between the two metrics, but we cannot 
rule out this association is purely the result of sampling variation. More 
data collected over more cities is necessary.

   Table  5.8  shows a similar correlation analysis between our sentiment 
metrics and a number of socioeconomic indicators. By and large, the 
AHS measure of neighborhood opinion and our Twitter sentiment scores 
were unrelated to the socioeconomic condition of cities. Although the 
low sample size puts us at serious risk of fi nding false negatives. Ignoring 
statistical signifi cance. Only one relation was statistically signifi cant—the 
strong negative association between neighborhood satisfaction and com-
mute length—and then only at a 90 % confi dence level. Most people hate 
long commutes, so it makes perfect sense that travel distance to work is a 
key source of neighborhood dissatisfaction. The Twitter-based  measures 
of sentiment show no statistically signifi cant association with commute 
length, although several do have negative correlations in excess of .4. 
There is also a modestly high positive correlation between neighbor-
hood opinion and median household income, although falling just shy 
of the 90 percent two-tailed confi dence threshold. Again, income is not 
associated with our tweet-based sentiment measures. Median home value 

   Table 5.7    Ordinal correlations (Spearman’s Rho), AHS neighborhood scores 
versus Twitter sentiment   

 AHS neighborhood satisfaction 

 Twitter sentiment metric  Rho  Pr > |r| 

 Average tweet score, 2013  0.0952  0.823 
 Average tweet score, 2015  0.5000  0.207 
 Percent positive tweets, 2013  0.5238  0.183 
 Percent positive tweets, 2015  0.3810  0.352 
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is the only socioeconomic condition that appears to be associated with 
tweet-based sentiment, and then only for a single year (2013). Although 
below conventional statistical thresholds, there are modest negative corre-
lations between median home value and average tweets and percent posi-
tive tweets in 2013. It is hard to explain why people in cities with more 
high-valued homes might be increasingly prone to dissatisfaction, as home 
values are usually associated with wealth and thus greater life satisfaction. 
It could be that with many homes losing value in the recession, residents 
felt additional stress, which began to abate by 2015. Again, this requires 
further study.

   Most importantly for this book, we found no signifi cant relationship 
between resident satisfaction and long-term population change (1970 and 
2010). We do fi nd a somewhat modest positive correlation (.45) between 
neighborhood satisfaction and how a city ranks according to past growth, 
but there is also a 26 % chance this association is erroneous. Even so, dis-
satisfaction with one’s neighborhood is not necessarily the same as dis-
satisfaction with one’s life. The correlations between population loss and 
tweet-based sentiment scores, which are presumably more indicative of 
overall subjective life satisfaction, are very weak. It could be that resi-
dents dislike the physical remnants of decline in their neighborhoods, such 
as abandoned buildings and boarded-up windows, but are still generally 
satisfi ed.  

   DISCUSSION 
 This project has demonstrated that, for eight major cities in the USA, 
there exists no signifi cant correlation between population gain or loss in 
that city between 1970 and 2010 and the subjective well-being of the resi-
dents of that city, as measured by the AHS and millions of total tweets. For 
our fi rst research question, “Are there differences in resident perceptions 
of neighborhood quality of life, as well as expressed positive and nega-
tive sentiment, when accounting for changes in population among cities 
between 1970 and 2010?” the answer is “probably not,” though with 
such a small sample size and the results of a 0.45 positive correlation, we 
certainly have not proven anything here instead have shown that poten-
tial power of microblogging data to shed light on an otherwise complex 
relationship. In answering our second research question, “In computing 
differences among cities, is Twitter a reliable gauge of resident perceptions 
when compared with more traditional measures of well-being?” we have 
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come to the conclusion that the answer is “Yes,” but we cannot point to 
signifi cant statistical evidence beyond the literature to substantiate this 
statement. There was no statistically signifi cant correlation between AHS 
results and tweet results, at least as far as ordinal ranking of cities is con-
cerned, though we did fi nd very similar rankings for three of our sample 
cities: Indianapolis, Atlanta, and Houston. In this study, we were limited 
by the availability of historic city-level tweets matching those in the AHS 
sample. Future studies should collect data on a much larger cohort of 
municipalities to determine test for meaningful differences. 

 Moreover, psychological literature suggests that the AHS and tweets 
were measuring two different aspects of subjective well-being, life satis-
faction and affect. AHS asks residents to rate their neighborhood from 
1 to 10, and this rating is refl ective of only a piece of how a respondent 
might answer the larger question of how he or she would rate his or her 
overall life satisfaction. tweets, in contrast, measure the positive and nega-
tive affect that Twitter users demonstrate via the content of their posts. 
Although the relevant literature certainly indicates that there is a rela-
tionship between life satisfaction and affect, they would not occupy the 
exact same space in a Venn diagram of SWB, so the lack of a statistically 
signifi cant relationship between AHS and tweets is not proof that Twitter 
is without merit in indicating at least one aspect of SWB. 

 Future research might consider making use of multiple dictionaries for 
sentiment analysis, as well as incorporating other traditional measures of 
happiness. An in-depth study of one city, with manual scoring of a body of 
tweets, might provide additional insights. Should time and funding per-
mit, short interviews with residents of cities from which tweets are being 
gathered could directly ask about overall life satisfaction rather than rely-
ing on AHS data that present an incomplete picture of this metric. 

 To that end, future research using microblogging data as a corpus for 
sentiment analysis should strongly engage with the psychological litera-
ture in considering what kind of happiness or SWB is being measured. A 
promising line of inquiry may involve interviews with positive psycholo-
gists to outline different forms of SWB in greater depth, with an objec-
tive of determining how surveys, polls, text analysis, and other bodies of 
data shine a light on particular forms. The fi rst wave of sentiment analysis 
research has been completed, and now is the time to develop a more rigor-
ous understanding of what exactly sentiment analyses are telling us. 

 Finally, the ultimate purpose of performing these analyses must be 
mentioned. A review of urban planning literature that includes microb-
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logging data indicates that the use of this data for planners is only at a very 
early stage. Sentiment analyses can inform public offi cials and employees 
about how residents are moving about their city, what they think of par-
ticular places in their city, and what service gaps exist for different popu-
lations. This research intimates that shrinking cities specifi cally are not 
places doomed to negativity and pessimism. Indeed, the cities among 
our cohort that have lost large chunks of their population base over the 
last several decades demonstrate that quality of life can be retained and 
enhanced, and there may be a serendipitous relationship to be developed 
with positive psychologists who are capable not only of describing what 
different metrics of SWB are truly measuring but how those metrics might 
be developed over the long term.  

   LIMITATIONS AND FUTURE RESEARCH 
 Simply put, no sentiment analysis will be perfect, and they necessarily 
involve subjective judgments. Thus, while sentiment analysis is a valid 
form of qualitative inquiry, it can always be improved, and this section will 
describe the limitations inherent in this chapter. Before moving on to the 
limitations that come from the diffi culty of analyzing language, it must be 
acknowledged that Twitter is not necessarily a representative sample of the 
population at large and likely skews toward a younger user base (Gayo- 
Avello  2011 ). Therefore, certain demographic groups may be underrepre-
sented, and results of a sentiment analysis conducted on tweets should be 
considered as one source of information augmenting other sources, such 
as traditional polling. 

 Among the language-based challenges is that of negation. For exam-
ple, a tweet could describe something as “never good,” which the Urban 
Attitudes software, using the AFINN dictionary, would treat as a tweet 
containing a positive sentiment (“good”) with a value of +3. Clearly the 
intent of the writer, however, is to express a negative sentiment. There 
are many strategies employed to overcome the limitation of negation, of 
which Taboada et al. ( 2011 ) provide an excellent overview. One strategy, 
partially employed by the AFINN dictionary, is recognizing the two words 
“don’t like” as a negative sentiment. However, the dictionary does not yet 
contain a suffi cient number of these terms. Moreover, there are sentences 
in which the negation is more than one word away from the modifi er, 
which requires algorithms that determine the polarity of an entire sen-
tence rather than simply looking for sentiment-containing words. 
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 A similar limitation is the use of rhetorical devices, a la, “I was expecting 
to love it,” which would be classifi ed very positively based on the word 
“love” but is actually expressing something much less positive if not out-
right negative (Mullen and Malouf  2006 ). The dictionary is also generally 
incapable of recognizing sarcasm, does not analyze emoticons, and cannot 
hope to cover the full range of slang employed in tweets, though it does 
include some slang words and a wide variety of vulgarities. A potential line 
of future inquiry involves generating manual counts of uses of sarcasm 
and other rhetorical devices and determining the degree to which the sen-
timent score computed by the dictionary is inaccurate. It may turn out 
that such instances do not signifi cantly impact the results of a sentiment 
analysis. 

 The sentiment analysis software itself is admittedly imperfect, and its 
kinks are still being worked out. During the course of this research, as well 
as other work being done at the UAL, it was noticed that the software has 
a problem with contractions, considering the word “won’t,” for example, 
to be the word “won” followed by the letter “t.” While this does not cause 
any difference as regard to the letter t, the word “won” is considered a 
positive sentiment and thus incorrectly contributes to the positive total 
for that city. Given the size of these tweet fi les—in some cases containing 
over a million tweets for a single city—it is infeasible to manually make 
corrections to contraction problems and is an issue for future efforts to 
work out. 

 An additional limitation, most clearly demonstrated in the case of 
Houston, with its multiple annexations of land along highway spurs lead-
ing into and out of the city, is that tweets are not restricted entirely to the 
central city in question. Some tweets in this analysis are certainly posted 
from outside the central city, although it is worth considering why this 
might or might not be important. Are tweets posted from half a mile 
outside of Atlanta or St. Louis unrepresentative of the affect experienced 
by residents of those cities? Such tweets may, in fact, come from residents 
of those cities. How would a study be devised to exclude tweets from 
non-residents, including only tweets from residents of the central city? 
For instance, there is no guarantee that a tweet from downtown Atlanta 
belongs to a resident of Atlanta as opposed to a tourist.  1   

 To address this latter problem, future researchers might include only 
those tweets coming from users who consistently post from the city being 
investigated or, despite the potential unreliability of the location users vol-
unteer on their Twitter profi les, by matching reported location with the 
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latitude/longitude coordinates of tweets. Also worth consideration is that 
even tweets from tourists in New Orleans might fairly represent the affect 
that is, for whatever reasons, created or generated by New Orleans for 
people that experience life in one way or another in that city. Researchers 
should give pause when formulating research questions and give serious 
thought to what it is they are trying to measure or analyze. 

 For example, are we looking  only  into the affect experienced by resi-
dents of cities, regardless of the implications that shrinkage or growth 
might have on commuters, shoppers, and tourists? What implications do 
shrinkage and growth have in terms of creating and sustaining affect or 
life satisfaction that in turn attract or repel non-residents? How might 
we conceptualize cities in the context of their metropolitan statistical 
areas (MSAs) as determined by the US Census Bureau? Are there differ-
ences among growing or shrinking central cities when bearing in mind 
the growth or shrinkage of the suburbs and exurbs? Atlanta, a city that 
has technically shrunk since 1970 but that has seen incredible growth at 
the metro level, is a prime example. While these questions are beyond the 
work of this research, they are important considerations for future study.  

   IMPLICATIONS FOR URBAN PLANNING AND POLICY 
 With respect to our fi rst research question, our fi ndings confi rm previ-
ous work suggesting that the relationship between decreasing population 
and SWB is not nearly as clear-cut as would be expected given popular 
perceptions. As a result, shrinking cities should not be considered places 
whose residents are doomed to declining quality of life, making those cit-
ies unworthy of investment. Indeed, a look back at the twentieth century 
indicates undeniably that many cities once thought to be beyond hope 
are quite capable of fi nding stability and resurgence. Strategies employed 
in cities that have already experienced a turnaround should be given a 
fair effort in shrinking cities, and, in any case, stability should be seen 
as an objective worthy of pursuit in its own right. The work of the posi-
tive psychologists holds signifi cant promise here for urban planners and 
policy makers, and their research should be strongly regarded as a bridge 
between the fi elds of psychology and planning. 

 As to the second research question, the implications of Twitter for the 
future of urban planning and policy are nuanced but certainly affi rm its 
value. It is not suffi cient for planners or policy makers to presume that a 
sentiment analysis, or for that matter a more traditional measure of SWB 
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such as a poll or survey, will provide a complete picture of the happiness 
of residents or visitors. The specifi c form of SWB, and the ways in which 
different forms will interact with one another and with the larger culture, 
must be considered at the outset. Though sentiment analysis can now be 
done relatively cheaply and quickly, great care should be taken to avoid 
simplistic or reductionist approaches and assumptions. 

 This is particularly relevant when one realizes that the different ways 
of measuring SWB will provide complementary information rather than 
operating as substitutes for one another. Planners and policy makers con-
cerned with SWB should determine in advance what they are trying to 
measure in light of the ultimate aims of how their metrics will be used 
and ensure that the data they are gathering will truly speak to what they 
are attempting to measure. This task will be made easier in the future, as 
research into Big Data continues to generate improved means of conduct-
ing sentiment analysis, new ways of overcoming limitations, and the ability 
to eliminate noise and hone in on the specifi c sentiments that are of par-
ticular relevance to the research, planning, and policy-making endeavors 
under consideration. As this process unfolds, the value of tweets and other 
social media data sets for planners and policy makers stands to increase 
considerably.  

    NOTE 
     1.    Conversely, are only tweets from residents posted while those residents are 

in the city itself relevant to a sentiment analysis?         
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    CHAPTER 6   

    Abstract     In this concluding chapter of the book, we discuss limitations 
to urban social listening in general and our research in particular, cover 
recommendations for improvement in future studies, synthesize the major 
themes that emerged, sketch out a methodological guide for researchers, 
and provide fi nal thoughts. The chapter offers hope for using microb-
log data to overcome perennial limitations of other urban social science 
methods yet invites caution about the kinds of technical and conceptual 
problems that arise in doing this type of research.  

  Keywords     Sentiment analysis   •   Twitter   •   Microblogs  

       For the three empirical studies presented in this book, we crafted research 
questions that we sought to answer using urban social listening, with an 
eye to providing a practical guide for conducting research using large 
social media data sets. While the answers began quite inconclusively in the 
New Bedford study (Chap.   3    ), they increased in clarity in the Portuguese 
research (Chap.   4    ) and gained further clarity in the multicity work pre-
sented in Chap.   5    . As with any research, each of these studies had much 
in the way of limitations, but because of the new and novel data sources 
and analytical methods presented, each project provided promising points 
of entry for considering the potential and pitfalls of urban social listening. 

 Conclusion                     
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This concluding chapter has a full agenda: we will fi rst discuss limitations 
to urban social listening in general and our research in particular, cover 
recommendations for improvement in future studies, synthesize the major 
themes that emerged, sketch out a methodological guide for researchers, 
and provide fi nal thoughts. 

   LIMITATIONS 
 The three fundamental limitations for these studies were: the shortcom-
ings of using Twitter itself as a research tool, the mistakes and incon-
sistencies within our research methods, and fl aws we discovered in the 
sentiment lexicons that we used for the analysis. However, these limita-
tions are worth examining individually especially with the understanding 
that research limitations are to be expected with relatively new meth-
odologies, and only through deeper investigation will improvements be 
developed. 

 First, it is important to be aware of the inherent limitations of using 
microblog data for research purposes. Microbloggers are by no means a 
representative sample of the population of a geographic area and likely 
skew toward a younger user base (Gayo-Avello  2011 ). The tiny fraction 
of all tweets that are public, geotagged, and available from the Twitter 
Streaming API is even more limited. Furthermore, microblog data is by 
nature extremely poor in quality. Many of the tweets collected for this 
study are promotional ones from companies or organizations, or multiple 
retweets of the same content. It is also important to note that, at best, only 
about half of the tweets collected had any sentiment at all, as measured by 
our lexicon vocabulary. 

 There is also no easy way to tell, based on the data we collected, whether 
the Twitter user who posted a given message is actually a resident of the 
study area or simply passing through. It would be possible to look up 
the user ID of each user to see what location they had indicated as their 
hometown, but not everyone lists this information, and people frequently 
move and fail to update their location. This limitation was most clearly 
demonstrated in the case of Houston, with its multiple annexations of 
land along highway spurs leading into and out of the city, that tweets are 
not restricted entirely to the central city in question. Some tweets in this 
analysis are certainly posted from outside the central city, although it is 
worth considering why this might or might not be important. Are tweets 
posted from half a mile outside of Atlanta or St. Louis unrepresentative 
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of the affect experienced by residents of those cities? Such tweets may, in 
fact, come from residents of those cities. How would a study be devised to 
exclude tweets from non-residents, including only tweets from residents 
of the central city? For instance, there is no guarantee that a tweet from 
downtown Atlanta belongs to a resident of Atlanta as opposed to a tour-
ist. And what is the difference in the sentiments expressed by residents or 
visitors? Are they affected by place differently? 

 There were also numerous limitations to our data collection and analy-
sis methods. We encountered some technical diffi culties with the Urban 
Attitudes program that meant the data collection was often interrupted 
and was not constant.  1   Also, due to the change in information we had 
about the scale at which Twitter Streaming API data was available, some 
of the collection areas were much larger, including more portions of other 
cities and towns than others. Even for the areas where we did use the same 
method to delineate a collection area, geographic boundaries of cities var-
ied in size. Also, due in part to technical issues and partly to adaptations 
of the research plans, we did not collect data from all locations for the 
same period or length of time. With regard to the research found in Chap. 
  5    , a primary limitation was the low number of cities from which tweets 
were gathered. This limitation was caused by the inadequate availability of 
tweets from prior years  2   and meant that a more robust sample size of cities 
could not be produced. 

 Finally, there were a number of limitations that arose from the senti-
ment lexicons we used to analyze the collected data. We used multiple 
sentiment lexicons, including one in Portuguese and others in English. 
The reason for using the SentiStrength lexicon was that it was one of the 
only ones we were able to fi nd that used the same scoring system in each 
language and had been evaluated for comprehensiveness and accuracy by 
academic sources. However, once we started to use it for the research in 
Chap.   4    , we found that there were major differences and inconsistencies 
between the English and Portuguese lexicons, making it very hard to reli-
ably compare results between them. First, the Portuguese dictionary con-
tained far fewer words than the English one, and a much larger percentage 
of those words were scored as negative. This would potentially color the 
results by reducing the percentage of tweets that were found to have senti-
ment in Portuguese and making it more likely to identify more negative 
tweets. Second, the Portuguese lexicon included many English words, 
particularly slang words or abbreviations common in Internet usage such 
as “lol.” 
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 While it is likely true that Portuguese-speaking Twitter users commonly 
mix such English words into their Portuguese tweets, when applying the 
Portuguese sentiment lexicon to a predominantly English data set, a very 
high percentage of extraneous tweets were included in the analysis even 
though they were not actually in Portuguese at all. With both of the lexi-
cons, we found through our qualitative content analysis that many com-
mon words were scored in a way did not refl ect their most common usage. 
For example, in the English lexicon we found that the word “like” was 
given a fairly positive score, even though the vast majority of the time 
it appeared in the results, the actual meaning involved either making a 
comparison or simply using the word as fi ller, so that the overall content 
of the tweet was often not positive at all. This latter point likely extends to 
content analysis of English-only tweets. 

 Another signifi cant language-based challenge is that posed by negation. 
For example, a tweet could describe something as “never good,” which 
the Urban Attitudes software, using the AFINN dictionary, would treat 
as a tweet containing a positive sentiment (“good”) with a value of +3. 
Clearly, the intent of the writer, however, is to express a negative senti-
ment. There are many strategies employed to overcome the limitation of 
negation, of which Taboada et al. ( 2011 ) provide an excellent overview. 
One strategy, partially employed by the AFINN dictionary, is recognizing 
the two words “don’t like” as a negative sentiment. However, the diction-
ary does not yet contain a suffi cient number of these terms. Moreover, 
there are sentences in which the negation is more than one word away 
from the modifi er, which requires algorithms that determine the polarity 
of an entire sentence rather than simply looking for sentiment-containing 
words. 

 A similar limitation is the use of rhetorical devices, like, “I was expect-
ing to love it,” which would be classifi ed very positively based on the word 
“love” but is actually expressing something much less positive if not out-
right negative (Mullen and Malouf  2006 ). The dictionary is also generally 
incapable of recognizing sarcasm, does not analyze emoticons, and cannot 
hope to cover the full range of slang employed in tweets, though it does 
include some slang words and a wide variety of vulgarities. A potential line 
of future inquiry involves generating manual counts of uses of sarcasm 
and other rhetorical devices and determining the degree to which the sen-
timent score computed by the dictionary is inaccurate. It may turn out 
that such instances do not signifi cantly impact the results of a sentiment 
analysis. 
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 The sentiment analysis software itself is admittedly imperfect, and its 
kinks are still being worked out. During the course of this research, as well 
as other work being done at the Tufts Urban Attitudes Lab, it was noticed 
that the software has a problem with contractions, considering the word 
“won’t,” for example, to be the word “won” followed by the letter “t.” 
While this does not cause any difference as regard to the letter t, the word 
“won” is considered a positive sentiment and thus incorrectly contributes 
to the positive total for that city. Given the size of these tweet fi les—in 
some cases containing over a million tweets for a single city—it is infea-
sible to manually make corrections to contraction problems.  

   RECOMMENDATIONS FOR FURTHER RESEARCH 
 Research on digital self-expression, the sentiments it conveys, and the rela-
tionship to place has great potential. There are a number of ways in which 
future researchers could improve upon our methods in order to produce 
a study with fewer limitations. Beginning with the Portuguese-English 
study, comparing sentiment results between two different languages is 
inherently complicated due to different linguistic structures and cultural 
differences, but there are some steps that could be taken to mitigate these 
issues. First, using a computer program to identify the language of each 
tweet and sorting the results into two separate data sets before conduct-
ing any analysis would signifi cantly eliminate the error associated with 
cognates in the sentiment lexicon, resulting in tweets being counted for 
Portuguese sentiment when not actually in Portuguese. Another solution 
for a researcher with a background in linguistics and psychology, and a 
longer time frame, would be to edit or rewrite both sentiment lexicons 
to ensure that they were as equivalent as possible in terms of numbers of 
words and the proportions of positive and negative words. This would 
require more technical computer programming knowledge. 

 An additional means of increasing the relevance and validity of the 
Chap.   4     study would be to conduct a traditional survey of Portuguese- 
and English-speaking residents in these Gateway Cities to supplement the 
results from the sentiment analysis and the census data. It would likely be 
benefi cial to conduct a study in which Twitter sentiment results in dif-
ferent languages, in a series of different international and domestic con-
texts, would be compared, in an attempt to see how cultural differences or 
immigrant or native-born status impact overall well-being. Finally, increas-
ing the sample size by including more cities and collecting data over a 
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longer period of time would also potentially increase the validity of the 
results. Our research in Chap.   5     particularly would have benefi ted from 
the inclusion of a much larger number of cities. 

 To address the problem of acquiring tweets from residents of specifi c 
cities, future researchers might include only those tweets coming from 
users who consistently post from the city being investigated or, despite 
the potential unreliability of the location users volunteer on their Twitter 
profi les, by matching reported location with the latitude/longitude coor-
dinates of tweets. Also worth consideration is that even tweets from tour-
ists in New Orleans might fairly represent the affect that is, for whatever 
reasons, created or generated by New Orleans for people that experience 
life in one way or another in that city. Researchers should give pause when 
formulating research questions and give serious thought to what it is they 
are trying to measure or analyze. 

 For example, are we looking  only  into the affect experienced by resi-
dents of cities, regardless of the implications that shrinkage or growth 
might have on commuters, shoppers, and tourists? What implications do 
shrinkage and growth have in terms of creating and sustaining affect or 
life satisfaction that in turn attract or repel non-residents? How might we 
conceptualize cities in the context of their metropolitan statistical areas 
(MSAs) as determined by the US Census Bureau? Are there differences 
between growing and shrinking central cities when bearing in mind the 
growth or shrinkage of the suburbs and exurbs? Atlanta, a city that has 
technically shrunk since 1970 but that has seen incredible growth at the 
metro level, is a prime example. While these questions are beyond the 
work of this research, they are important considerations for future study.  

   SYNTHESIS 
 Across our three projects, several key themes arose. Of greatest impor-
tance is that tweets can be considered a complement to existing, imperfect 
measures of attitudes and opinions, such as surveys or interviews. Our 
research demonstrated similarities to other measures of sentiment, includ-
ing public meeting minutes and census responses, while incorporating a 
far larger number of participants in an unobtrusive manner. This includes 
reaching communities that may not be present at public meetings or that 
may have additional challenges such as being undocumented immigrants 
or facing language barriers. 
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 Criticism of social media data sets as being unrepresentative of the pub-
lic at large is certainly valid, but less acknowledged is the ability of urban 
social listening to capture sentiments expressed by individuals who are 
typically left out by existing methods. Census surveys may be  statistically 
valid, but capture only a tiny sliver of resident opinions of place, and are 
widely certainly used in public policy formulation. Public forums or meet-
ings, on the other hand, draw attendance only from those most engaged 
in the political process, with turnout far smaller than even the already sub-
par voter turnout in municipal elections. There is much to be improved 
about urban social listening, but the promise of gaining near instanta-
neous insights and input from a large swath of otherwise excluded or dif-
fi cult to access individuals should not be discounted. 

 Moreover, this methodology enables voices to be heard in an anony-
mous fashion, and those who wish to remain unreached are free to keep 
their Twitter feeds private (and to choose not to have their latitude and 
longitude coordinates published as part of their tweets), to say nothing 
of avoiding social media entirely. The cost of this form of research on a 
per-person basis is dramatically lower than surveys or interviews and is one 
of the greatest advantages of the urban social listening methodology. In 
short, large numbers of users may be included in a general scan of a geo-
graphic area, with the information about those users being as much or as 
little as they prefer, and with expenses kept to a minimum. In addition, the 
length of time required for data collection can be as little as a week or two 
and can be done from the lab, classroom, or at home, without the need 
for extensive travel or mailing.  

   METHODOLOGICAL GUIDE 
 While certainly imperfect, the research experiences we have outlined in 
this book provide the basis for a defensible, clear, and useful setup steps a 
researcher can take in approaching the study of microblogging data.

   Step 1, Articulate Research Questions: As with any other study, key 
research questions will guide the precise decisions around methods and 
data around urban social listening, but typically, an urban social listen-
ing research question will have a spatial element.  

  Step 2, Delineate Area of Interest: The Urban Attitudes software, along 
with other similar software programs, collects data from Twitter using 
a rectangle defi ned by the latitude and longitude of the northeast and 
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southwest corners of any geography on Earth. While the researcher’s 
specifi c area of interest may be smaller than that rectangle, at this 
stage the data must be collected at the larger geography (later, using a 
 geographic information system, it is possible to fi lter out only tweets in 
that smaller geography).  

  Step 3, Set up tweet Acquisition: Using software like Urban Attitudes, 
begin to download tweets onto either a desktop or server. Depending 
on the nature of the study, special arrangements may need to be made 
to accommodate large volumes of data (it does not take long for a study 
to generate hundreds of gigabytes of Twitter data). While not discussed 
earlier in the book, there are a number of private online services that 
will sell researchers historic Twitter data. For well-fi nanced projects, this 
option may be useful to consider.  

  Step 4, Analysis: The research reported here relied on keyword and senti-
ment analysis, grounded in larger content analysis techniques. Some 
projects may seek other analytical strategies, like tracking the move-
ment of some users across time and space or linking overall sentiment to 
other data sources. A key part of any sentiment analysis is the selection 
(and refi nement) of a lexicon or dictionary, choices need to be made in 
selecting the appropriate language(s) employed, as well.  

  Step 5, Validation: This step is the chance for the researcher to validate 
their fi ndings by looking at other sources but also to attempt to improve 
on the insights that other sources provide. Validation can come through 
secondary data analysis of related sources (like US Census data) or 
through qualitative methods like surveys, interviews, or focus groups.     

   CONCLUSION 
 That we were able to exhibit some consistency between the Twitter data 
and other data sources—despite the enumerated limitations—is rather 
remarkable. As these methods are perfected, planners, academics, and pol-
icy makers will have voluminous data to work with, and new light may be 
shed on broader public perceptions and attitudes about important issues in 
any given geographic area. Moreover, there will likely be new discussions 
about the citizens being reached by any given methodology, traditional or 
emerging—a welcome development for all who seek to understand public 
sentiments. 

 Urban social listening also provides an opportunity to search for signifi -
cant relationships between the attitudes and opinions expressed by resi-
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dents of different cities with demographic data collected via other means. 
Never before have the views of so many people, expressed about so many 
issues, been incorporated into statistical analyses of cities. Though our 
studies found few statistically signifi cant correlations, this is a highly prom-
ising avenue of study and will only prove more valuable as city sample sizes 
grow in future work.  

     NOTES 
     1.    For the research presented here, we ran the Urban Attitudes software from 

desktop computers—but in more recent projects, we have run the software 
from servers and have not had the same problems with interruptions.   

   2.    Historical Twitter data has become increasingly available at coarse geogra-
phies and at high costs.         
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 Urban Attitudes is a data mining and text analysis tool Justin Hollander 
and Dibyendu Das developed in 2013. The software supports the follow-
ing operations:

•    Analyzing a large variety of text fi les; and  
•   Downloading tweets from Twitter fi ltered by locations.    

   DOWNLOADING TWEETS 
 The program requires a set of tokens from Twitter to download tweets. 
This can easily be obtained by signing up on Twitter. Currently the pro-
gram supports downloading tweets based on geographical locations. The 
user needs to provide the NE and SW latitude and longitude coordinates 
which serve to defi ne a bounding box from which the tweets are down-
loaded. Based on specifi c requirements, the program can be upgraded to 
download tweets by keywords, hashtags, usernames, et cetera. In other 
words, tweets can be downloaded according to any of the fi lters offered 
by the Twitter API. Research has shown that the Twitter API, while not a 
random sample of the full corpus of Twitter posts, can be used reliably for 
many types of topical analyses, especially those based on bounded geogra-
phy (Morstatter et al. 2013). 

 Based on current requirements, the version of the software used in this 
book downloads the following fi elds of a tweet: 

                        APPENDIX 1: URBAN ATTITUDES SOFTWARE 
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 User ID, Username, Text, Longitude, Latitude, Language, Created at. 
 The program can be tweaked to download a great deal more informa-

tion about each tweet.  

   ANALYZING FOR SENTIMENTS 
 The sentiment analyzer currently scans each tweet for keywords defi ned 
in a dictionary, rated according to their sentiment with an integer. The 
program comes with a default dictionary based on AFINN. 

 The AFINN dictionary was developed by Finn Årup Nielsen, and ranks 
words on an ordinal scale ranging from +5 to −5. For example, “abusive” 
is given a score of −3, while “satisfi ed” is given a score of +2. The latest 
version of AFINN has 2477 words, and is capable of capturing variants 
of words such as recognizing “loooooove” as “love.” It has been used 
in multiple research studies to date, including an analysis of tweets ema-
nating from New Bedford, MA between February 9, 2014 and April 3, 
2014 (Hollander et  al. 2014), identifi cation of anti-vaccine sentiments 
from tweets (Brooks 2014), evaluation of more than 5000 advertisements 
in business magazines (Abrahams et al. 2013), and as part of a model pre-
dicting fl uctuations in global currency markets (Jin et al. 2013). 

 The score of each sentiment word is summed up for every tweet and the 
net score gives a measure of the sentiment present in a dataset. The analy-
sis can be performed in conjunction with parameters that allow tweets to 
be fi ltered by date-time stamp, presence of keywords, and other factors. 
This is a useful feature to have, especially if you wish to analyze tweets by 
topic/hashtags or other indicators. In addition, the program also allows 
any text fi le to be analyzed with an inbuilt text analyzer, which is similar 
to the tweet analyzer. 

 The sentiment analyzer allows for scanning by wildcards, whereby 
defi ning words with a ‘*’ following a sequence of characters and a corre-
sponding score enables the program to score all words with that pattern to 
be scored the same. For example, kind* scans for kind, kindly, kinder, etc. 
and assigns the same score to every iteration of the associated sentiment.  

   FUTURE ADDITIONS 
 The program can be upgraded to mine data from all social networking 
and rating sites, which provide public APIs to access their data, and can be 
customized to analyze them. Possible additions include support for Yelp, 
Foursquare, and Facebook.   
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       APPENDIX 5 

   2013 Tweet Data 

  City    Positive 
score  

  Negative 
score  

  Overall 
score  

  Average 
score per 
tweet  

  Sentiment 
containing 
tweets  

  Total tweets  

 Atlanta  5,306,108  −4,334,415  971,693  0.211  2,526,884  4,608,671 
 Houston  6,383,987  −5,215,843  1,168,144  0.200  3,101,918  5,827,597 
 Indianapolis  2,221,306  −1,654,203  567,103  0.314  1,035,167  1,804,805 
 New Orleans  2,603,198  −2,359,788  243,410  0.098  1,336,069  2,492,313 
 Newark  3,626,840  −2,946,019  680,821  0.206  1,735,069  3,305,276 
 Providence  640,322  −534,970  105,352  0.189  309,133  556,671 
 St. Louis  1,744,355  −1,425,904  318,451  0.213  842,460  1,494,820 
 Washington  2,950,291  −2,514,422  435,869  0.160  1,462,535  2,731,275 

  City    Positive 
sentiment 
tweets  

  Negative 
sentiment 
tweets  

  % Tweets w/
sentiment  

  % Positive 
sentiment 
tweets  

  % Negative 
sentiment 
tweets  

  % 
Difference  

 Atlanta  1,735,626  1,274,876  54.83  37.66  27.66  10.00 
 Houston  2,095,748  1,591,752  53.23  35.96  27.31  8.65 
 Indianapolis  723,960  514,026  57.36  40.11  28.48  11.63 
 New Orleans  879,760  704,040  53.61  35.30  28.25  7.05 
 Newark  1,176,198  885,125  52.49  35.59  26.78  8.81 
 Providence  208,508  160,536  55.53  37.46  28.84  8.62 
 St. Louis  576,301  429,502  56.36  38.55  28.73  9.82 
 Washington  983,297  751,414  53.55  36.00  27.51  8.49 

       APPENDIX 4 

 Demographic variable  Average for Brazilian and 
Portuguese ancestry 

 Average for four 
Gateway Cities 

 % with high school diploma or higher  70.4 %  75.0 % 
 Median household income  46,155  41,922 
 % under 18  24.1 %  23.7 % 
 % 65 and over  7.0 %  13.0 % 
 % Foreign born  53.8 %  22.2 % 
 Population  23,908  96,681 

  Sources: United States Census Bureau (2015f, g, h, i, j) 
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       2015 Tweet Data 

  City    Positive 
score  

  Negative 
score  

  Overall 
score  

  Average 
score per 
tweet  

  Sentiment 
containing 
tweets  

  Total 
tweets  

 Atlanta  157,366  −138,664  18,702  0.126  76,819  149,010 
 Houston  612,865  −584,293  28,572  0.047  313,556  609,335 
 Indianapolis  133,556  −106,406  27,150  0.235  63,268  115,311 
 Manchester  18,840  −12,236  6604  0.433  8311  15,259 
 New Britain  8654  −7673  981  0.131  4166  7487 
 New Orleans  156,535  −170,049  −13,514  −0.074  89,875  183,195 
 Newark  61,741  −57,615  4126  0.069  31,007  60,035 
 Providence  34,492  −28,477  6015  0.181  17,132  33,288 
 St. Louis  43,255  −34,343  8912  0.228  20,356  39,078 
 Stamford  10,796  −7133  3663  0.376  5017  9741 
 Washington  239,492  −210,311  29,181  0.123  120,351  237,626 
 Waterbury  17,660  −20,622  −2962  −0.177  9504  16,769 

  City    Positive 
sentiment 
tweets  

  Negative 
sentiment 
tweets  

  % Tweets w/
sentiment  

  % Positive 
sentiment 
tweets  

  % Negative 
sentiment 
tweets  

  % 
Difference  

 Atlanta  52,441  38,811  51.55  35.19  26.05  9.15 
 Houston  204,731  168,041  51.46  33.60  27.58  6.02 
 Indianapolis  43,360  31,883  54.87  37.60  27.65  9.95 
 Manchester  6025  3966  54.47  39.48  25.99  13.49 
 New Britain  2821  2199  55.64  37.68  29.37  8.31 
 New Orleans  57,260  48,903  49.06  31.26  26.69  4.56 
 Newark  20,409  16,758  51.65  34.00  27.91  6.08 
 Providence  11,554  8873  51.47  34.71  26.66  8.05 
 St. Louis  14,053  10,227  52.09  35.96  26.17  9.79 
 Stamford  3547  2310  51.50  36.41  23.71  12.70 
 Washington  80,763  61,817  50.65  33.99  26.01  7.97 
 Waterbury  6033  5481  56.68  35.98  32.69  3.29 
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